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#### Abstract

This paper describes a method for testing a parametric model of the mean of a random variable $Y$ conditional on a vector of explanatory variables $X$ against a semiparametric alternative. The test is motivated by a conditional moment test against a parametric alternative and amounts to replacing the parametric alternative model with a semiparametric estimator. The resulting semiparametric test is consistent against a larger set of alternatives than are parametric conditional moments tests based on finitely many moment conditions. The results of Monte Carlo experiments and an application illustrate the usefulness of the new test.


[^0]testing a parametric model against a semiparametric alternative

## 1. INTRODUCTION

Consider a parametric model for the mean of a scalar random variable $Y$ conditional on a random variable $X \in \boldsymbol{R}^{\mathbb{L}}(\mathrm{L} \geq 1)$ :

$$
\begin{equation*}
E(Y \mid X-x)-f(x, \theta), \tag{1}
\end{equation*}
$$

where $f$ is a known function and $\theta \in \mathbb{R}^{\mathbb{X}}(\mathrm{K} \geq 1)$ is a parameter whose value must be estimated from data. For example, $f$ might be the mean function in a linear or nonlinear regression model, or it might be the probability that Y - 1 conditional on X - x in a parametric binary response model. The problem addressed in this paper is to test the hypothesis that (1) is true for the specified function $f$ and some $\theta$.

One way of testing (1) is to specify a parametric alternative to it and test $f(x, \theta)$ against the alternative. Most familiar methods for testing (1) against a parametric alternative belong to a large class called conditional moments tests (Newey 1985). These tests can have high power against specific alternatives, but a parametric conditional moments test based on finitely many moment conditions is not consistent against all alternatives. In particular, a test of $f(x, \theta)$ against a parametric alternative model may be inconsistent if the alternative is misspecified.

A second possibility is to compare the parametric model with a nonparametric estimate of $\mathrm{E}(\mathrm{Y} \mid \mathrm{X}-\mathrm{x})$. Let $\boldsymbol{\theta}_{\mathrm{n}}$ denote a $\mathrm{n}^{1 / 2}$-consistent estimator of $\theta$ in (1) based on a random sample of the distribution of ( $\mathrm{Y}, \mathrm{X}$ ). If (1) is true, the nonparametric estimate and $f\left(x, \hat{\theta}_{n}\right)$ are equal up to random sampling error. See Härdle and Mammen (1990), le Cessie and van Houwelingen (1991), and Whang and Andrews (1991) for specification tests based on this idea. Bierens
(1990) gives a conditional moments test of a parametric model against a nonparametric alternative. These tests are consistent in all directions but have characteristics that can cause them to have low power or other kinds of poor behavior in finite samples. For example, the tests of Härdle and Mammen (1990) and 1e Cessie and van Houwelingen (1991) lose power through the so-called curse of dimensionality (Huber 1985) if $L>1$. The test of Whang and Andrews (1991) requires splitting the sample into two equal parts, which reduces power and can result in poor small-sample behavior.

This paper describes a test that aims at avoiding these problems while achieving consistency against a larger set of alternatives than is the case with parametric conditional moments tests based on finitely many moment conditions. The intuition behind the test is simple. If $\mathrm{E}(\mathrm{Y} \mid \mathrm{X}=\mathrm{x})=\mathrm{f}(\mathrm{x}, \theta)$, then

$$
\begin{equation*}
E[Y \mid f(x, \theta)-f]=f . \tag{2}
\end{equation*}
$$

Therefore, a nonparametric estimate of $E\left[Y \mid f\left(X, \hat{\theta}_{n}\right)=f\right]$, considered as a function of $f$, differs from a $45^{\circ}$ line only by random sampling error. One can test (1) by determining whether the difference between the nonparametric estimate and the $45^{\circ}$ line is larger than can be explained by random sampling error.

More generally, consider the model

$$
\begin{equation*}
E(Y \mid X-x)=F[v(x, \theta)] \tag{3}
\end{equation*}
$$

where $F$ and $v$ are known functions. If (3) is correct, nonparametric estimation of $E\left[Y \mid v\left(X, \hat{\theta}_{n}\right)=v\right]$ gives an estimate $F(v)$. Thus, (3) can be tested by comparing the nonparametric estimate of $E\left[Y \mid v\left(X, \theta_{n}\right)-v\right]$ with $F(v)$. One way of obtaining (3) is to specify $v(x, \theta)=f(x, \theta)$ and $F(v)=v$, but other specifications may be useful in applications. For example, suppose the parametric model to be
tested has the form (3) with $F$ a nonmonotonic function. If the model is misspecified, it is possible that

$$
\begin{equation*}
E(Y \mid F[v(X, \theta)]-f)=f \tag{4a}
\end{equation*}
$$

whereas

$$
\begin{equation*}
E[Y \mid v(X, \theta)-v] \quad F(v) \tag{4b}
\end{equation*}
$$

In this case, comparison of a nonparametric estimate of $E(Y \mid F[v(X, \theta)]-f)$ with f yields an inconsistent test, whereas comparison of a nonparametric estimate of $E[Y \mid v(X, \theta)=v]$ with $F(v)$ yields a consistent test.

A test of (1) obtained by comparing a nonparametric estimate of $E\left[Y \mid v\left(X, \hat{\theta}_{n}\right)-v\right]$ with $F(v)$ avoids the curse of dimensionality by using the index function $v(x, \theta)$ to aggregate a multidimensional $x$. Because one can always set $v(x, \theta)=f(x, \theta)$ and $F(v)=v$, any model of the form (1) can be placed into the single-index form of (3). Thus, the test is not restricted to models that can be estimated in single-index form.

The remainder of this paper describes a formal test of (1) that consists of comparing a nonparametric estimate of $E\left[Y \mid v\left(X, \theta_{n}\right)=v\right]$ with $F(v)$. We call this a test of the parametric model (1) against a semiparametric alternative because the alternatives against which the parametric model is tested and against which the test is consistent have the form $E[Y \mid v(X, \theta)=v]=H(v)$, where $H$ is an unknown function but $v(x, \theta)$ is known up to the finite-dimensional parameter $\theta$. Because the semiparametric alternative may not include the true mean of $Y$ conditional on $X$, there are directions in which the semiparametric test is inconsistent. However, in a sense that is defined in Section 2, the test is consistent against a larger set of alternatives than are parametric conditional moments tests based on finitely many moments. The results of Monte

Carlo experiments and an application based on real data illustrate the usefulness of the semiparametric test.

The paper is organized as follows. The test statistic is presented in Section 2, and its asymptotic distributions under the null hypothesis and local alternatives are derived. Section 3 presents the results of the Monte Carlo experiments and the application. Concluding comments are presented in Section 4. The proofs of theorems are in the appendix.
2. THE TEST STATISTIC AND ITS ASYMPTOTIC DISTRIBUTION
a. The Null and Alternative Hypotheses

Formally the null hypothesis that we test is

$$
\begin{equation*}
H_{0}: E[Y \mid v(X, \theta)-v]-F(v), \tag{5}
\end{equation*}
$$

where $Y$ is a scalar random variable, $X \in \boldsymbol{R}^{L}, F$ and $v(\cdot, \cdot)$ are known, real functions, and $\theta \in \boldsymbol{R}^{\mathbb{X}}$ is a parameter whose value is unknown and estimated from data. For example, if $Y$ follows a linear-index binary probit model under $H_{0}$, $F$ and $v(x, \theta)$, may be specified as the cumulative normal distribution function and $\theta^{\prime} x$, respectively. As was discussed in Section 1, (1) can always be put into the form (5). The alternative hypothesis is

$$
\begin{equation*}
\mathrm{H}_{1}: \mathrm{E}[\mathrm{Y} \mid \mathrm{v}(\mathrm{X}, \theta)-\mathrm{v}]-\mathrm{H}(\mathrm{v}), \tag{6}
\end{equation*}
$$

where $H$ is an unknown function.
$E[Y \mid v(X, \theta)=v]=F(v)$ is a necessary but not sufficient condition for $E(Y \mid X-x)=F[v(x, \theta)]$. It is possible that $E[Y \mid v(x, \theta)=v]=F(v)$ but $E(Y \mid X=x)$ - $F[v(x, \theta)]$, in which case the test of (1) presented here is inconsistent. This possibility is discussed further in Section 2d.

## b. Motivation

Suppose for the moment that H and $\theta$ were known. Consider a conditional moment test of $H_{0}$ against $H_{1}$ based on the following moment condition, which is assumed to hold under $\mathrm{H}_{0}$ :

$$
E \rho(X, \theta)(Y-F[v(X, \theta)])=0,
$$

where $\rho$ is a scalar function. Let $\left(Y_{1}, X_{1}: i=1, \ldots, n\right)$ be a random sample of ( $\mathrm{Y}, \mathrm{X}$ ). Following Newey (1985), the conditional moment test statistic is proportional to

$$
S_{n}=n^{-1 / 2} \sum_{i=1}^{n} \rho\left(X_{i}, \theta\right)\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)
$$

Under $H_{0}, E\left(S_{n}\right)=0$. Under $H_{1}, E\left(S_{n}\right)=n^{1 / 2} E \rho(X, \theta)\{H[v(X, \theta)]-F[v(X, \theta)]\}=\mu$. The test can be expected to have power against $H_{1}$ only if $\mu \geqslant 0$. This happens if

$$
\rho(x, \theta)=w[v(x, \theta)]\{H[v(x, \theta)]-F[v(x, \theta)]\},
$$

where $w(\cdot)$ is a non-negative weight function that is chosen so that

$$
\begin{equation*}
\operatorname{Ew}[v(X, \theta)](H[v(X, \theta)]-F[v(X, \theta)])^{2}>0 \tag{7}
\end{equation*}
$$

Thus, the conditional moment test in this simple case can be based on the statistic

$$
\begin{equation*}
S_{n} *-n^{-1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(H\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right) \tag{8}
\end{equation*}
$$

Since $H$ and $\theta$ are unknown, one might consider forming a test of $H_{0}$ against $H_{1}$ by replacing $H$ and $\theta$ in (8) with consistent estimators. This is the approach taken here. We replace $\theta$ with the $n^{1 / 2}$-consistent estimator $\hat{\theta}_{n}$ and $H\left[v\left(X_{1}, \theta\right)\right]$
with a kernel nonparametric regression estimator of $E\left[Y \mid v\left(X, \hat{\theta}_{n}\right)=v\left(X_{1}, \hat{\theta}_{n}\right)\right]$. Denote this estimator by $\hat{F}_{n 1}\left[v\left(X_{1}, \hat{\theta}_{n}\right)\right]$. The test statistic is

$$
T_{n}=h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]\right)\left\{\hat{F}_{n i}\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]-F\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]\right\}
$$

where $h$ is the bandwidth used in the kernel nonparametric regression. The normalization factor is $h^{1 / 2}$ rather than $n^{-1 / 2}$ for technical reasons associated with the rate of convergence in probability of the nonparametric regression estimator. It is shown below that, like the test based on (8), $T_{n}$ is consistent against $H_{1}$ if (7) holds. In contrast to (8), however, $T_{n}$ does not require a priori knowledge of H and $\theta$.

## c. The Kernel Nonparametric Regression Estimator

Our methods for proving the theorems in Section 2 d require $\hat{F}_{\mathrm{n} 1}\left({ }^{\circ}\right)$ to be independent of $Y_{i}$ and asymptotically unbiased. Independence is achieved by omitting the observation $\left(Y_{i}, X_{i}\right)$ from the computation of $\hat{F}_{n i}$. Asymptotic unbiasedness is achieved through the use of the jackknife-like method proposed by Bierens (1987). The resulting estimator is as follows.

Let $K(\cdot)$ be the kernel function used in the nonparametric regression. Assume that $K$ is an order $r$ kernel. That is, for each integer $i$ between 0 and $r \geq 2$

$$
\int_{-\infty}^{\infty} u^{i} K(u) d u-\begin{aligned}
& 1 \text { if } i=0 \\
& 0 \text { if } 1 \leq i \leq r-1 \\
& d_{K} \neq i f i=r
\end{aligned}
$$

Let $\mathrm{h}=\mathrm{cn}^{-1 /(2 \mathrm{r}+1)}$, where $\mathrm{c}>0$. Let $\mathrm{s}=\mathrm{cn}^{-\delta /(2 \mathrm{r}+1)}$, where $0<\delta<1$. Define

$$
\begin{equation*}
\hat{F}_{n h i}(v)-\sum_{\substack{j=1 \\ j=1}}^{n} Y_{j} K\left[\frac{v-v\left(x_{j}, \hat{\theta}_{n}\right)}{h}\right] / \sum_{\substack{j=1 \\ j \neq i}}^{n} K\left[\frac{v-v\left(x_{j}, \hat{\theta}_{n}\right)}{h}\right], \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{F}_{n s i}(v)=\sum_{\substack{j=1 \\ j \neq i}}^{n} Y_{j} K\left[\frac{v-v\left(X_{j}, \hat{\theta}_{n}\right)}{s}\right] / \sum_{\substack{j=1 \\ j \neq i}}^{n} K\left[\frac{v-v\left(X_{j}, \hat{\theta}_{n}\right)}{s}\right] . \tag{10}
\end{equation*}
$$

The kernel nonparametric regression estimator used in $T_{n}$ is

$$
\begin{equation*}
\hat{F}_{n i}(v)-\left[\hat{F}_{n h i}(v)-(h / s)^{r} \hat{F}_{n s i}(v)\right] /\left[1-(h / s)^{r}\right] \tag{11}
\end{equation*}
$$

Bierens (1987) derives the properties of this estimator and proves that it is asymptotically unbiased and has the optimal rate of convergence.
d. The Asymptotic Distribution of $T_{n}$

Define $\sigma^{2}(\mathrm{v})-\operatorname{var}[\mathrm{Y} \mid \mathrm{v}(\mathrm{X}, \theta)-\mathrm{v}]$. The following theorem gives the asymptotic distribution of $T_{n}$ under $H_{0}$ :

Theorem 1: Under $\mathrm{H}_{0}$ and assumptions 1-8 of the appendix, $\mathrm{T}_{\mathrm{n}}$ is asymptotically distributed as $\mathrm{N}\left(0, \sigma_{\mathrm{T}}{ }^{2}\right)$, where

$$
\sigma_{\mathrm{T}}^{2}-2 \mathrm{C}_{\mathrm{K}} \int_{-\infty}^{\infty} \mathrm{w}(\mathrm{v})^{2}\left[\sigma^{2}(\mathrm{v})\right]^{2} \mathrm{dv}
$$

and

$$
c_{K}-\int_{-\infty}^{\infty} K(u)^{2} d u .
$$

The proof of Theorem 1 is lengthy, but the concepts on which it is based are easily described. First, the rate of convergence in probability of the
$n^{1 / 2}$-consistent estimator $\hat{\theta}_{\mathrm{n}}$ is faster than the rate of convergence in probability of $\hat{F}_{\mathrm{n} 1}$, which is $(\mathrm{nh})^{-1 / 2}$. As a result, the asymptotic distribution of $T_{n}$ is unaffected by replacing $\hat{\theta}_{n}$ with $\theta$. Thus, $T_{n}=T_{n} *+o_{p}(1)$, where

$$
T_{n}^{*}-h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta\right)\right]\left\{Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right\}\left(F_{n i}\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right\}
$$

and $F_{n 1}\left[v\left(X_{1}, \theta\right)\right]$ is the nonparametric regression estimator obtained by replacing $v\left(X_{1}, \theta_{n}\right)$ with $v\left(X_{1}, \theta\right)$ in (9)-(11). See Lemmas 1-6 of the appendix for the proof of this result. Second, it can be shown that $T_{n}$ * is asymptotically equivalent to a certain degenerate $U$ statistic. See Lemma 7 and the proof of Theorem 1 in the appendix. Although degenerate $U$ statistics ordinarily are asymptotically distributed as linear combinations of $\chi^{2}$ variates (see, for example, Serfling 1980), the one corresponding to $T_{n} *$ has a special form that causes it to be asymptotically normally distributed by a central limit theorem of Hall (1984). Theorem 1 is a consequence of the asymptotic normality of this $U$ statistic.

Let $\hat{\sigma}_{T}{ }^{2}$ be a consistent estimator of $\sigma_{T}{ }^{2}$, and let $\hat{\sigma}_{T}=\left(\hat{\sigma}_{T}{ }^{2}\right)^{1 / 2}$. It follows from Theorem 1 that $H_{0}$ can be accepted or rejected at the $\zeta$ level according to whether $\left|\mathrm{T}_{\mathrm{n}} / \hat{\sigma}_{\mathrm{T}}\right|$ exceeds the $1-5 / 2$ quantile of the standard normal distribution. Let $\hat{\sigma}^{2}(v)$ be a consistent estimator of $\sigma^{2}(v)$. Then, under assumptions $1-8$ of the appendix $\sigma_{T}^{2}$ is estimated consistently by

$$
\hat{\sigma}_{T}^{2}-\quad\left(2 C_{K} / n\right) \sum_{i=1}^{n} w\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]^{2}\left\{\hat{\sigma}^{2}\left[v\left(X_{i}, \hat{\theta}_{n}\right]\right)^{2} / \hat{p}_{n h i}\left[v\left(X_{i}, \theta_{n}\right]\right.\right.
$$

where $\hat{\mathrm{p}}_{\mathrm{nh}}$ is the following nonparametric estimator of the probability density function of $v\left(X_{1}, \theta\right)$ :

$$
\hat{p}_{n h i}(v)-(n h)^{-1} \sum_{\substack{j=1 \\ j \neq i}}^{n} K\left[\frac{v-v\left(x_{j}, \hat{\theta}_{n}\right)}{h}\right] .
$$

Methods for estimating $\sigma^{2}(v)$ are discussed in Section 2e.
The next theorem establishes consistency of $T_{n}$ under $H_{1}$.
Theorem 2: Let assumptions 1-8 of the appendix hold. Suppose that $\mathrm{H}_{1}$ is true and that $\mathrm{Ew}(\mathrm{V})\left([\mathrm{H}(\mathrm{V})-\mathrm{F}(\mathrm{V})]^{2}\right)>0$, where $\mathrm{V}-\mathrm{v}(\mathrm{X}, \theta)$ and $\theta$ is the probability 1 imit of $\theta_{n}$. Then $\operatorname{plim}_{n \rightarrow \infty} T_{n}=\infty$.

Suppose that $H_{0}$ is false and that $E(Y \mid X-X)=H *(x)$ for some function $H^{*}$. Let $E_{x \mid v}$ denote expectation relative to the distribution of $X$ conditional on $v(X, \theta)=v$. It follows from Theorem 2 that the test based on $T_{n}$ is consistent if $E_{X \mid v} H^{*}(X) F(v)$ on a subset of the support of $w[v(X, \theta)]$ that has positive probability. The test is inconsistent if $P(H *(x)=F[v(x, \theta)])<1$ but $E_{x \mid v} H^{*}(X)=F(v)$ almost everywhere on the support of $w(\cdot)$.

Although $T_{n}$ is not consistent against all alternatives, there is a sense in which it is consistent against a larger set of alternatives than are parametric conditional moments tests based on finitely many moment conditions. Specifically, $T_{n}$ is consistent against all alternatives $H[v(x, \theta)]$ such that $\operatorname{Ew}[v(X, \theta)]\{H[v(X, \theta)]-F[v(X, \theta)]\}^{2}>0$, whereas a parametric conditional moments test is not. To see this, observe that if (3) is true, then

$$
\begin{equation*}
\mathrm{E} \rho(\mathrm{X}, \theta)(\mathrm{Y}-\mathrm{F}[\mathrm{v}(\mathrm{X}, \theta)])=0 \tag{12}
\end{equation*}
$$

for any function $\rho \in \boldsymbol{R}^{9}$ for some finite $q>0$. Accordingly, consider using the moment conditions (12) to test (1). Suppose that $E[Y \mid v(X, \theta)=v]=H(v)$, where $H$ satisfies $\operatorname{Ew}[v(X, \theta)]\{H[v(X, \theta)]-\mathrm{F}[v(X, \theta)])^{2}>0$ and $E \rho(X, \theta)\{H[v(X, \theta)$ $\mathrm{F}[\mathrm{v}(\mathrm{X}, \theta)]) \neq 0$. Then $\mathrm{T}_{\mathrm{n}}$ and the conditional moments test based on (12) are both
consistent against the alternative $H$. Now let $\Delta(v)$ be a scalar-valued function such that $E \rho(X, \theta) \Delta[v(X, \theta)]-0$. Assume that $\operatorname{Ew}[v(X, \theta)] \Delta[v(X, \theta)]^{2}>0$. Since $\rho$ is finite-dimensional, there are infinitely many such functions $\Delta$. Set $H *(v)$ - $F(v)+\Delta(v)$. Then $T_{n}$ is consistent against $H *$ but the conditional moments test based on (12) is not.

We now consider the distribution of $T_{n}$ under local alternative hypotheses. Define the sequence of local alternatives $H_{n}[v(x, \theta)]$, by

$$
H_{n}[v(x, \theta)]-F[v(x, \theta)]+n^{-1 / 2} h^{-1 / 4} \Delta_{n}[v(x, \theta)],
$$

where $\left(\Delta_{n}: n=1,2, \ldots\right)$ is a sequence of uniformly bounded functions that converges uniformly to a limit function $\Delta(v)$. Note in this sequence $\left.\right|_{n}(v)$ $F(v) \mid=O\left(n^{-1 / 2} h^{-1 / 4}\right)$ uniformly over $v$, whereas in tests of parametric models against local parametric alternatives the "distance" between the null and local alternative hypotheses is $0\left(\mathrm{n}^{-1 / 2}\right)$. Let $\hat{\theta}_{\mathrm{n}}$ be an estimator of $\theta$ that is $\mathrm{n}^{1 / 2}$ consistent under the sequence $\left(H_{n}\right)$.

Theorem 3: Let assumptions 1-5 and 8-12 of the appendix hold. Under the sequence of local alternative models $H_{n}, T_{n}$ is asymptotically distributed as $\mathrm{N}\left(\mu, \sigma_{\mathrm{T}}{ }^{2}\right)$, where $\mu=\mathrm{E}\left[\mathrm{w}(\mathrm{V}) \Delta(\mathrm{V})^{2}\right]$.

Theorem 3 implies that $T_{n}$ has power against alternatives whose distance from $H_{0}$ is $O\left(\mathrm{n}^{-1 / 2} \mathrm{~h}^{-1 / 4}\right)$. If K is a second order kernel, this distance is $O\left(\mathrm{n}^{-9 / 20}\right)$, which is close to the distance $O\left(\mathrm{n}^{-1 / 2}\right)$ that holds in tests against parametric alternative hypotheses. Subject to the regularity conditions given in the appendix, the distance $O\left(\mathrm{n}^{-1 / 2} \mathrm{~h}^{-1 / 4}\right)$ can be made arbitrarily close to $O\left(\mathrm{n}^{-1 / 2}\right)$ by using a kernel K of sufficiently high order.
e. Choosing $w(\cdot)$ and $\hat{\sigma}^{2}(v)$

The regularity conditions in the appendix require $w(\cdot)$ to be continuous and independent of the sample $\left(Y_{1}, X_{1}\right)$. They also require the support of $w(\cdot)$ to be contained within that of $v(X, \theta)$. The continuity requirement is not important in applications; with a finite sample there is no difference between the values of $T_{n}$ obtained with $a w(\cdot)$ that has jump discontinuities and $a w(\cdot)$ in which the discontinuities have been "slightly" smoothed. The restriction on the support of $w(\cdot)$ can be important. Depending on how $\sigma_{T}{ }^{2}$ is estimated, use of $a \mathrm{w}(\cdot)$ whose support exceeds that of $\mathrm{v}(\mathrm{X}, \theta)$ may cause substantial overestimation of $\sigma_{T}{ }^{2}$ and a corresponding loss of power. In practice it can be difficult to choose a w(•) that satisfies the condition on support without looking at the data. We suggest using the observed values of $v\left(X_{1}, \hat{\theta}_{n}\right)$ to choose the support of $w(\cdot)$ but not otherwise adjusting $w(\cdot)$ to the data. In the Monte Carlo experiments and application described in Section 3 , we found that the $T_{n}$ test works well if $w$ is chosen to be 1 over an interval that contains $95-99 \%$ of the observed values of $v\left(X, \hat{\theta}_{n}\right)$ and 0 elsewhere.

Another possibility is to choose $w$ to maximize power against a specified sequence of local alternatives. There seems to be little advantage in doing this, however. If high power against a specific alternative is desired, one should use a parametric conditional moments test that has high power against this alternative.

The main consideration involved in estimating $\sigma^{2}(v)$ is that the estimator must be consistent under $H_{0}$ and, to avoid loss of power, should not become excessively large under $H_{1}$. For example, suppose that $Y$ is homoskedastic so that $\operatorname{var}[\mathrm{Y} \mid \mathrm{v}(\mathrm{X}, \theta)=\mathrm{v}]=\sigma^{2}$, where $\sigma^{2}$ is a constant. Two possible estimators of $\sigma^{2}$ are:

$$
\begin{equation*}
\hat{\sigma}_{1}^{2}=n^{-1} \sum_{i=1}^{n}\left(Y_{i}-F\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]\right)^{2} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\sigma}_{2}^{2}-n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]\right)^{2} \tag{14}
\end{equation*}
$$

Both of these estimators are consistent under $H_{0}$, but $\hat{\sigma}_{1}{ }^{2}$ may be very large under $H_{1}$. Accordingly, the test based on $T_{n}$ is likely to have higher power if $\hat{\sigma}_{2}{ }^{2}$ is used.

If $Y$ has heteroskedasticity of unknown form, $\sigma^{2}(v)$ can be estimated by the nonparametric regression of $\left\{\mathrm{Y}_{1}-\hat{F}_{\mathrm{n} 1}\left[\mathrm{v}\left(\mathrm{X}_{1}, \hat{\theta}_{\mathrm{n}}\right)\right]\right\}^{2}$ on $\mathrm{v}\left(\mathrm{X}_{1}, \hat{\theta}_{\mathrm{n}}\right)$. In some cases the form of heteroskedasticity of $Y$ may be known, and this information can be used to estimate $\sigma^{2}(v)$. For example, if $Y$ is a binary variable, $\operatorname{var}[Y \mid v(X, \theta)=v]=$ $P[Y=1 \mid v(X, \theta)-v]\{1-P[Y=1 \mid v(X, \theta)-v]\}$. Therefore, $\sigma^{2}(v)$ can be estimated by $\hat{F}\left[v\left(X_{1}, \hat{\theta}_{n}\right)\right]\left(1-\hat{F}_{n i}\left[v\left(X_{1}, \hat{\theta}_{n}\right)\right]\right)$.

## 3. MONTE CARLO EXPERIMENTS AND AN APPLICATION

a. Monte Carlo Experiments

The purpose of the Monte Carlo experiments was to investigate the smallsample size and power of the test based on $T_{n}$. To provide a basis for judging whether the performance of the test is good or bad, we also computed the size and power of Bierens' (1990) test against a nonparametric alternative and of the most powerful test against the correct parametric alternative model. ${ }^{1}$

The hypothesis $\mathrm{H}_{0}$ tested in the Monte Carlo experiments is

$$
\begin{equation*}
E(Y \mid X-x)-\theta_{0}+\theta_{1} x, \tag{15}
\end{equation*}
$$

where $X$ is a scalar random variable and the $\theta$ 's are constant parameters. The data were generated by random sampling from the model

$$
\begin{equation*}
Y=\theta_{0}+\theta_{1} X+10 b \phi(10 X)+u \tag{16}
\end{equation*}
$$

where $\phi$ is the standard normal density function, $\theta_{0}=\theta_{1}=1$, b is a parameter whose value varies according to the experiment, $X \sim N(0,1)$ and $u \sim N(0,0.25)$. If $b=0, H_{0}$ is true. Otherwise, $H_{0}$ is false and $E(Y \mid X-x)$ has the shape of a straight line with a bump centered at $\mathrm{x}=0$. The height of the bump is governed by the value of $b$. Figure 1 illustrates the shape of $E(Y \mid X-x)$ for $b-1$ and b - 2. The mean function $\mathrm{E}(\mathrm{Y} \mid \mathrm{X}-\mathrm{x})$ in (16) is poorly approximated by the parametric models typically used in applications (e.g., low-order polynomials in $x$ ), so it is unlikely that a most powerful or nearly most powerful parametric test of (15) would be carried out in an application if (16) were the true datageneration process. Härdle (1990) gives several applications in which the shape of $E(Y \mid X-x)$ is similar to Figure 1.

In the computation of $T_{n}$ in the experiments, $K$ is the standard normal density, $v(x, \theta)=\theta \cdot x, F(v)=v, h-0.1$, and $s-0.8$. $\theta_{0}$ and $\theta_{1}$ were computed from (15) by ordinary least squares (OLS), w(•) - 1 on an interval containing $98 \%$ of observed values of $\hat{\theta}_{0}+\hat{\theta}_{1} \mathrm{X}$ and 0 elsewhere, and $\sigma^{2}(v)$ is given by (14). ${ }^{2}$

Implementation of the test of Bierens (1990) requires choosing several parameters of the test statistic and a function. We made choices similar to those used in Bierens' (1990) Monte Carlo experiments. In his notation, we set $\gamma=\rho=0.5, T=[1,5], K_{n}-10$, and $\phi(x)=\tan ^{-1}(x / 2)$. Note that Bierens' $\phi$ is different from $\phi$ in (16).

The most powerful parametric test of the null hypothesis (15) against the alternative (16) is the test of $b=0$ based on OLS estimation of $\theta_{0}, \theta_{1}$, and $b$ in (16).

The experiments were carried out at the nominal 0.05 level using a sample size of $n=50$. There were 500 replications in each experiment. Random numbers were generated with the pseudo-random number generators of GAUSS.

Table 1 shows the results of the experiments. The empirical sizes of the tests are not statistically significantly different from the nominal size of 0.05 ( $\mathrm{p}>0.10$ ). The test based on $T_{n}$ is considerably more powerful than Bierens' test. Not surprisingly, $T_{n}$ has less power than the most powerful parametric test. Of course, the power of the parametric test would be available in an application only in the unlikely event that (16) were known to be the correct alternative model, whereas $T_{n}$ does not require a priori knowledge of the alternative.

## b. An Application

Horowitz (1991) estimated a binary probit model of the choice between automobile and transit for the trip to work. The estimation data set consisted of 842 trip records drawn from the Washington, D. G., area transportation study. The specification of the probit model is

$$
\begin{equation*}
P(\text { Auto } \mid X=x)=\Phi\left(\theta^{\prime} x\right), \tag{17}
\end{equation*}
$$

where $\Phi$ is the cumulative normal distribution function, $X$ is a vector of explanatory variables, and $\theta$ is a conformable vector of estimated parameters. The components of $X$ are an intercept, the number of automobiles owned by the traveler's household, the difference between automobile and transit out-ofvehicle travel time, the difference between automobile and transit in-vehicle
travel time, and the difference between automobile and transit travel cost. Horowitz (1991) carried out parametric likelihood ratio, Wald and Lagrangian multiplier tests of (17) against a random-coefficients probit model. This model is obtained from (17) by replacing $\Phi\left(\beta^{\prime} x\right)$ with $\Phi\left[\beta^{\prime} x /\left(x^{\prime} \Sigma x\right)^{1 / 2}\right]$, where $\Sigma$ is a positive-definite matrix. All of the tests rejected (17) ( $p<0.01$ ).

To investigate the performance of $T_{n}$ in an application, we tested (17) using both $T_{n}$ and Bierens' (1990) test. Bierens' test was carried out using the parameter and function choices described in Section 3a. The value of the test statistic was 0.43 . Under the hypothesis that (17) is correctly specified, Bierens' test statistic is asymptotically distributed as $x^{2}$ with 1 degree of freedom. Therefore, Bierens' test does not reject (17) and, thus, does not detect the misspecification of (17) found by the tests against the randomcoefficients probit model.

In computing the $T_{n}$ test statistic, $\hat{\theta}_{\mathrm{n}}$ was estimated by maximum likelihood using (17), $v(x, \theta)=\theta^{\prime} x, w(\cdot)=1$ on an interval containing $98 \%$ of the observed values of $\hat{\partial}_{\mathrm{n}}$ ' $X$ and 0 elsewhere, and $\hat{\sigma}^{2}(v)=\hat{F}_{\mathrm{n} 1}(v)\left[1-\hat{F}_{\mathrm{n} 1}(v)\right]$. As is explained in footnote 2, there is no known systematic method for selecting bandwidth values for $\hat{F}_{n 1}$. We used several bandwidths that were found through graphical examination of $\hat{F}_{n 1}$ to span the range of reasonable choices. Values outside of this range caused the graph of $\hat{F}_{n 1}$ to be either excessively wiggly or excessively flat. The value of the $T_{n}$ test statistic was in the range 2.453.26, depending on the bandwidth. Thus $T_{n}$ rejects (17) ( $p=0.001$ to 0.015 , depending on the bandwidth). This is consistent with the results of the tests against the random-coefficients probit model.

## 4. CONCLUSIONS

This paper has described a method for testing a parametric model of the conditional mean against a semiparametric alternative. The test is motivated by a parametric conditional moments test and amounts to replacing the parametric alternative model in the conditional moments test with a semiparametric estimator. The resulting semiparametric test is not consistent against all alternatives, but in a sense that has been explained it is consistent against a larger set of alternatives than are parametric conditional moments tests based on finitely many moment conditions. The results of Monte Carlo experiments and an application using real data illustrate the usefulness of the semiparametric test.

## FOOTNOTES

1. We originally intended to include the test of Whang and Andrews (1991) in the comparison. This test is based on comparing the mean square residual from parametric and nonparametric estimates of the conditional mean of $Y$. We dropped the test from consideration after finding that, in our Monte Carlo experiments, its empirical size at the nominal 0.05 level was between 0.24 and 0.50 for a wide range of bandwidths in the nonparametric regression.
2. A systematic procedure for choosing $h$ and $s$ for $\hat{F}_{n 1}$ with finite samples has not been developed. Because the estimator is asymptotically unbiased, the tradeoff between asymptotic bias and variance that underlies bandwidth selection methods such as cross validation does not exist. We selected $h$ and $s$ graphically. With the values we used, the graph of $\hat{F}_{n 1}$ is neither excessively wiggly, as happens when $h$ and $s$ are too small, nor excessively flat, as happens when they are too large. The regularity conditions in the appendix require $K$ to have bounded support, but this is not essential, as is noted there.
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## table 1: Results of the monte carlo experiments

| b | $\operatorname{Pr}(\text { Reject }$ <br> Most Powerful Parametric Test | $\begin{gathered} \text { Nomin } \\ T_{n}{ }^{*} \end{gathered}$ | Level) <br> Bierens' | Test |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.05 | 0.04 | 0.05 |  |
| 0.25 | 0.90 | 0.37 | 0.18 |  |
| 0.50 | 0.99 | 0.90 | 0.42 |  |
| 0.75 | 1.00 | 0.96 | 0.56 |  |
| 1.00 | 1.00 | 0.98 | 0.73 |  |
| 1.25 | 1.00 | 1.00 | 0.78 |  |
| 1.50 | 1.00 | 0.99 | 0.78 |  |
| 1.75 | 1.00 | 1.00 | 0.81 |  |
| 2.00 | 1.00 | 1.00 | 0.87 |  |
| 2.25 | 1.00 | 0.99 | 0.89 |  |
| 2.50 | 1.00 | 1.00 | 0.89 |  |

a The fluctuations in the rejection probability when $b \geq 1.25$ are not statistically significant at the 0.10 level.


## MATHEMATICAL APPENDIX

A1. NOTATION
In addition to the notation defined in the text:
$N_{\theta}$ - A neigborhood of $\theta$.
$S_{x}=$ The support of $X$.
$S_{v}=$ An open subset of the support of $v(X, \theta)$.
$S_{v}=A$ compact subset of $\tilde{S}_{v}$
$\tilde{S}_{\mathrm{x}}=\left\{\mathrm{x}: \mathrm{v}(\mathrm{x}, \theta) \in \mathrm{S}_{\mathrm{v}}\right\}$.
$h=\mathbf{c n}^{-1 /(2 r+1)}$, where $c>0$ and $r \geq 2$ is an integer.
$s=\operatorname{cn}^{-\delta /(2 x+1)}$, where $0<\delta<1$.
$K(\cdot)=$ an $r^{\prime}$ th order kernel function.
For $\xi=h$ or $s:$

$$
\begin{aligned}
& P_{n \xi i}(v)=(n \xi)^{-1} \sum_{j=1}^{n} K\left[\frac{v-v\left(X_{j}, \theta\right)}{\xi}\right] \\
& P_{n \xi}(v)=(n \xi)^{-1} \sum_{j=1}^{n} K\left[\frac{v-v\left(X_{j}, \theta\right)}{\xi}\right] \\
& F_{n \xi i}(v)=\sum_{j=1}^{n} Y_{j} K\left[\frac{v-v\left(X_{j}, \theta\right)}{\xi}\right] / \sum_{j=1}^{n} K\left[\frac{v-v\left(X_{j}, \theta\right)}{\xi}\right] \\
& F_{n i}(v)=\left[F_{n h i}(v)-(h / s)^{r} F_{n s i}(v)\right] /\left[1-(h / s)^{r}\right] \\
& g_{n \xi i}(v)=P_{n \xi i}(v) F_{n \xi i}(v)
\end{aligned}
$$

## A2. ASSUMPTIONS

1. $S_{X}$ is compact. At least one component of $X$ has a probability distribution that is absolutely continuous with respect to Lebesgue measure.
2. For every $r \in N_{\theta}$ and $x \in S_{X}, v$ satisfies:
a. $|v(x, r)|<M$ for some $M<\infty$ that does not depend on $r$ or $x$.
b. The probability distribution of $v(X, r)$ is absolutely continuous with respect to Lebesgue measure.
c. $v(x, r)$ is continuously differentiable with respect to $r$, and $\left|\partial v(x, r) / \partial r_{k}\right|<M(k=1, \ldots, K)$ for some $M<\infty$ that does not depend on $r$ or $x$.
3. Let $p_{r}$ denote the probability density function of $v(X, r)$. For each $r \in N_{\theta}$ a. $\quad m_{p} \leq p_{T}(v) \leq M_{p}$ for some $m_{p}>0$ and $M_{p}<\infty$ that do not depend on $r$.
b. Pr has $r$ continuous, derivatives that are uniformly bounded over $r \in$ $N_{\theta}$ and $v \in \tilde{S}_{v}$.
4. $w(\cdot)$ has compact support $S_{v} \subset \operatorname{int}\left(S_{v}\right)$ and satisfies:
a. $\quad 0 \leq w(v)<M_{v}$ for some $M_{v}<\infty$ and all $v \in S_{w}$.
b. $\left|w\left(v_{2}\right)-w\left(v_{1}\right)\right| \leq M_{*} *\left|v_{2}-v_{1}\right|$ for some $M_{v} *<\infty$ and all $v_{2}, v_{1}$.
5. a. $|F[v(x, r)]|$ and $|H[v(x, r)]|$ are uniformly bounded over $x \in S_{x}$ and $r$ $\in \mathrm{N}_{0}$.
b. $\quad F(v)$ and $H(v)$ have $r$ continuous derivatives that are uniformly bounded over $v \in S_{v}$.
6. Let $E_{X}$ denote the expectation over the distribution of $X$. Define
$\Gamma(\mathrm{X}, \mathrm{v}, \tau)=\mathrm{E}_{\mathrm{X}}(\mathrm{F}[\mathrm{v}(\mathrm{X}, \theta)][\partial \mathrm{v}(\mathrm{X}, \tau) / \partial \tau-\partial \mathrm{v}(\mathrm{X}, \tau) / \partial \tau] \mid \mathrm{v}(\mathrm{X}, \tau)=\mathrm{v})$.
Let $\Gamma_{k}(k=1, \ldots, K)$ denote the $k^{\prime}$ th component of $\Gamma$. There is a finite number Mr , not depending on $r$ or x , such that for all $\tau \in \mathrm{N}_{\theta}, \mathrm{x} \in \mathrm{S}_{\mathrm{x}}, \mathrm{v}_{1}$, $v_{2} \in \bar{S}_{v}$, and $k=1, \ldots, K$

$$
\left|\Gamma_{k}\left(x, v_{2}, r\right)-\Gamma_{k}\left(x, v_{1}, r\right)\right| \leq M_{\Gamma}\left|v_{2}-v_{1}\right|
$$

7. $\quad \sigma^{2}(v)=\operatorname{Var}[Y \mid v(X, \theta)=v]$ is a uniformly bounded, continuous function of $v \in S_{v} . E(Y-E[Y \mid v(x, \theta)])^{4}$ is uniformly bounded over $v \in S_{v}$.
8. $K$ is an $r^{\prime}$ th order kernel with bounded support. Also, $K$ is uniformly bounded, continuous, and symmetrical about 0 . The derivative of $K, K^{\prime}$,
is uniformly bounded, has an absolutely integrable Fourier transform, $\boldsymbol{\psi}(\cdot)$, and satisfies

$$
\int_{-\infty}^{\infty}\left|u K^{\prime}(u)\right| d u<\infty
$$

## Comments:

Although theses assumptions are notationally complex, they are mainly boundedness and smoothness conditions. The requirement that $K$ has bounded support can be removed at the cost of additional technical complexity in the proofs.

Several factors make it necessary for the assumptions to involve the nested sets $S_{w} \subset S_{v} \subset \tilde{S}_{v}$ in addition to $S_{x}$ and $\tilde{S}_{x}$. First, the model being tested is formulated in terms of $v(X, \theta)$, not $X$ directly. Second, it is necessary to estimate $\theta$. Third, the derivation of the asymptotic distribution of $T_{n}$ involves showing that this distribution remains unchanged if $\theta$ replaces $\hat{\theta}_{n}$. To do this, it is necessary to have a way of insuring that for all $r$ sufficiently close to $\theta, v(X, r)$ stays away from points on the boundary of its support at which its probability density is discontinuous. The nested sets enable this to be done.

A3. THE ASYMPTOTIC DISTRIBUTION OF $T_{n}$ UNDER $H_{0}$

## Preliminary Lemmas:

Lemmas $1-6$ show that asymptotically $\theta_{n}$ can be replaced by $\theta$ in $T_{n}$. Lemma 7 gives a result that is used in deriving the $U$-statistic form of $T_{n}$.

Lemma 1: Define

$$
\begin{equation*}
G_{n h i}(v)-\left[g_{n h i}(v)-F(v) p_{n h i}(v)\right] / p_{\theta}(v) \tag{A1}
\end{equation*}
$$

and

$$
\begin{aligned}
& J_{n h i}(v)= \\
& {\left[p_{n h i}(v)-p_{\theta}(v)\right]\left(\left[g_{n h i}(v)-F(v) p_{\theta}(v)\right]-F(v)\left[p_{n h i}(v)-p_{\theta}(v)\right]\right) /\left[p_{\theta}(v)\right]^{2} .} \\
& \text { As } n \rightarrow \infty \text {, }
\end{aligned}
$$

$$
\begin{equation*}
1 \leq \sup _{1 \leq n} \sup _{v \in S_{V}}\left|p_{n h i}(v)-p_{\theta}(v)\right|-0\left([(\log n) /(n h)]^{1 / 2}\right\} \tag{A3}
\end{equation*}
$$

almost surely,

$$
\begin{equation*}
\sup _{1 \leq i \leq n} \sup _{v \in S_{v}}\left|g_{n h i}(v)-p_{\theta}(v) F(v)\right|-o_{p}\left[\left(n h^{2}\right)^{-1 / 2}\right], \tag{A4}
\end{equation*}
$$

and

$$
\begin{align*}
1 & \sup _{1} \leq n \sup _{\in \in S_{v}}\left|F_{n h i}(v)-F(v)-G_{n h i}(v)+J_{n h i}(v)\right| . \\
& -o_{p}\left[(\log n) /\left(n^{3 / 2} h^{2}\right)\right] . \tag{A5}
\end{align*}
$$

These relations also hold if $h$ is replaced by $s$.
Proof: Only (A3)-(A5) are proved. The proofs for the relations with $h$ replaced by $s$ are identical.
(A3) follows from
$1 \leq i \leq n \quad \sup _{v \in S_{v}}\left|P_{n h i}(v)-P_{n h}(v)\right| \leq M / n h$.
for some $M<\infty$ (by assumption 8) and

$$
\sup _{v \in S_{v}}\left|p_{n h}(v)-p_{\theta}(v)\right|=0\left([(\log n) /(n h)]^{1 / 2}\right\}
$$

almost surely (Silverman 1978).
To prove (A4), define

$$
g_{n h}(v)=(n h)^{-1} \sum_{j=1}^{n} Y_{j} K\left[\frac{v-v\left(X_{j}, \theta\right)}{h}\right] .
$$

Observe that

$$
\begin{align*}
1 \leq i \leq n & \sup _{1} \sup _{v \in S_{v}}\left|g_{n h i}(v)-p_{\theta}(v) F(v)\right| \leq \\
& \sup _{v \in S_{v}}\left|g_{n h}(v)-p_{\theta}(v) F(v)\right|+M(n h)^{-1} \sup _{1 \leq i \leq n}\left|Y_{i}\right| \tag{A6}
\end{align*}
$$

for some $M<\infty$ because $K$ is bounded uniformly. The first term on the righthand side of (A6) is $\mathrm{O}_{\mathrm{p}}\left[\left(\mathrm{nh}^{2}\right)^{-1 / 2}\right]$ (Bierens 1985). Now consider the second term. Let $P_{Y}$ denote the marginal $C D F$ of $Y$. Given any $\epsilon>0$,

$$
\log P\left[\sup _{1 \leq i \leq n} n^{-1 / 2}\left|Y_{i}\right|<\epsilon\right]-n \log \left(1-\left[1-P_{Y}\left(n^{1 / 2} \epsilon\right)\right]\right)(A 7)
$$

A Taylor series expansion of the right-hand side of (A7) yields

$$
\begin{aligned}
\log P\left[\sup _{1 \leq i \leq n} n^{-1 / 2}\left|Y_{i}\right|<\epsilon\right] & --n \zeta_{n}^{-1}\left[1-P_{Y}\left(n^{1 / 2} \epsilon\right)\right] \\
& --\left(n^{1 / 2} \epsilon\right)^{2} \zeta_{n}^{-1}\left[1-P_{Y}\left(n^{1 / 2} \epsilon\right)\right] / \epsilon^{2},(A 8)
\end{aligned}
$$

where $\zeta_{\mathrm{n}}$ is between $\mathrm{P}_{\mathrm{Y}}\left(\mathrm{n}^{1 / 2} \epsilon\right)$ and 1. By assumption $7, \mathrm{E}\left(\mathrm{Y}^{2}\right)<\infty$, so $11 \mathrm{~m}{ }_{u} \rightarrow \infty$ $u^{2}\left[1-P_{Y}(u)\right]=0$. Therefore, the right-hand side of (A8) converges to 0 as $n$ $\rightarrow \infty$ and

$$
\begin{equation*}
1 \leq \sup _{i \leq n}\left|Y_{i}\right|-o_{p}\left(n^{1 / 2}\right) . \tag{A9}
\end{equation*}
$$

Equation (A4) now follows from (A6) and (A9).
To prove (A5), expand $F_{n h 1}=g_{n h 1} / P_{n h 1}$ in a Taylor series about $g_{n h 1}=F_{p \theta}$ and $\mathrm{P}_{\mathrm{nh} 1}=\mathrm{p}_{\theta}$, thereby obtaining

$$
\begin{aligned}
F_{n h i}(v)-F(v) & -G_{n h i}(v)-J_{n h i}(v) \\
& +\left[g_{n h i}(v)-F(v) p_{\theta}(v)\right]\left[p_{n h i}(v)-p_{\theta}(v)\right]^{2} / p_{\theta}(v)^{3} \\
& \left.+g_{n h i}(v) O\left[p_{n h i}(v)-p_{\theta}(v)\right]^{3}\right) .
\end{aligned}
$$

The result now follows from (A3) and (A4). Q.E.D.
Lemma 2: Let $\left(\theta_{n}: n-1,2, \ldots\right)$ be a nonstochastic sequence in $\mathbb{X}^{\mathbb{x}}$ such that $\mathrm{n}^{1 / 2}\left(\theta_{\mathrm{n}}-\theta\right)=0(1)$. For each $\ell=1, \ldots, n$

$$
\begin{equation*}
\sup _{x \in \tilde{S}_{x}}(n h)^{1 / 2}\left|\hat{F}_{n h \ell}\left[v\left(x, \theta_{n}\right)\right]-F_{n h \ell}[v(x, \theta)]\right|-o_{p}\left(h^{1 / 2}\right) \tag{A10}
\end{equation*}
$$

as $n \rightarrow \infty$. The same relation holds when $h$ is replaced by $s$.
Proof: Only (A10) is proved. The proof with $s$ in place of $h$ is identical. Define $\tilde{g}_{\mathrm{an}} \ell(\cdot)$ and $\tilde{p}_{\mathrm{nh} \ell}(\cdot)$, respectively, by replacing $\theta$ with $\theta_{\mathrm{n}}$ in the definitions of $g_{\mathrm{nh} \ell}(\cdot)$ and $\mathrm{p}_{\mathrm{nh} \ell}(\cdot)$. It suffices to prove that

$$
\begin{equation*}
\sup _{x \in \tilde{S}_{X}}(n h)^{1 / 2}\left|\tilde{g}_{n h \ell}\left[v\left(x, \theta_{n}\right)\right]-g_{n h \ell}[v(x, \theta)]\right|-o_{p}\left(h^{1 / 2}\right) \tag{A11}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x \in \tilde{\mathrm{~s}}_{\mathrm{X}}}(\mathrm{nh})^{1 / 2} \mid \tilde{p}_{\mathrm{nh} \ell}\left[v\left(\mathrm{x}, \theta_{\mathrm{n}}\right)-\mathrm{p}_{\mathrm{nh} \ell}[\mathrm{v}(\mathrm{x}, \theta)] \mid-o_{\mathrm{p}}\left(\mathrm{~h}^{1 / 2}\right)\right. \tag{A12}
\end{equation*}
$$

We prove only (A11). The proof of (A12) is similar.
Define

$$
\begin{aligned}
& D_{n}(x)-(n h)^{-1 / 2} \sum_{\substack{j-1 \\
j=l}}^{n} Y_{j}\left\{K\left[\frac{v\left(x, \theta_{n}\right)-v\left(X_{j}, \theta_{n}\right)}{h}\right]-K\left[\frac{v(x, \theta)-v\left(X_{j}, \theta\right)}{h}\right]\right\}, \text { (A13) } \\
& \Delta_{n 1}(x)-D_{n}(x)-E D_{n}(x),
\end{aligned}
$$

and

$$
\Delta_{n 2}(x)=E D_{n}(x)
$$

Then

$$
\begin{align*}
& (\mathrm{nh})^{1 / 2}\left[\tilde{g}_{\mathrm{nh} \ell}(\mathrm{x})-\mathrm{g}_{\mathrm{nh} \ell}(\mathrm{x})\right]-\Delta_{\mathrm{n} 1}(\mathrm{x})+\Delta_{\mathrm{n} 2}(\mathrm{x}) . \\
& \mathrm{Consider} \Delta_{\mathrm{n} 1} . \text { By a Taylor series expansion } \\
& \mathrm{K}\left[\frac{\mathrm{v}\left(\mathrm{x}, \theta_{\mathrm{n}}\right)-\mathrm{v}\left(\mathrm{X}_{j}, \theta_{\mathrm{n}}\right)}{\mathrm{h}}\right]-\mathrm{K}\left[\frac{\mathrm{v}(\mathrm{x}, \theta)-\mathrm{v}\left(\mathrm{X}_{j}, \theta\right)}{\mathrm{h}}\right]- \\
& \mathrm{h}^{-1}\left(\theta_{\mathrm{n}}-\theta\right)^{\prime} \mathrm{Z}_{\mathrm{nj}}(\mathrm{v}) \mathrm{K}^{\prime}\left[\frac{\mathrm{v}\left(\mathrm{x}, \theta_{\mathrm{n}} *\right)-\mathrm{v}\left(\mathrm{X}_{j}, \theta_{\mathrm{n}} *\right)}{h}\right], \tag{A14}
\end{align*}
$$

where $\theta_{\mathrm{n}}{ }^{*}$ is between $\theta$ and $\theta_{\mathrm{n}}$, and

$$
z_{n j}-z_{n j}(v)-\left[\partial v(x, r) / \partial r-\partial v\left(X_{j}, r\right) / \partial r\right]_{r}=\theta_{n}{ }^{*}
$$

## Define

$$
B_{n \ell}(x)-n^{-1 / 2} \sum_{\substack{j=1 \\ j=\ell}}^{n} Y_{j} z_{n j} K^{\prime}\left[\frac{v\left(x, \theta_{n} *\right)-v\left(x_{j}, \theta_{n} *\right)}{h}\right] .
$$

Then

$$
D_{n}(x)=n^{1 / 2}\left(\theta_{n}-\theta\right)^{\prime}\left(n h^{3}\right)^{-1 / 2} B_{n \ell}(x)
$$

By assumption 8,

$$
K^{\prime}(u / h)-(h / 2 \pi)^{-1} \int_{-\infty}^{\infty} e^{-i t u^{*}} \psi(h t) d t
$$

for any u. Therefore

$$
B_{n \ell}(x)-(h / 2 \pi) \int_{-\infty}^{\infty} \exp \left[-i t v\left(x, \theta_{n} *\right)\right] \psi(h t) n^{-1 / 2} \sum_{\substack{j=1 \\ j \neq \ell}}^{n} Y_{j} Z_{n j}\left(\exp \left[i t v\left(x_{j}, \theta_{n} *\right)\right]\right) d t
$$

Let $B_{n \ell k}(x)$ and $Z_{n j k}$, respectively, denote the $k^{\prime}$ th components of $B_{n \ell}(x)$ and $Z_{n j}$. Then for each $\mathbf{k}$,

$$
\left|B_{n \ell k}(x)-E B_{n \ell k}(x)\right| \leq(h / 2 \pi) \int_{-\infty}^{\infty}|\psi(h t)| n^{-1 / 2} \mid \sum_{\substack{j=1 \\ j<\ell}}^{n}\left(Y_{j} Z_{n j k} \exp \left[i t v\left(X_{j}, \theta_{n} *\right)\right]\right.
$$

$$
\left.-E Y_{j} Z_{n j k} \exp \left[i t v\left(X_{j}, \theta_{n}^{*}\right)\right]\right\} \mid d t
$$

By assumptions 2 and 7

$$
E\left|\sum_{\substack{j-1 \\ j \neq \ell}}^{n}\left\{Y_{j} Z_{n j k} \exp \left[\operatorname{itv}\left(X_{j}, \theta_{n} *\right)\right]-E Y_{j} Z_{n j k} \exp \left[\operatorname{itv}\left(X_{j}, \theta_{n} *\right)\right]\right)\right|
$$

$$
\begin{aligned}
& \leq(n-1)^{1 / 2}\left(\operatorname{Var}\left(Y_{j} Z_{n j k} \cos \left[\operatorname{tv}\left(X_{j}, \theta_{n} *\right)\right]\right\}\right. \\
& \left.\quad+\quad \operatorname{Var}\left(Y_{j} Z_{n j k} \sin \left[\operatorname{tv}\left(X_{j}, \theta_{n} *\right)\right]\right\}\right)^{1 / 2} \\
& \leq M *(n-1)^{1 / 2}\left(E Y^{2}\right)^{1 / 2} \\
& \leq M n^{1 / 2}
\end{aligned}
$$

for some finite $M *$ and $M$. Therefore,

$$
\begin{aligned}
E\left|B_{n \ell k}(x)-E B_{n \ell k}(x)\right| & \leq(M h / 2 \pi) \int_{-\infty}^{\infty}|\psi(h t)| d t \\
& =(M / 2 \pi) \int_{-\infty}^{\infty}|\psi(t)| d t
\end{aligned}
$$

and, because $|\psi|$ is integrable and $n^{1 / 2}\left(\theta_{n}-\theta\right)=0(1)$,

$$
E\left|\Delta_{n 1}(x)\right| \leq O\left[\left(n^{3}\right)^{-1 / 2}\right]
$$

uniformly over $x \in \tilde{S}_{x}$. It follows from equation (3.2.5) of Amemiya (1985) that

$$
\begin{equation*}
\Delta_{n 1}(v)=o_{p}\left[\left(n h^{3}\right)^{-1 / 2}\right] \tag{A15}
\end{equation*}
$$

uniformly over $x \in \bar{S}_{x}$.
Now consider $\Delta_{\mathrm{n} 2}$. By (A13) and (A14)

$$
\begin{aligned}
& \Delta_{n 2}(x)=(n-1) /\left[\left(n h^{3}\right)^{1 / 2}\right]\left(\theta_{n}-\theta\right)^{\prime} E\left\{Y Z_{n \cdot} K^{\prime}\left[\frac{v\left(x, \theta_{n} *\right)-v\left(X, \theta_{n} *\right)}{h}\right]\right\} \\
& =(n-1) /\left[\left(n h^{3}\right)\right]^{1 / 2}\left(\theta_{n}-\theta\right)^{\prime} E\left\{F[v(X, \theta)] Z_{n} K^{\prime} \cdot\left[\frac{v\left(x, \theta_{n} *\right)-v\left(X, \theta_{n} *\right)}{h}\right]\right\}
\end{aligned}
$$

$$
=(n-1) /\left[\left(n h^{3}\right)\right]^{1 / 2}\left(\theta_{n}-\theta\right)^{\prime} \int_{-\infty}^{\infty} \Gamma\left(x, u, \theta_{n} *\right) K^{\prime}\left[\frac{v\left(x, \theta_{n} *\right)-u}{h}\right] p_{\theta_{n}}(u) d u
$$

Let $\xi=(u-v) / h$. Then since $K$ is symmetrical about 0

$$
\begin{align*}
\Delta_{n 2}(x)= & -(n-1) /\left[(n h)^{1 / 2}\right]\left(\theta_{n}-\theta\right)^{\prime} \\
& \cdot \int_{-\infty}^{\infty} \Gamma\left[x, v\left(x, \theta_{n} *\right)+h \xi, \theta_{n} *\right] K^{\prime}(\xi) P_{\theta_{n} *}\left[v\left(x, \theta_{n} *\right)+h \xi\right] d \xi \tag{A16}
\end{align*}
$$

By assumption $2, v\left(x, \theta_{n} *\right) \in \tilde{S}_{v}$ and $v\left(x, \theta_{n} *\right)+h \xi \in \tilde{S}_{v}$ for any $\xi$, any $x \in \bar{S}_{x}$ and all sufficiently large $n$. Therefore, by assumptions 2, 3, and 6

$$
\begin{align*}
\| \Gamma\left[x, v\left(x, \theta_{n} *\right)+\right. & \left.h \xi, \theta_{n} *\right] p_{\theta_{n}}\left[v\left(x, \theta_{n} *\right)+h \xi\right] \\
& -\Gamma\left[x, v\left(x, \theta_{n} *\right), \theta_{n} *\right] p_{\theta_{n}}\left[v\left(x, \theta_{n}^{*}\right)\right] \| \leq M h|\xi| \tag{A17}
\end{align*}
$$

for each $\xi$, all sufficiently large $n$, and some $M<\infty$, where $\|\cdot\|$ denotes the Euclidean norm. Moreover,

$$
\int_{-\infty}^{\infty} K^{\prime}(\xi) d \xi=0
$$

by symmetry of K. Therefore, it follows from (A16), (A17), and Lebesgue's dominated convergence theorem that

$$
\begin{equation*}
\Delta_{n 2}(v)=0\left(h^{1 / 2}\right) \tag{A18}
\end{equation*}
$$

as $n \rightarrow \infty$ uniformly over $x \in S_{x}$. Equation (A11) follows by combining (A15) and (A18). Q.E.D.

Lemma 3: Let $\left\{\theta_{n}: n-1,2, \ldots\right\}$ be a nonstochastic sequence in $\pi^{x}$ such that $n^{1 / 2}\left(\theta_{n}-\theta\right)=O(1)$. As $n \rightarrow \infty$,
$\sup _{1 \leq i \leq n} \quad \sup _{x \in \tilde{S}_{X}}(n h)^{1 / 2}\left|\hat{F}_{n h i}\left[v\left(x, \theta_{n}\right)\right]-F_{n h i}[v(x, \theta)]\right|-o_{p}\left(h^{1 / 2}\right)$
The same relation holds with $h$ replaced by $s$.
Proof: It suffices to prove that
$\sup _{i \leq n} \quad \sup _{x \in \tilde{S}_{X}}(n h)^{1 / 2}\left|\tilde{g}_{n h i}\left[v\left(x, \theta_{n}\right)\right]-g_{n h i}[v(x, \theta)]\right|-o_{p}\left(h^{1 / 2}\right)$, (A19)
$1 \leq i \leq n \quad \sup _{x \in \mathcal{S}_{X}}(n h)^{1 / 2}\left|\tilde{p}_{n h i}\left[v\left(x, \theta_{n}\right)\right]-p_{n h i}[v(x, \theta)]\right|-o_{p}\left(h^{1 / 2}\right)$,
and that (A19) and (A20) hold with h replaced by $s$, where $\tilde{g}$ and $\tilde{p}$ are defined as in Lemma 2. The proof is given only for (A19). The proofs of (A20) and the relations for s are identical.

Define

$$
d_{n h i}(x)=(n h)^{-1 / 2} Y_{i}\left\{K\left[\frac{v\left(x, \theta_{n}\right)-v\left(X_{i}, \theta_{n}\right)}{h}\right]-K\left[\frac{v(x, \theta)-v\left(X_{i}, \theta\right)}{h}\right]\right\}
$$

Because of (A11) and (A12), to prove (A19) it suffices to show that

$$
\begin{equation*}
\sup _{1 \leq i \leq n} \sup _{x \in \tilde{S}_{X}}\left|d_{n h i}(x)\right|-o_{p}\left(h^{1 / 2}\right) \tag{A21}
\end{equation*}
$$

By a Taylor series expansion

$$
d_{n h i}(x)-\left(n h^{3}\right)^{-1 / 2}\left(\theta_{n}-\theta\right)^{\prime} y_{i} z_{n i} K^{\prime}\left[\frac{v\left(x, \theta_{n} *\right)-v\left(x_{i}, \theta_{n} *\right)}{h}\right],
$$

where $Z_{n 1}$ is defined as in Lemma 2 and $\theta_{\mathrm{n}}{ }^{*}$ is between $\theta_{\mathrm{n}}$ and $\theta$. Therefore, by assumptions 2 and 8

$$
\begin{equation*}
\sup _{1 \leq i \leq n} \sup _{x \in \tilde{S}_{X}}\left|h^{-1 / 2} d_{n h i}(x)\right| \leq M\left(n h^{2}\right)^{-1} \sup _{1 \leq i \leq n}\left|Y_{i}\right| \tag{A22}
\end{equation*}
$$

for some $M<\infty$. But $\sup _{1 \leq 1 \leq n}\left|Y_{1}\right|=o_{p}\left(n^{1 / 2}\right)$ by (A9). Therefore the righthand side of (A22) is $\circ_{p}(1)$, and (A21) holds. Q.E.D.

Lemma 4: Let $\left(\theta_{\mathrm{n}}: \mathrm{n}=1,2, \ldots\right)$ be a nonstochastic sequence in $\mathrm{X}^{\mathrm{K}}$ such that $n^{1 / 2}\left(\theta_{n}-\theta\right)=O(1)$. Define $G_{n s 1}$ and $J_{n a 1}$ by replacing $h$ with $s$ in the definitions of $G_{n h 1}$ and $J_{n s 1}$. Define

$$
G_{n i}(v)-\left[G_{n h i}(v)-(h / s)^{r} G_{n s i}(v)\right] /\left[1-(h / s)^{r}\right]
$$

and

$$
J_{n i}(v)-\left[J_{n h i}(v)-(h / s)^{r} J_{n s i}(v)\right] /\left[1-(h / s)^{r}\right]
$$

As $n \rightarrow \infty$,
$\sup _{1 \leq i \leq n} \sup _{v \in S}(n h)^{1 / 2}\left|F_{n i}(v)-F(v)-G_{n i}(v)+J_{n i}(v)\right|$

$$
=o_{p}\left[(\log n) /\left(n^{3 / 2} h^{2}\right)\right]
$$

and
$1 \leq \sup _{i \leq n} \sup _{x \in \tilde{S}_{X}}(n h)^{1 / 2}\left|\hat{F}_{n i}\left[v\left(x, \theta_{n}\right)\right]-F_{n i}[v(x, \theta)]\right|-o_{p}\left(h^{1 / 2}\right)$.
Proof: These results follow by combining the definitions of $\hat{F}_{n 1}$ and $F_{n 1}$ with the results of Lemmas 1 and 3. Q.E.D.

Lemma 5: Let $\left(\theta_{n}: n-1,2, \ldots\right)$ be a sequence in $\boldsymbol{x}^{\mathbb{X}}$ that converges to $\theta$. For all sufficiently large $n$ and $x \in S_{x}, v\left(x, \theta_{n}\right) \in S_{v}$ implies that $v(x, \theta) \in S_{v}$.

Proof: By assumption 2, $\left|v\left(x, \theta_{n}\right)-v(x, \theta)\right| \leq M\left\|\theta_{n}-\theta\right\|$ for some $M<\infty$ that does not depend on $x$. The result now follows from the fact that $S_{w} \subset$ int $\left(S_{v}\right)$. Q.E.D.

Lemma 6: Define

$$
T_{n}^{*}-h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F_{n i}\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)
$$

Then as $\mathrm{n} \rightarrow \infty$,

$$
T_{n}-T_{n} *+o_{p}(1)
$$

Proof: Some algebra shows that

$$
T_{n}=T_{n} *+\sum_{j=1}^{6} R_{n j}
$$

where

$$
R_{n 1}=h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right)
$$

$$
\begin{aligned}
& R_{n 2}= \\
& h^{1 / 2} \sum_{i=1}^{n}\left(w\left[v\left(X_{i}, \theta_{n}\right)\right]-w\left[v\left(X_{i}, \theta\right)\right]\right)\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F_{n i}\left[v\left(X_{i}, \theta\right)\right]-F[v(X, \theta)]\right) \\
& R_{n 3}=-h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right) \\
& R_{n 4}= \\
& -h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(F\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(\hat{F}_{n i}\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right) \\
& R_{n 5}= \\
& -h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]\left(F\left[v\left(X_{i}, \hat{\theta}_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F_{n i}\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right) \\
& R_{n 6}=h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)^{2} .
\end{aligned}
$$

We now show that $R_{n j}=o_{p}(1)$ for each $j$. In what follows, $\left(\theta_{n}: n=1,2, \ldots\right)$ denotes an arbitrary nonstochastic sequence in $\mathbf{x}^{\mathrm{X}}$ satisfying $\mathrm{n}^{1 / 2}\left(\theta_{\mathrm{n}}-\theta\right)=0(1)$ as $n \rightarrow \infty$.
a. Define

$$
\tilde{R}_{n 1}=h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right)
$$

Since $\left(\theta_{n}\right)$ is arbitrary, it suffices to show that $\bar{R}_{n 1}=o_{p}(1)$. Given any $\epsilon>$ 0 , let $A_{n 16}$ denote the intersection of the events $\tilde{p}_{\text {nhi }}\left[v\left(x, \theta_{n}\right)\right]>\epsilon$ uniformly over $\mathrm{x} \in \tilde{\mathrm{S}}_{\mathrm{x}}, \tilde{\mathrm{p}}_{\mathrm{nsi}}\left[\mathrm{v}\left(\mathrm{x}, \theta_{\mathrm{n}}\right)\right]>\epsilon$ uniformly over $\mathrm{x} \in \tilde{\mathrm{S}}_{\mathrm{x}}$, and

$$
\sup _{x \in \tilde{S}_{X}}(n h)^{1 / 2}\left|\hat{F}_{n i}\left[v\left(x, \theta_{n}\right)\right]-F_{n i}[v(x, \theta)]\right| \leq \epsilon,
$$

where $\tilde{p}_{n h 1}$ is as defined in Lemma 2. Define

$$
A_{n \epsilon}=\bigcup_{i=1}^{n} A_{n i \epsilon} .
$$

Let $1(\cdot)=1$ if the event in parentheses occurs and 0 otherwise. By (A3), (A12), and Lemma 4, $P\left(A_{n f}\right)=o(1)$. By Lemma $5, x \in \tilde{S}_{x}$ if $w\left[v\left(x, \theta_{n}\right)\right]>0$ and $n$ is sufficiently large. Therefore,

$$
\begin{equation*}
\tilde{R}_{n 1}-R_{n 1} \star+o_{p}(1) \tag{A23}
\end{equation*}
$$

where

$$
\begin{gathered}
R_{n 1}{ }^{*}= \\
h^{1 / 2} \sum_{i=1}^{n} 1\left(A_{n i \epsilon}\right) w\left[v\left(X_{i}, \theta_{n}\right)\right]\left\{Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left\{\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right\}
\end{gathered}
$$

$E\left(R_{n 1} *\right)=0$ because the event $A_{\text {nic }}$ does not depend on $Y_{1}$ or $X_{1}$. Define $U=Y-$ $\mathrm{F}[\mathrm{v}(\mathrm{X}, \theta)]$. Then

$$
\operatorname{Var}\left(R_{n 1} *\right)=
$$

$$
\begin{aligned}
& n^{-1} E \sum_{i=1}^{n} 1\left(A_{n i \epsilon}\right) w\left[v\left(X_{i}, \theta_{n}\right)\right]^{2} \sigma^{2}\left[v\left(X_{i}, \theta_{n}\right](n h)\left\{\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right\}^{2}\right. \\
& \quad+n^{-1} E\left(\sum_{1-1}^{n} \sum_{j=1}^{n} 1\left(A_{n i \epsilon}\right) 1\left(A_{n j \epsilon}\right) w\left[v\left(X_{i}, \theta_{n}\right)\right] w\left[v\left(X_{j}, \theta_{n}\right)\right] U_{i} U_{j}\right. \\
&
\end{aligned}
$$

It is shown below that for any x

$$
(n h)^{1 / 2} E 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right] U_{i}\left(\hat{F}_{n j}\left[v\left(x, \theta_{n}\right)\right]-F_{n j}[v(x, \theta)]\right)=0\left[1 /\left(n h^{1 / 2}\right)\right] .
$$

uniformly over $x$. Therefore, since $U_{1}$ is independent of $U_{j}, \hat{F}_{n 1}$, and $F_{n 1}$,

$$
\operatorname{Var}\left(R_{n 1} *\right)=
$$

$$
\begin{aligned}
n^{-1} E \sum_{i=1}^{n} 1\left(A_{n i \epsilon}\right) w & {\left[v\left(X_{i}, \theta_{n}\right)\right]^{2} \sigma^{2}\left[v\left(X_{i}, \theta_{n}\right](n h)\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right)^{2}\right.} \\
& +o(1) \\
& \leq n^{-1} M \epsilon^{2} \sum_{i=1}^{n} E 1\left(A_{n i \epsilon}\right)+o(1) \\
& \leq M \epsilon^{2}
\end{aligned}
$$

for some $M<\infty$. Since $\epsilon$ is arbitrary, it follows from Chebyshev's inequality that $R_{n 1} *=o_{p}(1)$ and from (A23) that $R_{n 1}-o_{p}(1)$.

To show that $\left(n h^{1 / 2}\right) E 1\left(A_{n j 6}\right) w\left[v\left(x, \theta_{n}\right)\right] U_{i}\left(\hat{F}_{n j}\left[v\left(x, \theta_{n}\right)-F_{n j}[v(x, \theta)]\right)=\right.$ $0\left[1 /\left(\mathrm{nh}^{1 / 2}\right)\right]$, observe that conditional on $X$,

$$
\left|E U_{i}(n h)^{1 / 2}\left(\hat{F}_{n h j}\left[v\left(x, \theta_{n}\right)\right]-F_{n h j}[v(x, \theta)]\right)\right| 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right]
$$

$-(n h)^{-1 / 2}{ }_{\sigma}{ }^{2}\left[v\left(X_{i}, \theta\right]|K|\left[v\left(x, \theta_{n}\right)-v\left(X_{i}, \theta_{n}\right)\right] / h\right] \tilde{p}_{n h j}\left[v\left(x, \theta_{n}\right)\right]^{-1}$

$$
-K\left(\left[v(x, \theta)-v\left(X_{i}, \theta\right)\right] / h\left|P_{n h j}[v(x, \theta)]^{-1}\right| 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right]\right.
$$

By a Taylor series expansion

$$
\begin{aligned}
& \left|E U_{i}(n h)^{1 / 2}\left(\hat{F}_{n h j}\left[v\left(x, \theta_{n}\right)\right]-F_{n h j}[v(x, \theta)]\right\}\right| 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right] \\
& =(n h)^{-1 / 2} \sigma^{2}\left[v\left(X_{i}, \theta\right)\right] \mid K^{\prime}\left(\left[v\left(x, \theta_{n} *\right)-v\left(X_{i}, \theta_{n} *\right)\right] / h\right) 0\left[1 /\left(n^{1 / 2} h_{h}\right)\right] \\
& +K\left(\left[v(x, \theta)-v\left(X_{i}, \theta\right)\right] / h\right)\left(\tilde{p}_{n h j}\left[v\left(x, \theta_{n}\right)\right]^{-1}-p_{n h j}[v(x, \theta)]^{-1}\right\} \mid \\
& \cdot 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right]
\end{aligned}
$$

conditional on $X$, where $\theta_{n} *$ is between $\theta$ and $\theta_{n}$. Integration over the distribution of $X$ yields $E\left|K^{\prime}\left(\left[v\left(x, \theta_{n} *\right)-v\left(X_{1}, \theta_{n} *\right)\right] / h\right\}\right|=O(h)$ uniformly over
x. Similarly, $E\left|K\left(\left[v(x, \theta)-v\left(X_{1}, \theta\right)\right] / h\right)\right|=O(h)$. In addition, a Taylor series expansion of $\tilde{p}_{n h j}\left[v\left(X, \theta_{n}\right)\right]-p_{n h j}[v(x, \theta)]$ followed by taking the expectation with respect to $X$ yields $E\left|\tilde{p}_{n h j}\left[v\left(X, \theta_{n}\right)\right]-p_{n h j}[v(x, \theta)]\right|-0\left(\left\|\theta_{n}-\theta\right\| / h\right)=0\left[1 /\left(n^{1 / 2} h\right)\right.$ uniformly over $x$. Therefore, it follows from the Cauchy-Schwartz inequality that

$$
\begin{gathered}
E\left|K\left(\left[v(x, \theta)-v\left(X_{i}, \theta\right)\right] / h\right)\left(\tilde{p}_{n h j}\left[v\left(x, \theta_{n}\right)\right]^{-1}-p_{n h j}[v(x, \theta)]^{-1}\right]\right| \\
\cdot 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right]=0\left(n^{-1 / 2}\right) .
\end{gathered}
$$

uniformly over $x$. Combining results yields
$(n h)^{1 / 2} E 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right] U_{i}\left(\hat{F}_{n h j}\left[v\left(x, \theta_{n}\right)\right]-F_{n h j}[v(x, \theta)]=0\left[1 /\left(n h^{1 / 2}\right)\right]\right.$
uniformly over $x$. A similar argument applies when $h$ is replaced by so

$$
(n h)^{1 / 2} E 1\left(A_{n j \epsilon}\right) w\left[v\left(x, \theta_{n}\right)\right] U_{i}\left(\hat{F}_{n j}\left[v\left(x, \theta_{n}\right)\right]-F_{n j}[v(x, \theta)]=0\left[1 /\left(n h^{1 / 2}\right)\right]\right.
$$

uniformly over $x$.
b. $R_{n 2}$ : Define

$$
\tilde{R}_{\mathrm{n} 2}=
$$

$h^{1 / 2} \sum_{i=1}^{n}\left(w\left[v\left(X_{i}, \theta_{n}\right)\right]-w\left[v\left(X_{i}, \theta\right)\right]\right)\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F_{n i}\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right\}$
It suffices to show that $\tilde{R}_{n 2}-o_{p}(1)$. It follows from Lemma 4 that $F_{n 1}\left[v(x, \theta)-F[v(x, \theta)]=G_{n 1}[v(x, \theta)]-J_{n 1}\left[v(x, \theta)+0_{p}\left[(\log n) /\left(n^{3 / 2} h^{2}\right)\right]\right.\right.$ uniformly over $i$ and $x \in \tilde{S}_{x}$. By Lemma $5, x \in \tilde{S}_{x}$ if $w\left[v\left(x, \theta_{n}\right)\right]>0$ and $n$ is sufficiently large. Therefore,

$$
\begin{equation*}
\tilde{R}_{\mathrm{n} 2}-\mathrm{R}_{\mathrm{n} 2} *+o_{\mathrm{p}}(1) \tag{A24}
\end{equation*}
$$

where

$$
R_{n 2}{ }^{*}=h^{1 / 2} \sum_{i=1}^{n}\left(w\left[v\left(X_{i}, \theta_{n}\right)\right]-w\left[v\left(X_{i}, \theta\right)\right]\right)
$$

$$
\cdot\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\right)\left\{G_{n i}\left[v\left(X_{i}, \theta\right)\right]-J_{n i}\left[v\left(X_{i}, \theta\right)\right]\right) .
$$

$E\left(R_{n 2} *\right)=0$ because $G_{n 1}$ and $J_{n 1}$ do not depend on $Y_{1}$. It is not difficult to show that $E U_{1} G_{n j}\left[v\left(X_{j}, \theta\right)\right]=O\left(n^{-1}\right)$ and $E U_{1} J_{n j}[v(x, \theta)]-\rho\left(n^{-1}\right)$ uniformly over $x$. Therefore, since $U_{1}$ is independent of $U_{j}, G_{n 1}$ and $J_{n 1}$,

$$
\begin{align*}
\operatorname{Var}\left(R_{n 2} *\right) & =h E \sum_{i=1}^{n}\left(w\left[v\left(x_{i}, \theta_{n}\right)\right]-w\left[v\left(X_{i}, \theta\right)\right]\right)^{2} \\
& \cdot \sigma^{2}\left[v\left(x_{i}, \theta\right)\right]\left(G_{n i}\left[v\left(x_{i}, \theta\right)\right]-J_{n i}\left[v\left(x_{i}, \theta\right)\right]\right)^{2}+o(1) \\
& \leq(h / n) M \sum_{i=1}^{n} E\left\{G_{n i}\left[v\left(x_{i}, \theta\right)\right]-J_{n i}\left[v\left(x_{i}, \theta\right)\right]\right]^{2}+o(1) \tag{A25}
\end{align*}
$$

for some $M<\infty$, where (A25) follows from assumptions 2, 4 and 7. Arguments similar to those of Bierens (1987) yield the result that the expectation in (A25) is $o(1)$, so $\operatorname{Var}\left(R_{n 2} *\right)=o(1) . R_{n 2}{ }^{*}-o_{p}(1)$ now follows from Chebyshev's inequality. This result and (A24) imply that $\tilde{R}_{n 2}=o_{p}(1)$. Therefore, $R_{n 2}=$ $o_{p}(1)$.

$$
\begin{aligned}
& \text { c. } R_{n 3}: \text { Define } \\
& R_{n 3} *-\quad-h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(Y_{i}-F\left[v\left(X_{i}, \theta\right)\right]\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)\right.
\end{aligned}
$$

It suffices to show that $R_{n 3} *=o_{p}(1)$. To do this, observe that $E\left(R_{n 3} *\right)=0$. In addition,

$$
\begin{aligned}
\left.\operatorname{Var}\left(R_{n 3}\right)^{*}\right) & =h E \sum_{i=1}^{n} w\left[v ( X _ { i } , \theta _ { n } ] ^ { 2 } \sigma ^ { 2 } \left[v\left(X_{i}, \theta_{n}\right]\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)^{2}\right.\right. \\
& \leq h M \sum_{i=1}^{n} \operatorname{Ew}\left[v\left(X_{i}, \theta_{n}\right)\right]^{2}\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)^{2}
\end{aligned}
$$

for some $M<\infty$ by assumptions 4 and 7. By assumptions 2 and 5,

$$
\left(F\left[v\left(X, \theta_{n}\right)\right]-F[v(X, \theta)]\right)^{2}-o\left(\left\|\theta_{n}-\theta\right\|^{2}\right)
$$

uniformly over $X$. Therefore, $\operatorname{Var}\left(R_{n 2} *\right)-o(1)$, and $R_{n 3} *-o_{p}(1)$ follows from Chebyshev's inequality.
d. $\mathrm{R}_{\mathrm{n} 4}$ : Define
$\mathrm{R}_{\mathrm{n} 4}{ }^{*}=$
$-h{ }^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right)$
It suffices to show that $R_{n 4}{ }^{*}=o_{p}(1)$. To do this, observe that by assumptions 2, 4, and 5 and a Taylor series expansion
$\left|R_{n 4}{ }^{*}\right| \leq M h^{1 / 2}\left\|\theta_{n}-\theta\right\| M \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left|\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right|$ (A26) for some $M<\infty$. By Lemmas 4 and 5, the summand in (A26) is $O_{p}\left(n^{-1 / 2}\right)$ uniformly over 1 and $X_{1}$ for which $w\left[v\left(X_{1}, \theta_{n}\right)\right]>0$. Therefore, since $\left\|\theta_{n}-\theta\right\|-O\left(n^{-1 / 2}\right)$, $R_{n 4}-O_{p}\left(h^{1 / 2}\right)$.
e. $R_{n s}$ : Define
$\tilde{\mathrm{R}}_{\mathrm{n} 5}-$
$-h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F_{n i}\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)$
It suffices to show that $\tilde{R}_{n s}=o_{p}(1)$. Since $F\left[v\left(x, \theta_{n}\right)\right]-F[v(x, \theta)]=O\left(n^{-1 / 2}\right)$ uniformly over $x \in \tilde{S}_{x}$, it follows from Lemmas 1 and 4 that

$$
\begin{equation*}
\tilde{R}_{n 5}-R_{n 5}{ }^{*}+o_{p}(1) \tag{A27}
\end{equation*}
$$

where

$$
R_{n 5}^{*}=-h^{1 / 2} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(F\left[v\left(X_{i}, \theta_{n}\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right) G_{n i}\left[v\left(X_{i}, \theta\right)\right] .
$$

Let $F^{\prime}$ denote the derivative of $F$. By a Taylor series expansion
$R_{n 5}{ }^{*}-h^{1 / 2}\left(\theta_{n}-\theta\right) \cdot \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right] F^{\prime}\left[v\left(X_{i}, \theta_{n}{ }^{*}\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right) G_{n i}\left[v\left(X_{i}, \theta\right)\right]$
where $\theta_{\mathrm{n}}{ }^{*}$ is between $\theta$ and $\theta_{\mathrm{n}}$. By arguments identical to those of Bierens (1987), $\mathrm{EG}_{\mathrm{ni}}[\mathrm{V}(\mathrm{x}, \theta)]=\mathrm{o}\left[(\mathrm{nh})^{-1 / 2}\right]$ uniformly over x . Therefore, $\mathrm{E}\left(\mathrm{R}_{\mathrm{n}} \mathrm{S}^{*}\right)=\mathrm{o}(1)$ by assumptions 2,4 , and 5 . In addition

$$
\left(R_{n 5}\right)^{2} \leq M h\left\|\theta_{n}-\theta\right\|^{2} E \sum_{i=1}^{n} \sum_{j=1}^{n}\left(G_{n i}\left[v\left(X_{i}, \theta\right)\right] G_{n j}\left[v\left(X_{j}, \theta\right)\right]\right) .
$$

By the arguments of Bierens (1987), the expectation is $O\left(h^{-1}\right)$ uniformly over $X$. Therefore $E\left(R_{n s}\right)^{\mathbf{2}}=o(1)$. It follows from Chebyshev's inequality that $R_{n s} *$ - $o_{p}(1)$ and from this result and (A27) that $R_{n S}-o_{p}(1)$.
f. $\mathrm{R}_{\mathrm{n} 6}$ : By assumptions 2 and 5 , $\left\{\mathrm{F}\left[\mathrm{V}\left(\mathrm{X}, \hat{\theta}_{\mathrm{n}}\right]-\mathrm{F}[\mathrm{v}(\mathrm{X}, \theta)]\right)^{2}-\mathrm{O}_{\mathrm{p}}\left(\mathrm{n}^{-1}\right)\right.$ uniformly over $\left(X: v \in S_{v}\right.$ ). Since, in addition, $w$ is bounded uniformly, $R_{n 6}=$ $O_{p}\left(h^{1 / 2}\right)$. Q.E.D.

Lemma 7: Define $V_{i}-v\left(X_{1}, \theta\right)$. Then

$$
\begin{equation*}
T_{n}=h^{1 / 2} \sum_{i=1}^{n} w\left(V_{i}\right)\left[Y_{i}-F\left(V_{i}\right)\right] G_{n i}\left(V_{i}\right)+o_{p}(1) \tag{A28}
\end{equation*}
$$

Proof: By Lemmas 4 and 6

$$
T_{n}-h^{1 / 2} \sum_{i=1}^{n} w\left(V_{i}\right)\left[Y_{i}-F\left(V_{i}\right)\right] G_{n i}\left(V_{i}\right)-T_{n 1}+o_{p}(1),
$$

where

$$
T_{n 1}=h^{1 / 2} \sum_{i=1}^{n} w\left(V_{i}\right)\left[Y_{i}-F\left(V_{i}\right)\right] J_{n i}\left(V_{i}\right) .
$$

To prove the lemma it suffices to show that $T_{n 1}=o_{p}(1)$. $E\left(T_{n 1}\right)=0$ because $J_{n 1}\left(V_{1}\right)$ does not depend on $Y_{1}$. In addition, since $E U_{1} J_{n J}(v)-o\left(n^{-1}\right)$ uniformly over v ,

$$
\begin{equation*}
E\left(T_{n i}{ }^{2}\right)=h \sum_{i=1}^{n} E\left(w\left(v_{i}\right)^{2} \sigma^{2}\left(v_{i}\right) J_{n i}\left(v_{i}\right)^{2}\right)+o(1) \tag{A28}
\end{equation*}
$$

But for any $v \in S_{v}$

$$
\begin{aligned}
& {\left[1-(h / s)^{r}\right] J_{n i}(v) \leq\left|g_{n h i}(v)-p_{\theta}(v) F(v)\right|\left|p_{n h i}(v)-p_{\theta}(v)\right| / p_{\theta}(v)^{2} } \\
&+F(v)\left|p_{n h i}(v)-p_{\theta}(v)\right|^{2} / p_{\theta}(v)^{2} \\
&+(h / s)^{r}\left[\left|g_{n s i}(v)-p_{\theta}(v) F(v)\right|\left|p_{n s i}(v)-p_{\theta}(v)\right| / p_{\theta}(v)^{2}\right. \\
&\left.+F(v)\left|p_{n s i}(v)-p_{\theta}(v)\right|^{2} / p_{\theta}(v)^{2}\right] .
\end{aligned}
$$

By (A3) and the fact that $\mathrm{h} / \mathrm{s}<1$

$$
\begin{align*}
& {\left[1-(h / s)^{r}\right] J_{n i}(v) \leq\left[\left|g_{n h i}(v)-p_{\theta}(v) F(v)\right| / p_{\theta}(v)^{2}\right.} \\
& \left.\left.+(h / s)^{r+1 / 2}\left|g_{n s i}(v)-p_{\theta}(v) F(v)\right| / p_{\theta}(v)^{2}\right] 01[(\log n) /(n h)]^{1 / 2}\right) \\
& +O[(\log n) /(n h)] \tag{A30}
\end{align*}
$$

almost surely. By arguments similar to those of Bierens (1987), E[gnhi (v) $\left.\mathrm{P}_{\theta}(\mathrm{v}) \mathrm{F}(\mathrm{v})\right]^{2}=0[1 /(\mathrm{nh})]$ uniformly over $\mathrm{v} \in \mathrm{S}_{\mathrm{v}}$. Therefore, by the CauchySchwartz inequality, $E \mid\left[g_{n h 1}(v)-p_{\theta}(v) F(v) \mid-O\left[1 /(n h)^{1 / 2}\right]\right.$ uniformly over $v \in S_{v}$. Therefore, squaring (A30) and taking expected values on both sides of the result yields

$$
\begin{equation*}
\left[1-(h / s)^{r}\right]^{2} E\left[J_{n i}(v)^{2}\right]=o\left([(\log n) /(n h)]^{2}\right) \tag{A31}
\end{equation*}
$$

uniformly over $v \in S_{v}$. Substituting (A31) into (A28) and making use of assumption 4 yields $E\left[T_{n 1}{ }^{2}\right]=o(1) . \quad T_{n 1}=o_{p}(1)$ now follows from Chebyshev's inequality. Q.E.D.

## Proof of Theorem 1

For $\mathrm{i}=1, \ldots, \mathrm{n}$, define $\mathrm{U}_{1}-\mathrm{Y}_{1}-\mathrm{F}\left(\mathrm{V}_{1}\right)$ and $\mathrm{Z}_{1}-\left(\mathrm{U}_{1}, \mathrm{~V}_{1}\right)$. Also, for $\mathrm{v} \in \mathrm{S}_{\mathrm{v}}$ and $i, j=1, \ldots, n$ define

$$
K_{h s}(v)-\left[1-(h / s)^{r}\right]^{-1}\left[K(v / h)-(h / s)^{r+1} K(v / s)\right],
$$

$$
\begin{aligned}
& \left.A_{n}\left(Z_{i}, Z_{j}\right)=\left[1 /\left(n h^{1 / 2}\right)\right] w\left(V_{i}\right) U_{i}\left[P_{\theta}\left(V_{i}\right)\right]^{-1}\left[U_{j}+F\left(V_{j}\right)-F\left(V_{i}\right)\right] K_{h s}\left(V_{j}-V_{i}\right)\right], \\
& \mu\left(Z_{i}\right)=E\left[A_{n}\left(Z_{i}, z_{j}\right)+A_{n}\left(Z_{j}, z_{i}\right) \mid z_{i}\right], \\
& H_{n}\left(Z_{i}, z_{j}\right)-A_{n}\left(z_{i}, z_{j}\right)+A_{n}\left(z_{j}, z_{i}\right)-\mu\left(Z_{i}\right),
\end{aligned}
$$

and

$$
{ }_{n}-\quad 1 \leq i<j \leq n{ }_{i} \sum_{n}\left(z_{i}, z_{j}\right) .
$$

It follows from (A28) that

$$
\begin{equation*}
T_{n}-\Psi_{n}+\sum_{1 \leq i<j \leq n} \sum_{j\left(z_{i}\right)+o_{p}(1) .} \tag{A32}
\end{equation*}
$$

Observe that

$$
\mu\left(Z_{i}\right)=\left[1 /\left(n h^{1 / 2}\right)\right] w\left(v_{i}\right) U_{i}\left[p_{\theta}\left(v_{i}\right]^{-1} E\left(\left[F\left(v_{j}\right)-F\left(v_{i}\right)\right] K_{h s}\left(v_{j}-v_{i}\right) \mid v_{i}\right)\right.
$$

Since $E\left(U_{1}\right)=0$ for all $1-1, \ldots, n$ and the $U_{1}$ are independent, $E\left[\mu\left(Z_{1}\right)\right]=0$, and $E\left[\mu\left(Z_{1}\right) \mu\left(Z_{j}\right)\right]=0$ if $i \neq j$. Moreover, arguments similar to those of Bierens (1987) yield

$$
\begin{equation*}
\mu\left(z_{i}\right)=\left[1 /\left(n h^{1 / 2}\right)\right] w\left(v_{i}\right) U_{i}\left[p_{\theta}\left(v_{i}\right)\right]^{-1} o\left(h^{r}+1\right) \tag{A33}
\end{equation*}
$$

uniformly over $Z_{1}$. Therefore, $E\left[\mu\left(Z_{1}\right)^{2}\right]=o\left(h^{2 x+1} / n^{2}\right)$, so the second term on the right-hand side of (A32) has mean 0 and variance $o\left(h^{2 r+1}\right)$. It follows from Chebyshev's inequality that the second term on the right-hand side of (A32) is $\rho_{p}(1)$ so that $T_{n}=\Psi_{n}+o_{p}(1)$. Therefore, to prove the theorem it suffices to show that $\Psi_{n} \rightarrow{ }^{d} N\left(0, \sigma_{\mathrm{T}}{ }^{2}\right)$. Define

$$
Q_{n}\left(z_{i}, z_{j}\right)-E\left[H_{n}\left(z_{\ell}, z_{i}\right) H_{n}\left(z_{\ell}, z_{j}\right) \mid z_{i}, z_{j}\right]
$$

By Theorem 1 of Hall (1984), $\Psi_{n} \rightarrow{ }^{d} N\left(0, \sigma_{\mathrm{T}}{ }^{2}\right)$ if

$$
\begin{align*}
& E\left[Q_{n}\left(z_{i}, z_{j}\right)^{2}\right] /\left(E\left[H_{n}\left(Z_{i}, z_{j}\right)^{2}\right]\right)^{2} \rightarrow 0  \tag{A34}\\
& n^{-1} E\left[H_{n}\left(Z_{i}, z_{j}\right)^{4}\right] /\left(E\left[H_{n}\left(z_{i}, z_{j}\right)^{2}\right]\right)^{2} \rightarrow 0, \tag{A35}
\end{align*}
$$

and

$$
\begin{equation*}
(1 / 2) n^{2} E\left[H_{n}\left(Z_{i}, Z_{j}\right)^{2}\right] \rightarrow \sigma_{T}^{2} \tag{A36}
\end{equation*}
$$

as $\mathrm{n} \rightarrow \infty$.
Analysis of $E\left[Q_{n}\left(Z_{1}, Z_{j}\right)^{2}\right]$ : By (A33) and the definition of $H_{n}$

$$
\begin{align*}
H_{n}\left(Z_{i}, z_{j}\right) & =\left[1 /\left(n h^{1 / 2}\right)\right]\left(U_{i} U_{j}\left[w\left(V_{i}\right) / p_{\theta}\left(V_{i}\right)+w\left(V_{j}\right) / p_{\theta}\left(V_{j}\right)\right]\right. \\
& +\left[F\left(V_{j}\right)-F\left(V_{i}\right)\right]\left[w\left(V_{i}\right) U_{i} / p_{\theta}\left(v_{i}\right)-w\left(V_{j}\right) U_{j} / p_{\theta}\left(V_{j}\right)\right] \\
& \left.\cdot K_{h s}\left(V_{j}-V_{i}\right)\right]-w\left(V_{i}\right) U_{i}\left[p\left(v_{i}\right)\right]^{-1} o\left(h^{r}+1 / 2 / n\right) \tag{A37}
\end{align*}
$$

uniformly over $\left(z_{1}, z_{j}\right)$. Some algebra yields the result that

$$
\begin{align*}
Q_{n}\left(z_{i}, z_{j}\right) & =Q_{n 1}\left(z_{i}, z_{j}\right)+U_{i} o\left(h^{r}+1 / n^{2}\right)+U_{j} o\left(h^{r}+1 / n^{2}\right) \\
& +o\left(h^{2 r}+1 / n^{2}\right) \tag{A38}
\end{align*}
$$

uniformly over ( $Z_{1}, Z_{f}$ ), where

$$
\begin{aligned}
& Q_{n 1}\left(Z_{i}, z_{j}\right)-E_{\ell \mid i, j}\left(\sigma^{2}\left(v_{\ell}\right) U_{i} U_{j}\left[w\left(V_{\ell}\right) / p_{\theta}\left(V_{\ell}\right)+w\left(v_{i}\right) / p_{\theta}\left(V_{i}\right)\right]\right. \\
& \cdot\left[w\left(\mathrm{~V}_{\ell}\right) / p_{\theta}\left(\mathrm{V}_{\ell}\right)+w\left(\mathrm{~V}_{\mathrm{j}}\right) / \mathrm{p}_{\theta}\left(\mathrm{V}_{\mathrm{j}}\right)\right]+\left[\mathrm{F}\left(\mathrm{~V}_{\mathrm{j}}\right)-\mathrm{F}\left(\mathrm{~V}_{\ell}\right)\right] \sigma^{2}\left(\mathrm{~V}_{\ell}\right) \mathrm{U}_{\mathrm{i}} \\
& \cdot\left[w\left(\mathrm{v}_{\ell}\right) / p_{\theta}\left(\mathrm{v}_{\ell}\right]\left[w\left(\mathrm{~V}_{\ell}\right) / \mathrm{p}_{\theta}\left(\mathrm{V}_{\ell}\right)+\mathrm{w}\left(\mathrm{~V}_{\mathrm{i}}\right) / \mathrm{p}_{\theta}\left(\mathrm{V}_{\mathrm{i}}\right)\right]+\left[\mathrm{F}\left(\mathrm{~V}_{\mathrm{i}}\right)-\mathrm{F}\left(\mathrm{~V}_{\ell}\right)\right]\right. \\
& \cdot \sigma^{2}\left(V_{\ell}\right) U_{j}\left[w\left(V_{\ell}\right) / p_{\theta}\left(V_{\ell}\right)\right]\left[w\left(V_{\ell}\right) / p_{\theta}\left(V_{\ell}\right)+w\left(V_{j}\right) / p_{\theta}\left(V_{j}\right)\right] \\
& +\left[F\left(V_{\ell}\right)-F\left(V_{i}\right)\right]\left[F\left(V_{\ell}\right)-F\left(V_{j}\right]\left[w\left(V_{\ell}\right) / p_{\theta}\left(V_{\ell}\right)\right]^{2} \sigma^{2}\left(V_{\ell}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
\cdot K_{h s}\left(v_{i}-v_{\ell}\right) K_{h s}\left(v_{j}-v_{\ell}\right) \tag{A39}
\end{equation*}
$$

and $E_{\left.\ell\right|_{1, j}}$ denotes the expectation over $V_{\ell}$ conditional on $V_{1}$ and $V_{j}$. Equation (A39) has the form

$$
\begin{aligned}
Q_{n 1}\left(Z_{i}, z_{j}\right) & -\left(n^{2} h\right)^{-1} \int\left[U_{i} U_{j} R_{1}\left(v_{\ell}, v_{i}, v_{j}\right)+U_{i} R_{2}\left(v_{\ell}, v_{i}, v_{j}\right)\right. \\
& \left.+U_{j} R_{2}\left(v_{\ell}, v_{j}, v_{i}\right)+R_{3}\left(v_{\ell}, v_{i}, v_{j}\right)\right]\left(K\left[\left(v_{i}-v_{\ell}\right) / h\right]\right. \\
& \left.\left.\left.-(h / s)^{r}+1_{K\left[\left(v_{i}\right.\right.}-v_{\ell}\right) / s\right]\right)\left(K\left[\left(v_{j}-v_{\ell}\right) / h\right]\right. \\
& \left.\left.\left.-(h / s)^{r}+1_{K\left[\left(v_{j}\right.\right.}-v_{\ell}\right) / s\right]\right) p_{\theta}\left(v_{\ell}\right) d v_{\ell}
\end{aligned}
$$

where $R_{1}, R_{2}$, and $R_{3}$ are bounded, continuous functions. Let $5=\left(V_{\ell}-V_{1}\right) / h$. Then

$$
\begin{align*}
Q_{n 1}\left(z_{i}, z_{j}\right) & -n^{-2} \int\left[U_{i} U_{j} R_{1}\left(h \zeta+v_{i}, v_{i}, v_{j}\right)+U_{i} R_{2}\left(h \eta+v_{i}, v_{i}, v_{j}\right)\right. \\
& \left.+U_{j} R_{2}\left(h \zeta+v_{i}, v_{j}, v_{i}\right)+R_{3}\left(h \zeta+v_{i}, v_{i}, v_{j}\right)\right](K(\zeta) \\
& \left.-(h / s)^{r}+1_{K[(h / s) \zeta])(K[\zeta}+\left(v_{i}-v_{j}\right) / h\right] \\
& \left.-(h / s)^{r}+1_{K[(h / s) \zeta}+\left(v_{i}-v_{j}\right) / s\right] \mid p_{\theta}\left(h \zeta+v_{i}\right) d \theta \\
& -n^{-2} \int\left[U_{i} U_{j} R_{1}\left(h \zeta+v_{i}, v_{i}, v_{j}\right)+U_{i} R_{2}\left(h \zeta+v_{i}, v_{i}, v_{j}\right)\right. \\
& \left.+U_{j} R_{2}\left(h \zeta+v_{i}, v_{j}, v_{i}\right)+R_{3}\left(h \zeta+v_{i}, v_{i}, v_{j}\right)\right] K(\zeta) \\
& \cdot K\left[\zeta+\left(v_{i}-v_{j}\right) / h\right] p_{\theta}\left(h \zeta+v_{i}\right) d \zeta+U_{i} U_{j} o\left(n^{-2}\right) \\
& +U_{i} o\left(n^{-2}\right)+U_{j} o\left(n^{-2}\right)+o\left(n^{-2}\right) . \tag{A40}
\end{align*}
$$

It follows from (A38) that $Q_{n}\left(Z_{1}, Z_{j}\right)$ has the form (A40). Therefore, $E\left[Q_{n}\left(Z_{1}, Z_{j}\right)^{2}\right]$ has the form

$$
\begin{aligned}
& E\left[Q_{n}\left(Z_{i}, z_{j}\right)^{2}\right]- \\
& n^{-2} \int R\left(h \zeta_{1}+v_{i}, h \zeta_{2}+v_{i}, v_{i}, v_{j}\right) K\left(\theta_{1}\right) K\left(\zeta_{2}\right) K\left[\zeta_{1}+\left(v_{i}-v_{j}\right) / h\right] \\
& \cdot K\left[\zeta_{2}+\left(v_{i}-v_{j}\right) / h\right] p_{\theta}\left(h \zeta_{1}+v_{i}\right) p_{\theta}\left(h \zeta_{2}+v_{i}\right) p_{\theta}\left(v_{i}\right) p_{\theta}\left(v_{j}\right) d \zeta_{1} d \zeta_{2} d v_{i} d v_{j} \\
& +o\left(n^{-4}\right) \\
& -o\left(n^{-4}\right) .
\end{aligned}
$$

## Therefore

$$
\begin{align*}
& E\left[Q_{n}\left(Z_{i}, z_{j}\right)^{2}\right]-o\left(1 / n^{2}\right) .  \tag{A41}\\
& \text { Analysis of } n^{-1} E\left[H_{n}\left(Z_{1}, Z_{j}\right)^{4}\right]: \text { By (A37) } H_{n}\left(Z_{i}, Z_{j}\right)^{4} \text { has the form } \\
& H_{n}\left(Z_{i}, Z_{j}\right)^{4}-n^{-4} h^{-2} R_{n 4}\left(Z_{i}, Z_{j}\right) \text {, }
\end{align*}
$$

where $R_{n 4}$ has the property that $E\left(R_{n 4}\right)$ is bounded uniformly over $n$. Therefore,

$$
\begin{equation*}
n^{-1} E\left[H_{n}\left(z_{i}, z_{j}\right)^{4}\right]=0\left[1 /\left(n^{5} h^{2}\right)\right] \tag{A42}
\end{equation*}
$$

Analysis of $E\left[H_{n}\left(Z_{1}, Z_{f}\right)^{2}\right]$ : By the definition of $H_{n}$

$$
\begin{align*}
H_{n}\left(Z_{i}, Z_{j}\right)^{2} & -A_{n}\left(Z_{i}, Z_{j}\right)^{2}+A_{n}\left(Z_{j}, z_{i}\right)^{2}+\mu\left(Z_{i}\right)^{2}+2\left[A_{n}\left(Z_{i}, z_{j}\right) A_{n}\left(Z_{j}, Z_{i}\right)\right. \\
& \left.+\mu\left(Z_{i}\right) A_{n}\left(Z_{i}, Z_{j}\right)+\mu\left(Z_{i}\right) A_{n}\left(Z_{j}, Z_{i}\right)\right] . \tag{A43}
\end{align*}
$$

But

$$
A_{n}\left(Z_{i}, z_{j}\right)^{2}=\left[1 /\left(n^{2} h\right)\right] w\left(V_{i}\right) U_{i}^{2}\left[p_{\theta}\left(V_{i}\right)^{-2}\right]\left(U_{j}^{2}+2 U_{j}\left[F\left(V_{j}\right)-F\left(V_{i}\right)\right]\right.
$$

$$
\left.+\left[F\left(v_{f}\right)-F\left(V_{i}\right)\right]^{2}\right\} K_{h s}\left(V_{j}-v_{i}\right)^{2}
$$

## Therefore,

$$
\begin{aligned}
n^{2} E\left[A_{n}\left(Z_{i}, z_{j}\right)^{2}\right]- & {\left[1-(h / s)^{r}\right] h^{-1} \int w\left(V_{i}\right)^{2}\left[p_{\theta}\left(V_{i}\right)^{-2}\right] \sigma^{2}\left(V_{i}\right) } \\
& \cdot\left(\sigma^{2}\left(V_{j}\right)+\left[F\left(V_{j}\right)-F\left(V_{i}\right)\right]^{2}\right\}\left(K\left[\left(V_{j}-V_{i}\right) / h\right]\right. \\
& \left.-(h / s)^{r_{K}}\left[\left(V_{j}-V_{i}\right) / s\right]\right)^{2} p_{\theta}\left(V_{i}\right) p_{\theta}\left(V_{j}\right) d V_{j} d V_{i} .
\end{aligned}
$$

Define $5-\left(v_{j}-v_{1}\right) / h$. Then

$$
\begin{align*}
n^{2} E\left[A_{n}\left(z_{i}, z_{j}\right)^{2}\right] & -\left[1-(h / s)^{r}\right] \int w\left(V_{i}\right)^{2}\left[p_{\theta}\left(V_{i}\right)^{-2}\right] \sigma^{2}\left(v_{i}\right) \\
& \cdot\left(\sigma^{2}\left(h \zeta+v_{i}\right)+\left[F\left(h \zeta+v_{i}\right)-F\left(V_{i}\right)\right]^{2}\right\}(K(\zeta) \\
& \left.-(h / s)^{r_{K}} K[(h / s) \zeta]\right)^{2} p_{\theta}\left(v_{i}\right) p_{\theta}\left(h \zeta+v_{i}\right) d \zeta d v_{i} \\
& -C_{K} \int w(v)^{2}\left[\sigma^{2}(v)\right]^{2} d v+o(1) . \tag{A44}
\end{align*}
$$

By the Cauchy-Schwartz inequality

$$
E\left[A_{n}\left(Z_{i}, Z_{j}\right) \mu\left(Z_{i}\right)\right] \leq\left(E \left[A_{n}\left(Z_{i}, Z_{j}\right)^{2} E\left[\mu\left(Z_{i}\right)^{2}\right)^{1 / 2} .\right.\right.
$$

It now follows from (A43) and $E\left[\mu\left(Z_{1}\right)^{2}\right]=o\left(1 / n^{2}\right)$ that

$$
\begin{equation*}
E\left[A_{n}\left(Z_{i}, Z_{j}\right) \mu\left(Z_{i}\right)\right]-o\left(1 / n^{2}\right) . \tag{A45}
\end{equation*}
$$

In addition, it is easily seen that

$$
\begin{equation*}
E\left[A_{n}\left(z_{j}, z_{i}\right) \mu\left(z_{i}\right)\right]-0 \tag{A46}
\end{equation*}
$$

Finally,

$$
n^{2} E\left[A_{n}\left(Z_{i}, z_{j}\right) A_{n}\left(Z_{j}, z_{i}\right)\right]=\left[1-(h / s)^{r}\right] h^{-1} \int w\left(V_{i}\right) w\left(V_{j}\right) \sigma^{2}\left(V_{i}\right) \sigma^{2}\left(V_{j}\right)
$$

$$
\cdot \mathrm{K}_{\mathrm{hs}}\left(\mathrm{v}_{\mathrm{j}}-\mathrm{v}_{\mathrm{i}}\right)^{2} \mathrm{dv} \mathrm{v}_{\mathrm{j}} \mathrm{~d} \mathrm{v}_{\mathrm{i}}
$$

By arguments similar to those used to obtain (A43)

$$
\begin{equation*}
n^{2} E\left[A_{n}\left(z_{i}, z_{j}\right) A_{n}\left(z_{j}, z_{i}\right)\right]-c_{K} \int w(v)^{2}\left[\sigma^{2}(v)\right]^{2} d v+o(1) . \tag{A47}
\end{equation*}
$$

Combining (A43)-(A47) yields

$$
\begin{equation*}
n^{2} E\left[H_{n}\left(Z_{i}, Z_{j}\right)^{2}\right]-4 C_{K} \int w(v)^{2}\left[\sigma^{2}(v)\right]^{2} d v+o(1) \tag{A48}
\end{equation*}
$$

Conditions (A34)-(A36) now follow by combining (A41), (A42), and (A48). Q.E.D.
A4. PROPERTIES OF $T_{n}$ UNDER $H_{1}$

## Proof of Theorem 2

Let $\left(\theta_{n}\right)$ be a nonstochastic sequence such that $n^{1 / 2}\left(\theta_{n}-\theta\right)=0(1)$. Let $\tilde{T}_{n}$ be defined as $T_{n}$ with $\hat{\theta}_{n}$ replaced by $\theta_{n}$. It suffices to show that plim $n \rightarrow$. $\tilde{T}_{n} /\left(\mathrm{nh}^{1 / 2}\right)>0$. To do this, let $U=Y-H[v(X, \theta)]$ and $v_{\theta}=\partial v / \partial \theta$. Let $\theta_{n}$ * denote a point between $\theta_{\mathrm{n}}$ and $\theta$ (not necessarily the same point in each usage). Some algebra and Taylor series expansions yield

$$
\tilde{T}_{\mathrm{n}} /\left(\mathrm{nh}^{1 / 2}\right)-\sum_{\ell=1}^{11} R_{\mathrm{n} \mathrm{\ell}}{ }^{\prime}
$$

where

$$
\begin{aligned}
& R_{n 1}=n^{-1} \sum_{i=1}^{n} w\left[v\left(x_{i}, \theta_{n}\right)\right] U_{i}\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(x_{i}, \theta\right)\right]\right), \\
& R_{n 2}=n^{-1} \sum_{i=1}^{n} w\left[v\left(x_{i}, \theta_{n}\right)\right] U_{i}\left(F_{n i}\left[v\left(x_{i}, \theta\right)\right]-H\left[v\left(X_{i}, \theta\right)\right]\right\}, \\
& R_{n 3}=n^{-1} \sum_{i=1}^{n} w\left[v\left(x_{i}, \theta_{n}\right)\right] U_{i}\left(H\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right), \\
& R_{n 4}=-\left[\left(\theta_{n}-\theta\right)^{\prime} / n\right] \sum_{i=1}^{n} w\left[v\left(x_{i}, \theta_{n}\right)\right] U_{i} F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right),
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{n} 5} \text { - } \\
& n^{-1} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right]\left(H\left[v\left(X_{i}, \theta\right)-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right),\right. \\
& R_{n 6}-n^{-1} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta n\right)\right]\left(H\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)\left(F_{n i}\left[v\left(X_{1}, \theta\right)\right]-H\left[v\left(X_{i}, \theta\right)\right]\right), \\
& R_{n 7}-n^{-1} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta\right)\right]\left(F\left[v\left(X_{i}, \theta\right)\right]-H\left[v\left(X_{i}, \theta\right)\right]\right)^{2} . \\
& R_{n 8}--2\left[\left(\theta_{n}-\theta\right)^{\prime} / n\right] \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right] F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right) \\
& \cdot\left(\mathrm{H}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta\right)\right]-\mathrm{F}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta\right)\right]\right) \text {. } \\
& R_{n 9}-\quad\left[\left(\theta_{n}-\theta\right) \cdot / n\right] \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right] F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right) \\
& \cdot\left(\hat{F}_{\mathrm{ni}}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta_{\mathrm{n}}\right)\right]-\mathrm{F}_{\mathrm{ni}}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta\right)\right]\right), \\
& R_{n, 10}=-\left[\left(\theta_{n}-\theta\right)^{\prime} / n\right] \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right] F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right) \\
& \cdot\left(\mathrm{F}_{\mathrm{n} 1}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta\right)\right]-\mathrm{H}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta\right)\right]\right) \text {, }
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{n}, 11}- \\
& {\left[\left(\theta_{\mathrm{n}}-\theta\right)^{\prime} / \mathrm{n} \sum_{i=1}^{\mathrm{n}} w\left[\mathrm{v}\left(\mathrm{X}_{1}, \theta_{\mathrm{n}}\right)\right] \mathrm{F}^{\prime}\left[\mathrm{v}\left(\mathrm{X}_{1}, \theta_{\mathrm{n}}{ }^{*}\right]^{2} \mathrm{v}_{\theta}\left(\mathrm{X}_{1}, \theta_{\mathrm{n}} *\right) \mathrm{v}_{\theta},\left(\mathrm{X}_{\mathrm{i}}, \theta_{\mathrm{n}} *\right)\left(\theta_{\mathrm{n}}-\theta\right) .\right.\right.}
\end{aligned}
$$

$R_{n 1}$ is $n^{-1}$ times the analogous quantity in lemma 6. Therefore, $R_{n 1}=o_{p}(1)$.
By lemmas 4 and 6
$R_{n 2}=n^{-1} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta_{n}\right)\right] U_{i}\left(G_{n i}\left[v\left(X_{i}, \theta\right)\right]-J_{n i}\left[v\left(X_{i}, \theta\right)\right]\right)+o_{p}(1)$
$R_{n 2}=o_{p}(1)$ now follows from a proof similar to that of lemma 7.
Because $w\left[v\left(x, \theta_{n}\right)\right]-w[v(x, \theta)]=0\left(n^{-1 / 2}\right)$ uniformly over $x$,
$R_{n 3}=n^{-1} \sum_{i=1}^{n} w\left[v\left(X_{i}, \theta\right)\right] U_{i}\left(H\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right)+o_{p}(1)$.
$R_{n 3}-o_{p}(1)$ now follows from the strong law of large numbers.
By assumptions 2,4 , and 5 as well as $\theta_{n}-\theta=O\left(n^{-1 / 2}\right)$

$$
R_{n 4}=(M / n) O\left(n^{-1 / 2}\right) \sum_{i=1}^{n}\left|Y_{i}-H\left[v\left(X_{i}, \theta\right)\right]\right|
$$

The summand has a finite mean by assumptions 5 and 7 , so $R_{n 4}=o_{p}(1)$ follows from the strong law of large numbers.

By lemma 5 ,
$\left|R_{n 5}\right| \leq n^{-1} O_{p}\left(n^{-1 / 2}\right) \sum_{i=1}^{n} \mid H\left[v\left(X_{i}, \theta\right)-F\left[v\left(X_{i}, \theta\right)\right] \mid\right.$,
so $R_{n s}=o_{p}(1)$ follows from the strong law of large numbers.
By lemma 1 and assumption 5
$\left|R_{n 6}\right| \leq o_{p}(1) n^{-1} \sum_{i=1}^{n}\left|H\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right|$,
so $R_{n 6}-o_{p}(1)$ follows from the strong law of large numbers.
$R_{n 7} \rightarrow P E\left(w(V)[H(V)-F(V)]^{2}\right)$ by the strong law of large numbers and the fact that $w\left[v\left(x, \theta_{n}\right)\right]-w[v(x, \theta)]-O\left(n^{-1 / 2}\right)$ uniformly over $x$.

By assumptions 2, 4 , and 5 and $\theta_{n}-\theta=O\left(n^{-1 / 2}\right)$,
$R_{n 8} \leq O\left(n^{-1 / 2}\right) n^{-1} \sum_{i=1}^{n}\left|H\left[v\left(X_{i}, \theta\right)\right]-F\left[v\left(X_{i}, \theta\right)\right]\right|$,
so $R_{n 8}=o_{p}(1)$ follows from the strong law of large numbers.
$R_{n g}=o_{p}(1)$ by lemma 4 , assumptions 2,4 , and 5 , and $\theta_{n}-\theta=0\left(n^{-1 / 2}\right)$.
$R_{n, 10}$ and $R_{n, 11}$ are $o_{p}(1)$ by lemma 1 , assumptions 2,4 , and 5 , and $\theta_{n}-\theta$ $=0\left(n^{-1 / 2}\right)$.

Collecting results yields $\bar{T}_{n} /\left(n h^{1 / 2}\right) \rightarrow P E w(V)\left([H(V)-F(V)]^{2}\right)>0$. Q.E.D.
Additional Assumptions and a Lemma Used in Proving Theorem 3
9. $H_{n}$ has $r$ continuous derivatives that are uniformly bounded over $v \in S_{v}$.
10. Define

$$
\Gamma_{n}(x, v, r)=E_{X}\left[H_{n}[v(X, \theta)][\partial v(X, r) \partial r-\partial v(X, r) / \partial r] \mid v(X, r)=v\right) .
$$

Let $\Gamma_{n k}(k=1, \ldots, K)$ denote the $k^{\prime}$ th component of $\Gamma_{n}$. There is a finite number $M$, not depending on $r$ or $x$, such that for all $\tau \in N_{\theta}, x \in S_{X}, v_{1}$, $v_{2} \in S_{v}$, and $k=1, \ldots, K$

$$
\left|\Gamma_{n k}\left(x, v_{2}, r\right)-\Gamma_{n k}\left(x, v_{1}, r\right)\right| \leq M_{\Gamma}\left|v_{1}-v_{2}\right|
$$

11. $\sigma^{2}(v)$ is a continuous function of $v \in S_{v}$ and is bounded uniformly over $v$ $\in S_{v}$ and all sufficiently large $n$. $E(Y-E[Y \mid v(x, \theta)])^{4}$ is bounded uniformly over $v \in S_{v}$ and all sufficiently large $n$.
12. Define

$$
Q_{n r}(v, \xi)=\left(d^{r} / d \xi^{r}\right)\left(\left[H_{n}(v+h \xi)-H_{n}(v)\right] p_{\theta}(v)\right\}
$$

a. For some $\alpha>1 /(4 \delta)$ and finite constant $C>0$

$$
\left|Q_{n r}(v, h \xi)-Q_{n r}(v, s \xi)\right| \leq c|h \xi-s \xi|^{\alpha}
$$

b. The kernel function $K$ satisfies

$$
\int_{-\infty}^{\infty}\left|u^{r}+\alpha_{K}(u)\right| d u<\infty
$$

Assumptions 9-11 extend assumptions 5-7 to the local alternative mean functions $H_{n}$. Assumption 12 insures that the bias of ( $\left.n h\right)^{1 / 2}\left[F_{n 1}(v)-H_{n}(v)\right]$ relative to its asymptotic distribution is $o\left(h^{1 / 4}\right)$. This bias must be $o\left(h^{1 / 4}\right)$ to make the result given in Theorem 3 hold,

Lemma 8: Let assumptions 1-5 and 8-12 hold. Under the sequence of models $H_{n}$, the conclusions of Lemmas $1-3$ and 7 hold when $F$ is replaced by $H_{n}$.

Proof: It may be verified that the proofs of Lemmas $1-3$ and 7 hold line by line. Q.E.D.

## Proof of Theorem 3

Let $\left(\theta_{n}\right)$ be a nonstochastic sequence such that $n^{1 / 2}\left(\theta_{n}-\theta\right)=0(1)$. Let $\tilde{T}_{n}$ be defined as $T_{n}$ with $\hat{\theta}_{n}$ replaced by $\theta_{n}$. It suffices to show that the conclusion of this theorem holds for $\tilde{T}_{n}$. To do this, let $U=Y-H_{n}[v(x, \theta)]$, $v=v(X, \theta), v_{\theta}=\partial v / \partial \theta$, and $w_{n 1}=w\left[v\left(X_{1}, \theta_{n}\right)\right]$. Let $\theta_{n} *$ denote a point btween $\theta_{n}$ and $\theta$ (not necessarily the same point in each usage). Some algebra and Taylor series expansions yield

$$
\tilde{T}_{\mathrm{n}}=\left(\mathrm{nh}^{1 / 2}\right) \sum_{i=1}^{11} \mathrm{R}_{\mathrm{n} \ell}
$$

where $R_{n \ell}(\ell-1, \ldots, 11)$ is obtained by replacing $H$ with $H_{n}$ in the corresponding terms in the proof of Theorem 2.

1. $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n} 1}$ : $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n} 1}=\mathrm{o}_{\mathrm{p}}(1)$ follows by a proof identical to that given for $R_{n 1}$ in Theorem 1 .
2. $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n} 2}$ : By Lemma 8 ,

$$
\left(n h^{1 / 2}\right) R_{n 2}=h^{1 / 2} \sum_{i=1}^{n} w_{n i} U_{i} G_{n i}\left(V_{i}\right)+o_{p}(1)
$$

where $H_{n}$ is used in $G_{n 1}$ instead of $F$. Convergence in distribution of $\left(n h^{1 / 2}\right) R_{n 2}$ now follows by arguments identical to those used in proving Theorem 1.
3. $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n} 3}: E\left(\mathrm{nh}^{1 / 2} \mathrm{R}_{\mathrm{n} 3}\right)=0$ because $\mathrm{E}(\mathrm{U})=0$.
$\operatorname{Var}\left(n h^{1 / 2} R_{n 3}\right)=h E \sum_{i=1}^{n} w_{n i}{ }^{2} \sigma^{2}\left(V_{i}\right) n^{-1 / 2} h^{-1 / 4} \Delta_{n}\left(V_{i}\right)^{2}-0\left(h^{1 / 2}\right)$.
4. $\left(n h^{1 / 2}\right) R_{n 4}: E\left(n h^{1 / 2} R_{n 4}\right)=0$ because $E(U)=0$. In addition,

$$
\operatorname{Var}\left(\mathrm{nh}^{1 / 2} \mathrm{R}_{\mathrm{n} 4}\right)=\left(\theta_{\mathrm{n}}-\theta\right)^{\prime} \mathrm{hE} \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{w}_{\mathrm{ni}}{ }^{2} \sigma^{2}\left(\mathrm{~V}_{\mathrm{i}}\right) \mathrm{F}^{\prime}\left[\mathrm{v}\left(\mathrm{X}_{\mathrm{i}}, \theta_{\mathrm{n}} *\right)\right]^{2} \mathrm{v}_{\theta}\left(\mathrm{X}_{\mathrm{i}}, \theta_{\mathrm{n}} *\right)
$$

$$
\text { - } v_{\theta},\left[v\left(X_{i}, \theta_{n} *\right)\right]\left(\theta_{n}-\theta\right)=O(h)
$$

5. $\left(\mathrm{nh}^{1 / 2}\right) R_{n s}: \quad\left(\mathrm{nh}^{1 / 2}\right) R_{n S}-O_{p}\left(h^{1 / 4}\right)$ because $H_{n}-F=O\left(n^{-1 / 2} h^{-1 / 4}\right)$ and, by Lemma $8, \hat{F}_{n 1}(v)-F_{n i}(v)=O_{p}\left(n^{-1 / 2}\right)$ uniformly over $i$ and $v$.
6. $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n} 6}:$ By Lemma 8

$$
n^{1 / 2} R_{n 6}=h^{1 / 2} \sum_{i=1}^{n} w_{n i} n^{-1 / 2} h^{-1 / 4} \Delta_{n}\left(v_{i}\right) G_{n i}\left(V_{i}\right)+o_{p}(1)
$$

where $H_{n}$ replaces $F$ in the definition of $G_{n 1}$. Under assumption $12, E\left[G_{n 1}(v)\right]=$ $o\left[h^{1 / 4} /\left(n h^{1 / 2}\right)\right], \operatorname{Var}\left[G_{n 1}(v)\right]=O\left[(n h)^{-1}\right]$, and $\operatorname{Cov}\left[G_{n 1}(v), G_{n j}\left(v^{\prime}\right)\right]=o(h / n)$, uniformly over $v \in S_{v}$, by arguments similar to those of Bierens (1987). Therefore, $\mathrm{nh}^{1 / 2} \mathrm{R}_{\mathrm{nc}}=\mathrm{o}_{\mathrm{p}}(1)$.
7. $\left(n h^{1 / 2}\right) R_{n 7}$ :

$$
n^{1 / 2} R_{n 7}-n^{-1} \sum_{i=1}^{n} w_{n i} \Delta_{n}\left(V_{i}\right)^{2}-\mu+o_{p}(1)
$$

by uniform convergence of $\Delta_{n}$ to $\Delta$ and the strong law of large numbers.
8. $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n} 8}$ :
$\left(n^{1 / 2}\right) R_{n 8}=$

$$
\begin{aligned}
& -2\left(\theta_{n}-\theta\right)^{\prime} h^{1 / 2} \sum_{i=1}^{n} w_{n i} F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(x_{i}, \theta_{n} *\right) n^{-1 / 2} h^{-1 / 4} \Delta_{n}\left(v_{i}\right) \\
& =o_{p}\left(h^{1 / 4}\right) .
\end{aligned}
$$

9. $\left(n h^{1 / 2}\right) R_{n 9}$ :

$$
\begin{aligned}
\left(n h^{1 / 2}\right) R_{n 9}- & -\left(\theta_{n}-\theta\right)^{\prime} h^{1 / 2} \sum_{i=1}^{n} w_{n i} F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right) v_{\theta}\left(X_{i}, \theta_{n} *\right)\right. \\
& \cdot\left(\hat{F}_{n i}\left[v\left(X_{i}, \theta_{n}\right)\right]-F_{n i}\left[v\left(X_{i}, \theta\right)\right]\right\}=o_{p}\left(h^{1 / 2}\right)
\end{aligned}
$$

by Lemma 8 .
10. $\left(\mathrm{nh}^{1 / 2}\right) R_{\mathrm{n}, 10}$
$\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n}, 10}=$
$\left(\theta_{n}-\theta\right)^{\prime} h^{1 / 2} \sum_{i=1}^{n} w_{n i} F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right)\left[F_{n i}\left(V_{i}\right)-H_{n}\left(V_{i}\right)\right]$.
$-R_{n, 10}{ }^{*}+o_{p}(1)$,
by Lemma 8, where

$$
\begin{aligned}
& R_{n, 10^{*}}- \\
& \left(\theta_{n}-\theta\right)^{\prime} h^{1 / 2} \sum_{i=1}^{n} W_{n i} F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right] v_{\theta}\left(X_{i}, \theta_{n} *\right)\left[G_{n i}\left(v_{i}\right)-J_{n i}\left(v_{i}\right)\right]
\end{aligned}
$$

Also by Lemma 8, $E\left(R_{n, 10^{*}}\right)-o(1)$. Arguments similar to those made for $\operatorname{Var}\left(\mathrm{n}^{1 / 2} \mathrm{~h}^{1 / 4} \mathrm{R}_{\mathrm{n} 6}\right)$ yield the result that $\operatorname{Var}\left(\mathrm{R}_{\mathrm{n}, 10} *\right)=o(1)$, so $\mathrm{R}_{\mathrm{n}, 10}=o_{\mathrm{p}}(1)$ by Chebyshev's inequality.
11. $\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n}, 11}$ :
$\left(\mathrm{nh}^{1 / 2}\right) \mathrm{R}_{\mathrm{n}, 11}=$
$\left(\theta_{n}-\theta\right)^{\prime} h \sum_{i=1}^{n} w_{n i} F^{\prime}\left[v\left(X_{i}, \theta_{n} *\right)\right]^{2} v_{\theta}\left(X_{i}, \theta_{n} *\right) v_{\theta},\left(X_{i}, \theta_{n} *\right)\left(\theta_{n}-\theta\right)-o_{p}(h)$.
Q.E.D.
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