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## Abstract

Several variable dimension simplicial restart algorithms have been proposed for solving systems of nonlinear equations. Each different algorithm is characterized by the number of rays along which the starting point can be left. Computational results thusfar suggest that the $2^{n}$ and $3^{n}-1$ ray algorithm are favorable to the $2 n$ ray algorithm whereas the other algorithms including Merrill's homotopy method perform worse than the $2 n$ ray algorithm. In this paper, however, we show that the expected length of the shortest paths for both the $2^{n}$ and the $2 n$ ray algorithm is the same when the $K^{\prime}$ triangulation underlies the algorithms and the solution point is uniformly distributed in the unit cube. These results are confronted with the computational results concluding that the latter must be considered with some caution. Also the expected shortest path length for Merrill's algorithm is calculated and compared with the others.
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SHORTEST PATHS FOR SIMPLICIAL ALGORITHMS

1. Introduction

Variable dimension simplicial algorithms for solving an n-dimensional system of nonlinear equations $f(x)=0$ trace a piecewise linear path in a subdivision of $R^{n}$ which leads from an abritrarily chosen starting point $v$ to an approximate solution $x^{*}$. When the accuracy of the approximate solution is not sufficient, the algorithm can be restarted in $x^{*}$ with a finer simplicial subdivision of $R^{n}$, inducing a refinement of the piecewise linear approximation to f. The algorithms follow the piecewise linear path by generating a path of simplices of varying dimension. The various algorithms are characterized by the number of one-dimensional rays along which the starting point $v$ can be left. Along these rays efficient movements can be made by generating a path of onedimensional simplices. Building up the dimension of the simplices, not necessarily monotonically, a path of simplices of varying dimension is generated until an $n$-dimensional simplex is found which yields a zero of the piecewise linear approximation to f. Starting with the $n+1$ ray algorithm [5] and the $2 n$ ray algorithm [6], [8], algorithms were developed with $2^{\text {n }}$ rays [12], 2 rays [9], [13], and $3^{n}-1$ rays [3].

The efficiency of the various algorithms has been investigated in e.g. [3], [4] and [1]. Because the 2 ray algorithm can easily exploit separability and sparsity but does not seem to work very well generally, in these studies only the $n+1,2 n, 2^{n}$ and $3^{n}-1$ ray algorithms have been compared. In general the $n+1$ ray algorithm is superseded by the other algorithms. Moreover the computational results show that the $2^{n}$ and $3^{n}-1$ ray algorithms seem to be favorable to the $2 n$ ray algorithm, although the results do not permit us to be conclusive. The $2^{n}$ and $3^{n}-1$ ray algorithms differ only slightly. Whereas in the references mentioned above the number of function evaluations to find an approximate solution is compared, in this paper we make a theoretical comparison between the 2 n and $2^{n}$ ray algorithms. These two algorithms can be seen as the extreme cases of a class of $3^{\text {n-1 }}$ ray algorithms. An element of this class is characterized by a variable $\gamma$ between 0 and $1 / n$. For $\gamma=0$ we obtain the $2^{n}$ ray algorithm and for $\gamma=1 / n$ the $2 n$ ray algorithm. We only compare the two extreme cases because for the other elements in the class the
calculations become much more complicated and seem to be a hard task. Moreover, for $\gamma$ not close to 0 or $1 / n$, the computational results for the $3^{n}-1$ ray algorithms do not differ very much from those for the $2^{n}$ ray algorithm. The $n+1$ ray algorithm is not considered for two reasons. Firstly, also in this case the calculations become rather complicated, and secondly the computational results are much worser than with the other algorithms.

Both the 2 n and $2^{n}$ ray algorithms usually utilize the $K^{\prime}$ triangulation of $R^{n}$, originally proposed by Todd [10], and obtained by reflecting the well known Freudenthal triangulation over the orthants. Taking this triangulation, Broadie $[1,2]$ calculated for the $2^{\text {n }}$ ray algorithm the shortest path through this subdivision of $R^{n}$ to reach an a priori given point $w$ starting at the origin. This shortest path is the number of generated simplices if the underlying problem is given by $f(x)=w-x$. Notice that for (non)linear problems the number of function evaluations equals the number of generated simplices, since at each new simplex a new vertex is coming in for which the function must be evaluated in order to determine which vertex must be replaced at the next step.

In this paper we compare the shortest paths for the $2 n$ and $2^{n}$ ray algorithms. By averaging these numbers over all points uniformly distributed in a cube, we obtain a formula for the expected length of the shortest paths. It will appear that this expected length is the same for both algorithms. These calculations are done in the next section. In section 3 we discuss several questions which are related to this analysis. Since the choice of a cube is rather arbitrarily, we are also concerned with the expected length of the shortest path when averaging over points uniformly distributed in a ball or a octahedron. Further the results of the theoretical calculations are confronted with the computational results. This is rather interesting because there seems to be a discrepancy between the shortest path calculations and the computational results reported in the literature. Another point of discussion is the amount of work to be done in a given dimension. In higher dimensions much more work has to be done in updating the system of linear equations at each linear programming step. So, algorithms which are working rather long in low dimensions are more attractive than algorithms which are working most of the time in high dimensions. Further we give the expec-
ted length of the shortest path when using the so-called $\mathrm{J}^{\prime}$ triangulation, recently proposed by Todd [11]. Finally, the shortest path for Merrill's algorithm is calculated.

## 2. The calculation of the shortest paths

The $K^{\prime}$ triangulation of $R^{n}$ proposed in [10], is obtained from the Freudenthal triangulation of $R^{n}$ restricted to the positive orthant, by reflection across the axes. For a grid size $\delta$, the orthant

$$
X(s)=\left\{\left.x \in R^{n}\right|_{s_{i}} x_{i} \geqq 0, i=1, \ldots, n\right\}
$$

with $s_{i} \in\{+1,-1\}$ for all $i$, is subdivided in $n$-dimensional simplices $\sigma\left(y^{1}, \pi, s\right)$ being the convex hull of the $n+1$ points $y^{1}, \ldots, y^{n+1}$ in $X(s)$ with all components of $y^{1}$ integer multiples of $\delta, \pi$ a permutation of the elements of $I_{n}=\{1,2, \ldots, n\}$ and $y^{i+1}=y^{i}+\delta s_{\pi_{i}} e\left(\pi_{1}\right), i=1, \ldots, n$ where $e(j)$ is the $j$-th unit vector. For simplicity we take the origin as the starting point for the algorithms. When a point $v$ is chosen to be the starting point the triangulation is translated such that $\{v\}+X(s)$ is subdivided as above.

Let $f(x)=0$ be a system of $n$ nonlinear equations and $\bar{f}$ the piecewise linear approximation of $f$ induced by the $K^{\prime}$ triangulation. To find an approximate zero to $f$, the $2^{\text {n }}$ ray algorithm follows a piecewise linear path such that for each $x$ on the path the complementarity conditions

$$
\begin{array}{ll}
x_{i} \bar{f}_{i} \geqq 0 \\
\bar{f}_{i}(x)\left[\max _{j}\left|x_{j}\right|-\left|x_{i}\right|\right]=0 & i=1, \ldots, n \tag{2.1}
\end{array}
$$

hold. For $s_{i}=\operatorname{sign} x_{i}$ if $\left|x_{i}\right|=\max _{j}\left|x_{j}\right|$ and $s_{i}=0$ if $\left|x_{i}\right|<\max { }_{j}\left|x_{j}\right|$, let $|s|$ be the number of zero elements of $s=\left(s_{1}, \ldots, s_{n}\right)$. Then a path in the $(|s|+1)$-dimensional region

$$
\left\{x \in R^{n}\left|s_{i} x_{i}=\max _{j}\right| x_{j} \mid \text { if } s_{i} \neq 0\right\}
$$

is followed as long as $\bar{f}_{i}(x) \neq 0$ for all 1 with $s_{i} \neq 0$ and $\left|x_{i}\right|<$ $\max { }_{j}\left|x_{j}\right|$ if $s_{i}=0$. As soon as $\bar{f}_{i}(x)$ becomes equal to zero for some 1 with $s_{i} \neq 0$, say index $h$, then $s_{h}$ is set equal to zero and the dimension
is increased. As soon as $\left|x_{i}\right|$ becomes equal to $\max _{j}\left|x_{j}\right|$ for some $i$ with $s_{i}=0$, say index $k$, then $s_{k}$ is set equal to $\operatorname{sign} x_{k}$ and the dimension is decreased. So a piecewise linear path is followed in regions of varying dimension. In a t-dimensional region the path is followed by generating a path of adjacent t-dimensional simplices.

For the $K^{\prime}$ triangulation with grid size $\delta=1$ we will calculate the shortest path to reach an a priori given point w, i.e. the number of simplices encountered by following the path from the origin to w. The last generated simplex is the simplex in which $w l i e s$ and is denoted by $\sigma(\bar{w}, \pi, s)$. Observe that $\bar{w}$ is the integer part of $w$. Since the $K^{\prime}$ triangulation is symmetric around the axes and diagonals, we can restrict ourselves to points $w$ in the subset

$$
\mathrm{w}=\left\{\mathrm{x} \in \mathrm{R}^{\mathrm{n}} \mid 0 \leqq \mathrm{x}_{1} \leqq \mathrm{x}_{2} \leqq \cdots \leqq \mathrm{x}_{\mathrm{n}}\right\} .
$$

An approximate formula is derived by observing that on the path the conditions (2.1) must hold with $\bar{f}(x)=f(x)=w-x$. The path leaves the origin $\underline{0}$ in the direction $e=(1,1, \ldots, 1)^{T}$ until the point $w_{1} e$ is reached. Since the path from $\underline{O}$ to $w_{1} e$ is in the one-dimensional region $\left\{x \in R^{n}\left|x_{i}=\max _{j}\right| x_{j} \mid, i=1,2, \ldots, n\right\}$ a path of one-dimensional simplices is generated and hence $w_{1}$ steps have to be done to reach $w_{1} e$. Then the path goes in the direction $e-e(1)$ until $\left(w_{1}, w_{2}, \ldots, w_{2}\right)^{T}$ is reached. This takes $2\left(w_{2}-w_{1}\right)$ steps since now a path of two-dimensional simplices is generated. Generally, for $i=2, \ldots, n$, it takes $i\left(w_{i}-w_{i-1}\right)$ steps to go from $\left(w_{1}, w_{2}, \ldots, w_{i-1}, \ldots, w_{i-1}\right)^{T}$ to the point $\left(w_{1}, w_{2}, \ldots, w_{i}, \ldots, w_{i}\right)^{T}$. So, the length of the path, i.e. the total number of steps of the algorithm becomes

$$
\begin{equation*}
w_{1}+\sum_{i=2}^{n} i\left(w_{i}-w_{i-1}\right)=(n+1) w_{n}-\sum_{i=1}^{n} w_{i} . \tag{2.2}
\end{equation*}
$$

Observe that in the $t$-dimensional region $\left\{x \in \mathbb{R}^{n}\left|x_{i}=\max _{j}\right| x_{j} \mid\right.$, $i=$ $\left.t, \ldots, n, x_{i}<\max _{j}\left|x_{j}\right|, i=1, \ldots, t-1\right\}$ the number of steps is equal to $t\left(w_{t}-w_{t-1}\right)$ with $w_{0}=0$. As shown in Broadie [1], this approximate number differs from the exact formula by only $n+1-\pi^{-1}(n)-\sum_{i=1}^{n}\left(w_{i}-\bar{w}_{i}\right)$, which can be ignored for w sufficiently far from the origin.

Similarly as above we can derive an approximate formula for the 2 n ray algorithm. This algorithm follows a piecewise linear path such that for each $x$ on the path the complementarity conditions

$$
x_{i} \bar{f}_{1}(x) \geqq 0 \quad i=1, \ldots, n
$$

hold. Observe that the conditions (2.3) are dual to the conditions (2.1). From (2.3) it follows that with $s_{1}=\operatorname{sign} x_{i}$ if $x_{i} \neq 0$ and $s_{i}=0$ if $x_{i}=0$, a path in the $(n-|s|)$-dimensional region

$$
\left\{x \in R^{n} \mid s_{i} x_{i} \geqq 0, i=1, \ldots, n\right\}
$$

is followed as long as $\left|\bar{f}_{i}(x)\right|<\max _{j}\left|\bar{f}_{j}(x)\right|$ for all $i$ with $s_{i}=0$ and $x_{i} \neq 0$ for all $i$ with $s_{i} \neq 0$. If $\left|\vec{f}_{i}(x)\right|$ becomes equal to max $\left|\bar{f}_{j}(x)\right|$ for some $i$ with $s_{i}=0$, say index $h$, then $s_{h}$ is set equal to sign $\bar{f}_{i}(x)$ and the dimension is increased. If $x_{i}$ becomes equal to zero for some $i$ with $s_{i} \neq 0$, then $s_{i}$ is set equal to zero and the dimension is decreased.

Again, let $w$ be a point in $W$ and $\sigma(\bar{w}, \pi, s)$ the simplex containing $w$ with which the algorithm terminates. Now the path followed for $\bar{f}(x)=$ $f(x)=w-x$, leaves the origin by increasing the component $h$ for which $w_{h}=\max _{j} w_{j}$. Since $w_{n} \geqq w_{n-1} \geqq \cdots \geqq w_{1} \geqq 0$ and taking the highest component in case of an equality we have that $h=n$. So, a path of one-dimensional simplices in $\left\{x \in R^{n} \mid x_{n} \geqq 0, x_{1}=0, i=1, \ldots, n-1\right\}$ is generated until $w_{n}-x_{n}$ becomes equal to $w_{n-1}$, i.e. the path goes in the direction $e(n)$ until the point $\left(0, \ldots, 0, w_{n}-w_{n-1}\right)^{T}$ is reached. For $\delta=1$ this takes $w_{n}{ }^{-}{ }_{n-1}$ steps. Then the path goes in the direction $e(n)+$ $e(n-1){ }^{w_{n-1}}{ }^{-w_{n-2}}$ steps until the point $\left(0, \ldots, 0, w_{n-1}{ }^{-w_{n-2}}, w_{n}{ }^{-w_{n-2}}\right)^{T}$ is reached. Since now two-dimensional simplices are generated this takes $2\left(w_{n-1} w_{n-2}\right)$ steps. In general, for $i=n-1, n-2, \ldots, 1$, the path goes from $\left(0, \ldots, 0, w_{i+1}{ }^{-w_{1}}, \ldots, w_{n}-w_{i}\right)^{T}$ to the point $\left(0, \ldots, 0, w_{i}-w_{i-1}, \ldots, w_{n}-\right.$ $\left.w_{i-1}\right)^{T}$ with $w_{0}=0$, i.e. in the $(n-i+1)$-dimensional region $\left\{x \in R^{n} \mid x_{j} \geq\right.$ $\left.0, j=1, \ldots, n, x_{j}=0, j=1, \ldots, i-1\right\}$ the path goes in the direction $\sum_{j=i}^{n} e(j)$. Since all components $j=1, \ldots, n$ are increased with $w_{i}-w_{i-1}$ this takes $(n-1+1)\left(w_{i} w_{i-1}\right)$ steps. So, the approximate length of the
path becomes

$$
\begin{equation*}
\Sigma_{i=1}^{n}(n-i+1)\left(w_{i}-w_{i-1}\right)=\Sigma_{i=1}^{n} w_{i}, \tag{2.4}
\end{equation*}
$$

since $w_{0}=0$. It can be shown that again this differs from the exact length only by $n+1-\pi^{-1}(n)-\sum_{i=1}^{n}\left(w_{i}-\bar{w}_{i}\right)$.

We now compare the approximate lengths of the shortest paths given in (2.2) and (2.4). Taking a point $w$ arbitrarily in $R^{n}$ we obtain that

$$
P\left(2^{n}\right)=(n+1) \max _{j}\left|w_{j}\right|-\sum_{i=1}^{n}\left|w_{i}\right|
$$

and

$$
P(2 n)=\sum_{i=1}^{n}\left|w_{i}\right|
$$

with $P(k)$ the length of the shortest path for the $k$ ray algorithm. So, for some $w$ in $R^{n}$

$$
P\left(2^{n}\right) \lesseqgtr P(2 n) \text { if } \max _{j}\left|w_{j}\right| \lessgtr \frac{2}{n+1} \sum_{i=1}^{n}\left|w_{i}\right|
$$

This says that if $w$ is close to one of the axes, e.g. $w=\left(w_{1}, \varepsilon_{2}, \ldots\right.$, $\left.\varepsilon_{n}\right)^{T}$ with $\varepsilon_{2}, \ldots, \varepsilon_{n}$ small relative to $w_{1}$, the $2 n$ ray algorithm should be used. However, if $w$ is close to one of the diagonals, say $w=$ $\left(w_{1}, w_{1}-\varepsilon_{2}, \ldots, w_{1}-\varepsilon_{n}\right)^{T}$ it is better to use the $2^{n}$ ray algorithm. In general, we do not have any information about $w$ a priori. Therefore we compare the expected path lengths of the two algorithms. Again we may restrict ourselves to $W$. Now, Let $a_{1}, \ldots, a_{n}$ be a random sample from a uniform distribution over the interval $[0, a]$ for some $a>0$ and let $a(1) \leqq$ $a(2) \leqq \cdots \leqq a(n) \leqq a$. Then the expected value $E\left(w_{i}\right)$ of the $i-t h$ component of $w=\left(a(1), \ldots, a_{(n)}\right)^{T}$ is equal to $1 a /(n+1)$. So, for the expected values of $P\left(2^{n}\right)$ and $P(2 n)$ we obtain

$$
\begin{equation*}
E\left\{P\left(2^{n}\right)\right\}=(n+1) E\left(w_{n}\right)-\sum_{i=1}^{n} E\left(w_{i}\right)=\frac{1}{2} n a \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
E\{P(2 n)\}=\sum_{1=1}^{n} E\left(w_{i}\right)=\frac{1}{2} n a \tag{2.6}
\end{equation*}
$$

and hence for both the $2^{n}$ ray and the $2 n$ ray algorithm the expected values of the approximate shortest path to a point w uniformly distributed in the cube $\left\{x \in R^{n} \mid\|x\|_{\infty} \leqq a\right\}$ is equal to $\frac{1}{2} n a$, where $\|.\|_{\infty}$ denotes the max-norm. Since $E\left\{\pi^{-1}(n)\right\}=\frac{1}{2}(n+1)$ and $E\left(w_{1} \bar{w}_{1}\right)=\frac{1}{2}$, the expected value of the approximate length differs from the expected value of the exact length only by $\frac{1}{2}$. It should be observed that the mesh of the $K^{\prime}$ triangulation is $\delta \sqrt{n}$ with $\delta$ the grid size. Normalizing the mesh to be equal to one by taking $\delta=1 / \sqrt{ }$, the expected value increases with a factor $\delta^{-1}=\downarrow \mathrm{n}$.

Corollary 2.1. The expected length of the approximated shortest path to a point uniformly distributed in $\left\{x \in R^{n}\| \| x \|_{\infty} \leqq a\right\}$ is for both the $2^{n}$ ray and $2 n$ ray algorithm equal to $\frac{1}{2} a n \sqrt{n}$, when taking the $K^{\prime}$ triangulation with mesh one.
3. Further remarks and conclusions

In the previous section we have calculated the expected length of the shortest path to a point uniformly distributed in a cube. However, the choice of a cube is rather arbitrarily. Some other possible choices are the ball or the octahedron. Doing so we have to take a uniform distribution over a set with the Euclidean norm $\|$. $\|_{2}$ respectively the one-norm 1. I. bounded by some positive number a, instead of taking the max-norm. In particular the Euclidean norm seems to be a very natural choice. Unfortunately the calculations of the expected length of the shortest paths become much more complicated when taking the Euclidean norm or the one-norm, since then we need the expected values of $w_{1}, w_{2}, \ldots, w_{n}$ with $\left(w_{1}, w_{2}, \ldots, w_{n}\right)^{T}$ a random point from a uniform distribution over the ball or octahedron, yielding the condition $\sum_{i=1}^{n} w_{1}^{2} \leqq a^{2}$ and $\sum_{i=1}^{n}\left|w_{i}\right| \leqq$ a respectively. Therefore we restrict ourselves to the case $n=2$. It should be observed that the ratio between the lengths of the paths for the $2^{n}$ ray and the $2 n$ ray algorithm does not change when we take a uniform distribution over the boundary. Recall from the previous section that $P_{\infty}\left(2^{n}\right) / P_{\infty}(2 n)=1$, with $P_{p}(k)$ the expected length of the $k$ ray algorithm for the $p$-norm.

For $n=2$ and $p=1$ and with $w \in W$, we have to take a uniform distribution over the line segment between the points $(0, a)^{T}$ and $\left(\frac{1}{2} a, \frac{1}{2} a\right)^{T}$. So, $E(w)=\frac{1}{2} a$ and $E\left(w_{2}\right)=\frac{3}{4} a$ and hence from (2.2) and (2.4) it follows that $P_{1}\left(2^{n}\right)=5 a / 4$ and $P_{1}(2 n)=a$. For $n=2$ and $p=2$, $w$ is a random point from the uniform distribution over the ball segment $\left\{x \in R^{n} \mid x_{1}=\right.$ $\left.a \sin \alpha, x_{2}=a \cos \alpha, 0 \leqq \alpha \leqq t \pi\right\}$. Clearly, $E\left(w_{1}\right)=a \sin \pi / 8$ and $E\left(w_{2}\right)=a \cos \pi / 8$ and it follows from (2.2) and (2.4) that $P_{2}\left(2^{n}\right)=$ $2 a \cos \pi / 8-a \sin \pi / 8 \simeq 1.47 a$ and $P_{2}(2 n)=a \cos \pi / 8+a \sin \pi / 8 \simeq$ 1.3la. Concluding we have that for $n=2$ holds

$$
\begin{equation*}
\frac{P_{\infty}(2 n)}{P_{\infty}\left(2^{n}\right)}=1>\frac{P_{2}(2 n)}{P_{2}\left(2^{n}\right)}=0.89>\frac{P_{1}(2 n)}{P_{1}\left(2^{n}\right)}=0.80 \tag{3.1}
\end{equation*}
$$

which says that for the $2 n$ ray algorithm the expected length of the shortest path is less than for the $2^{n}$ ray algorithm when taking the Euclidean norm or the one-norm. We have seen already in section 2 that
$P(2 n)<P\left(2^{n}\right)$ if $\max _{j}\left|w_{j}\right|<2(n+1)^{-1} \sum_{i=1}^{n}\left|w_{i}\right|$ and reversely. Taking a uniform distribution over the cube, the area of the region with points for which $P\left(2^{n}\right)<P(2 n)$ is equal to the area of the region with points for which $P(2 n)<P\left(2^{n}\right)$. However, taking the Euclidean norm there are more points with $P(2 n)<P\left(2^{n}\right)$ than the reverse and the difference becomes even larger when taking the one-norm. Therefore we may expect that (3.1) also holds for $n>2$. In fact we have that taking a finite norm there are more points close to the axes than close to the diagonals. So we may conclude that the $2 n$ ray algorithm seems to perform slightly better than the $2^{n}$ ray algorithm, supposing that the analysis done so far for the linear case gives an indication for the amount of work to be done in nonlinear cases. However, from the computational results reported in Kojima and Yamamoto [13], van der Laan and Seelen [4] and Broadie $[1,2]$, the $2^{n}$ ray algorithm appears to the slightly more efficient. We may ask whether this should be due to the nonlinearity of the problems and hence whether we have to reject the supposition just stated above. In our opinion this supposition should not be rejected. We think that the results in the references mentioned above are not unbiased since almost all computational experiments have be done with standard testproblems. By the structure of these problems and the starting points chosen in the experiments it occurs that in most of the cases the zero point is on or close to one of the diagonals. For instance, some of the problem have a solution at the point $e=(1, \ldots, 1)^{T}$ whereas the algorithms were started at the origin. As we have seen in the previous section it is advantageous to use the $2^{n}$ ray algorithm in such cases. So the computational results do not contradict the theoretical analysis of this paper.

In [1,2] it is observed that for a 10 -dimensional version of a problem of Kellogg, Li and Yorke, the $2^{n}$ ray algorithm spends over $80 \%$ of the time in regions of dimension less than 10 and over $50 \%$ of the time in regions of dimension 7 or less. Recall that in regions of low dimension computer time can be saved in updating the system of linear equations. In section 2 we have seen that for the linear problem $f(x)=$ $w-x$ the number of steps in dimension $t$ is equal to $t\left(w_{t}{ }^{-W} t-1\right)$. With $w a$ point from a uniform distribution in a cube we have $E\left(w_{t}{ }^{-w}{ }_{t-1}\right)=a /(n+1)$ and hence the expected number of steps in dimension $t$ is $t a /(n+1)$. Since the total number of steps is $\frac{1}{2}$ na we have that the expected amount of
work in dimension $t$ is $2 t / n(n+1) \times 100 \%$. So, for $n=10$ the expected amount of work in dimension 10 is $18 \%$ and the expected amount of work in dimensions 7 or less is $51 \%$. These numbers confirm the computational results of Broadie. From the analysis in section 2 it follows immediately that for the $2 n$ ray algorithm the expected amount of work in dimension $t$ is also $2 t / n(n+1) \times 100 \%$. So, again the results are the same for the two algorithms when taking a uniform distribution over the cube. In [4] it is observed that the $2^{n}$ ray algorithm consumes considerably less computer time per function evaluation than the $2 n$ ray algorithm, which is ascribed to the fact that the $2^{n}$ ray algorithm works rather long in low dimensions. Again this might be caused by the fact that most of the testproblems have zeroes close to the diagonals, in which case the $2 n$ ray algorithm works most of the time in high dimensions and the $2^{n}$ ray algorithm works most of the time in low dimensions.

We conclude this paper with two additional results. First, we give the expected length of the paths for the $J^{\prime}$ triangulation, recently proposed by Todd [11]. For this triangulation we have that in the region $W$ the movement in the direction $e(1)$ is twice as fast as for the $K^{\prime}$ triangulation, whereas the mesh of the triangulation is equal to the mesh of the $K^{\prime}$ triangulation. Since also the $J^{\prime}$ triangulation is symmetric around the axes and the diagonals, we may restrict ourselves to points in $W$. So, the only difference is that in the direction $e(1)$ we need as half as much steps than for the $K^{\prime}$ triangulation. It follows from section 2 that for the $2^{n}$ ray algorithm the expected number of steps reduces with $\frac{1}{2} n a /(n+1)$ and for the $2 n$ ray algorithm with $\frac{1}{2} a /(n+1)$. We see that the $J^{\prime}$ triangulation is more efficient for the $2^{n}$ ray algorithm than for the $2 n$ ray algorithm. However, for the $2^{n}$ ray algorithm the expected number of steps reduces only with a factor $n /(n+1)$.

Secondly, we give the length of the path for Merrill's algorithm (see [7]). Starting in $(v, 0)$, this algorithm follows a path of zeroes of the homotopy function $H(x, t)=t f(x)+(1-t)(v-x), 0 \leqslant t \leqslant 1$. Clearly, when $f(x)=w-x$ and $v=\underline{0}$ this path is the straight line from ( 0,0 ) to $\hat{w}=(w, 1)$. In Todd [10, theorem 3.2] it is stated that the number of simplices on this line is equal to

$$
\Sigma_{i=1}^{n+1}\left|\hat{w}_{i}\right|+\Sigma_{i<j}| | \hat{w}_{j}\left|-\left|\hat{w}_{i}\right|\right| \cdot
$$

Taking $w$ in the region $W$ we obtain that the number of simplices is approximately equal to

$$
\Sigma_{i=1}^{n} w_{i}+\Sigma_{j=1}^{n} \sum_{i=1}^{j}\left(w_{j}-w_{i}\right) .
$$

With $E\left(w_{i}\right)=1 a /(n+1)$, it follows that the expected number of simplices is an $+a n(n-1) / 6$. Since $50 \%$ of the generated simplices have a new vertex on the zero-level the expected amount of work on the one-level becomes

$$
\mathrm{E}\{\mathrm{P}(\text { Merrill })\}=\frac{1}{2} a n+\mathrm{an}(\mathrm{n}-1) / 12 .
$$

Compared with (2.5) and (2.6) the expected amount of work has an additional term of the order of $\mathrm{n}^{2}$.
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