
  

 

 

Tilburg University

A neural network model to forecast and describe bond ratings

Kamp, B.

Publication date:
1994

Link to publication in Tilburg University Research Portal

Citation for published version (APA):
Kamp, B. (1994). A neural network model to forecast and describe bond ratings. (Research memorandum /
Tilburg University, Faculty of Economics and Business Administration; Vol. FEW 682). Unknown Publisher.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 12. May. 2021

https://research.tilburguniversity.edu/en/publications/50eac7b6-5791-4045-a9c6-b1cd2e549774


CBM
R

iiiiii iiuuiiuuii iiuuuii imi uuuia mi

~aculty of Econo
Business Adm' stration





A neural network model
to forecast and describe
bond ratings

Drs. B. Kamp

FEW 682

Communicated by Prof.drs. G.G.M. Bak RA



A neural network model to forecast and describe bond ratings

This is a brief introduction to the research project conducted by Bart Kamp at Tilburg
University, Department of Accounting 8t Auditing. The reader needs to have some general
knowledge about financial accounting is assumed. No advance knowledge of neural
networks is assumed. The description of neural networks in this paper will be general.
More technical details are presented in the appendix, but these are not necessary to
comprehend the paper.
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1. Introduction and summary

This paper presents a number of research items from a research project on the function of
financial statements in assessing the solvency of a company. This function is discussed in
Part I of this paper. Here, the operationalization of solvency is discussed. This is achieved
by using bond ratings as a proxy for solvency. Subsequently, several statistical methods
are described of models simulating bond ratings. At the end of Part I, neural networks are
introduced as possible outperformers of conventional statistical models.

In Part II is a description given of how bond ratings can be simulated by neural networks.
A number of inethodological problems are discussed, and tentative results of developed
neural networks are presented.

Part I Background of the problem

1.1 Introdu~tion

In the literature on this subject, the interpretation of ónancial statements is not well-
defined. Although the objective of financial statements seems clear, providing insight into
the equity and profit of the firm, in practice the analysis of financial statements lacks
structural methods. This may be due to an inability to define an all-purpose concept of
profit and the uncertain future.
But even if different concepts of profit are recognized, there is no single theory which
explains in which case each concept is applicable. The applicable concept of profit may be
not only dependent on the firm, but also on the type of user of the financial statement.
These dependencies are largely unknown.

However, financial statements are widely used. Research shows that financial analysts for
instance regard financial statements as very important.
The analysis of financial statements is supported by a large number of ratios. The choice
and interpretation of these ratios is based on the judgment of the analyst. With experience,
the analyst might be able to recognise trends or problem areas.

However, in many cases the specific purpose of the financial analysis is rather vague.
Investment brokers often conclude their analysis with a Buy, Hold or Sell recommendati-
on. This is a rather broad area of analysis and, therefore, hard to operationalize for further
study.
Therefore, the bond rating was chosen as object for further study. The objective of bond
rating analysis is straightforward: will the analyzed firm be able to pay interest and
redemption on the maturity date of the issued bond? In other words, this is an assessment
of the solvency of the firm.
The result of this analysis is presented in an easy to understand form: a rating which can
range from AAA (very reliable) to D(in default).
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In this study, an attempt was made to gain insight of the use of financial statements by
bond rating agencies. If more is known about the real needs of (this category of) users,
recommendations for improving financial accounting can be more objective-related.

1.2 Bond ratings

Bond ratings are prepared by bond rating agencies. The most well-known bond rating
agencies are US-based. In this investigation, only these agencies were considered.
Although bond rating agencies are private enterprises, their function is a semi-government.
The two major agencies are the Moody's Corporation and Standard 8L Poor's. Other well
known agencies are Fitch and Duff 8z Phelps.
Moody's and SBr.P rate the majority of all bonds outstanding. This is done on the request
of the issuing company or on their own initiative. Municipal bonds issued by (local)
public services as well as corporate issues are rated. In this study, the rating of corporate
(industrial) debt are investigated.

Bond ratings are presented in the form of a letter combination. The highest rating is AAA
(SácP) or Aaa (Moody's). The ratings descend through AA, A, BBB, BB etc. (Aa, A, Baa,
Ba for Moody's) to D, the rating for issues in default.
The meaning of the ratings of both SBzP and Moody's are equivalent. In practice, a major
division is made at ratings of BBB (Baa). Ratings of BBB (Baa) and higher are considered
'investment grade', which means that these issues are relatively safe. Ratings below BBB
(Baa) are considered speculative issues (junk bonds).

The bond rating agencies likewise regard this point as the major distinction. Positive
elements in their analysis will raise the rating above BBB (Baa), negative elements will
decrease the rating below this level.

The definition of bond ratings implies that a rating is applied to a specific bond issue, not
to the entire company. In practice, this distinction may be not that relevant. If a rating is
applied strictly to a specific issue, one may expect that the rating will tend to move to one
of the extremes when it approaches maturity. If a loan matures within one month, the
uncertainty about a possible default will be very low, so that the rating would be AAA or
D, but not a middle rating. In practice however, this movement does not exist. In general,
redemption of a bond is realised through the issue of a new bond (or another form of
financing). The success of this new issue depends on the financial health of the company
(in the broadest sense). Thus, since the financing by bonds is a continuous process, the
rating of a specific bond equals a rating that can be applied to the entire company.
In general, if a company has issued several bonds, they all will have (almost) the same
rating. Some differences may occur between different issues, but these are due to differ-
ences in indenture (see Indenture).

The bond rating agencies are reluctant to present a detailed description of their analysis
procedures. This is because bond ratings are to a large extent based on judgments. These
judgments might be hard to explain using only sound and logical arguments. The agencies
argue that if they have to explain the analysis in detail, they will have to stick to 'hard'
figures. Thé resulting lack of 'soft' information and judgment will diminish the quality of
the rating.



1.3 The role of bond ratings on financial markets

Bond ratings are regarded as reliable and unbiased estimates of solvency.
Since demanded return on loans vary with the level of risk incurred, interest yields relate
strongly to bond ratings. Thus, the bond rating influences the interest costs of the firm.

Bond rating agencies stress that the ratings are not a recommendation to buy, hold, or sell.
A rating is only an indication of the default risk. It is up to the investor to decide whether
a certain bond matches his risk preferences.
In this fashion, bond ratings play a role in the access to the financial market. Most
insurance companies and saving banks are statutory or legally restricted to invest their
funds in investment-grade bonds. Because of this restriction, the issue of higher-risk bonds
is more difficult.

Several investment models for bond trading include the bond rating as a variable. One of
the underlying hypotheses is that since the interest risk is a more significant part of the
total risk for high-rated bonds than for low-rated bonds (which contain an additional
default risk), high-rated bonds will react more strongly to interest changes than low-rated
bonds.

These points indicate that bond ratings play an important role on the bond market.

1.4 The bond-rating process

When a company plans a bond issue, an application form for a rating can be sent to one
of the bond-rating agencies. After acceptance, the agency holds what could be termed a
type of audit. A team of analysts prepares reports on the company. The main sources of
information are:
-financial statements of the previous years
-issue contracts
-market-development information
-discussion with the board of directors

Based on this information, forecasts are prepared regarding the cash-flow capacity and
estimated profits.
Although bond-rating agencies regard themselves as outsiders to the company, they may
receive more information than the general public. Several authors have previously pointed
out the internal company forecasts that are presented to the bond rating-analysts.
The agencies claim that the real contents of the forecast are not as important as the fact
that the company does have a forecast. Having forecasts indicates that the company is
aware of those future events that may influence the health of the company.
Other non-public information is also presented to the analysts, for example, the VAR of
Dutch banks.
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Analysis by bond rating analysts is directed at 5 areas:
-Liquidity
-Profitability
-Indenture (the legal sttvcture of the issue and the rights of creditors)
-Asset protection (value of the assets if sold at default)
-Quality of the management

Liguidity and profitability

Liquidity (cash generating power) and profitability are objects of financial analysis.
Several handbooks regarding the analysis of financial statements are currently available.
However, these books focus on the meaning of the distinctive elements of the financial
statements, such as definitions of goodwill, deferred taxes, etc. .
The use of these figures is always described in terms of ratio analysis. Several common
ratios are discussed, such as the leverage ratio (equityldebt), the coverage ratio (interest
and other fixed costslnet profit or cash flow) and current ratio. Surprisingly, no alternative
approaches to financial statement analysis other than ratio analysis were found in the
process of this investigation. Apparently, there are no methods or conceptual frameworks
for dealing with non-quantitative information in financial statements.

Financial analysis as it is described in literature does not answer such questions as:

-How do financial statements relate to other sources of information regarding solvency?
Dutch law states that financial statements should inform about solvency ( and liquidity) as
far as tlie nature of finnncial stntements tnakes tltis possible. The reserve regarding the
nature of financial statement may point to the lack of explicit future-oriented information.
However, taking into account the perceived relevance of financial statements by analysts,
this lack does not prohibit the use of financial statements. Apparently, relevant information
is included in an implicit manor. In the current investigation an attempt was made to
identify these possibilities and constraints of the use of financial statements.

-Which ratios does one need ín order to assess the solvency? In the literature, some
authors have criticized the theoretical foundation of common ratios.

-How can different methods of accounting be dealt with? Most methods are based on the
assumption of 'going concern'. If your analysis is directed at testing this assumption (i.e.,
solvency -'will the concern continue to 'go'?'), will this assumption cause bias?

-How can one best decide between profit oriented ratios and cash flow oriented ratios?
Some authors regard cash flow as more relevant than profit, but there is little relevant
theory about the use of the statement of funds.

-How can ratios be interpreted?
Ratios are not integrated to any kind of overall assessment model. For each ratio, the
analyst has to use his judgment in appraising the level of the calculated ratio. Some
authors point out that ratio analysis is only a first tool for indicating potential problem
areas. Whether additional information is available for exploring potential problem areas in
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more detail is, however, not discussed.

Rating agencies state that the stability of relevant ratios is more important than the actual
level. Rating agencíes dislike surprises. They expect the management of the issuer firmto
inform them in a timely manner of negative developments in market conditions. Unex-
pected bad news will result in a stronger downgrading than anticipated bad news.

Indenture

The contracts of bond issues contain restrictions or constraints and legal claims to protect
the bond holders.
Research has revealed that 90qc of all indenture provisions found in practice can be
categorised into one of four groups:

-lien restriction: the firm is restricted in issuing additional secured debt.
-sale-and-lease-back restriction: this prohibits the increase of leverage by sale and lease
back coniracts.
-debt restriction: the leverage is restricted to a maximum (measured by a defined ratio)
-dividend restriction: this restricts the pay-out of dividends to certain limits. Otherwise
wealth can be transferred from bond holders to shareholders.

The degree to which indenture is included in the issue is a trade-off. If severe constraints
are implemented, the fitm will not be able to accept some worthy opportunities because
indenture provisions will prohibit this. For example, Chrysler almost collapsed because it
was not allowed to raise extra secured debt in order to finance reorganisation. On the other
hand, extensive indenture provisions will raise the level of the bond rating, which will
result in lower interest costs.

Some authors stress the importance of indenture provisions in bond-rating models. This
can be regarded as doubtful. First, investigations have revealed that 40~10 of all issues do
not have any indenture provisions described above. Second, a bond rating is, theoretically
at least, given to a specific issue, not to the entire company. Many companies have several
issues outstanding. In general, the bond ratings of the issues of the same company have
the same bond rating. Only minor differences may appear, for example an added f or -. In
the literature, these differences are directed at differences in indenture. Apparently, the
intluence of indenture may be rather modest.

Asset protectior:

If a company is not able to meet its obligations, the assets will be sold to raise cash for
the creditors, as a last resort. The amounts presented on the balance sheet are, however, no
indication of the realisable revenues in such circumstances. If default is not expected, the
balance sheet contains the costs of the assets (whether based on historical cost or current
cost) to be deferred to future periods. Thus, these amounts are not related to the receivable
revenue in the event of immediate sale of the asset.

For some assets, a forced sale will have a stronger impact on the realisable price than for
others. Highly industry-specific machines may be hard to sell, while fast-moving inventory
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items may be easy to sell. This kind of liquidity is not always assessable from the
financia] statements. A description of the assets in the notes to the financial statements
may reveal this to some extent.

Asset protection only plays a role at the moment the company dces, in fact, collapse. If
the company has good prospects, asset protection is not important. Therefore, the rating
agencies state that asset protection is of limited relevance.

Qualih~ of management

Quality of management is assessed by reviewing the history of the firm, the ability of the
management to make forecasts and other management skills. The analysts also review the
recruitment and outplacement of management. A high rate of change in managers may
indicate instability in the firm's policies.

To illustrate the distribution of bond ratings, the appendix presents the SácP ratings of a
number of well-known companies.

1.5 Simulation of bond ratings

In the last three decades, attempts have been made to explain and predict bond ratings by
statistical means.
One of the purposes is to predict changes of bond ratings. The ability to anticipate on
these expected changes could be an advantage when the trading in bonds.
Another purpose is more scientifically oriented. Simulation could help in describing the
process of financial analysis and in lifting the lid of the black box called 'judgment'.

1.5.1 The purpose of bond-rating simulation

The purpose of simulating bond ratings in this study is to gain more insight into the rele-
vance of financial statement figures in relation to solvency.
When possible, also variables which are not in the financial statements but may be
suitable for inclusion in the annual accounts will be included. If these data prove to be
relevant, inclusion of these figures in the financial statements could be recommended.

Some consideration should be given to the fact that bond ratings are subjective opinions
about solvency. A more direct method of obtaining an assessment of solvency could be
observing actual default.
Several studies have been made to the prediction of default. The most famous study
resulted in the Altman Z-score model. This model is limited in that it calculates only two
possibilities: the company will default of it will not default (within a specific time-
horizon). Bond ratings offer a more diverse scale of financial health.
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1.5.2 Statistical tools

Several analytical tools of simulation can be used. The main tools are regressíon analysis
and multiple discriminant analysis.
These tools are non-model tools, which means that no assumptions of the underlying
model is required. Input variables are simply fitted to the corresponding output. The
results of these models are moderate.

Another category is that of expert systems. These models are based on rules obtained by
observing and interview of 'experts'. In the case of bond ratings, this means that the bond
rating analysts is asked how they reache to a rating. Then this method is described in
logical rules and programmed into a computer.
A major drawback of expert systems is that experts are not always capable of explaining
their decisions. Many decisions are made based on judgment and experience.
In the literature, there were some references to expert systems on the area of credit rating
by banks. This credit rating is related to the bond rating process but only to a limited
extent. The bank decision is an acceprrnot accept problem and the methods may differ
from bank to bank. There is no generally accepted standard for this kind of solvency
rating.
Since rating agencies stress the importance of judgment and the fact that a rating is a
compromise decision of several analysts, application of expert systems would not appear
to be very appropriate.

Since 1990 several new forms of Artificial Intelligence raised quickly in development,
such as machine learning and neural networks.
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Part II Neural networks

2.1 Reasons for using neural networks

Neural networks are a type of statistical tool. Neural networks are able to recognise non-
linear patterns in data. Examples of inputs with the corresponding outputs are presented to
the network. By making slight adjustments to its model each time an example is presented,
the neural network fits its model to any pattern in the data. This process of continuous
adjusting of its model is called 'learning': at the start, the network is not able to recognise
the relations between inputs and outputs, but each time a new example is presented, it
learns a bit how inputs relate to outputs. (for more technical details, see the appendix.)
Similar to regression and multiple discriminant analysis, neural networks require do not
require assumptions about the underlying model.
(To prevent misunderstanding: neural networks are software products and do not need

special kinds of computers. Computer networks such as LAN or otherwise connected
computers have nothing to do with neural networks.)

Several studies have explored the performances of neural networks in bond-rating classifi-
cation. Jun Woo Kim made a comparison of the performance of neural networks,
regression-, discriminant-, logistic analysis and rule based systems. The predictive power
of these tools are presented in the chart.
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2.1.1 Reasons for building a new bond-rating neural network

The literature on developed models does not specify the details of the neural network
architecture. Therefore, one cannot study the significance of the used input variables, or
make adjustments to customize the model for further study.

Second, the numbers of patterns used are limited and often the patterns are resttycted to
investment grade bond ratings (- ratings higher than average). If more patterns are used,
the model may be improved.

Another problem is the type of variables used in these neural networks. A neural network
model developed by Dutta included variables such as "projected next 5 year revenue
growth rate" and "subjective prospect of company".
Due to their subjective nature, these variables may be biased by the researcher since the
researcher may be aware of the actual ratings. This would invalidate the model, since the
input would already implicitely contain the corresponding output. In other words, such a
model has no predictive power. If a prediction has to be made for a bond rating of an
unknown company, except for the financial statements, the model cannot be used since the
value of the input variable "subjective prospect of company" is unknown. If this variable
would be known, the solvency is known, even without using the model.

To extend the model to all bond ratings, and using other financial statement input
variables, I am preparing neural network models myself.

Another reason for using neural networks is that, although the image of neural networks is
complex, their use is rather easy. At a conference on neural networks at the Technical
University in Delft, the statement "Neural networks, statistics for amateurs" was defended.
With neural networks the user does not have to bother (in fact: car[not bother) with
autocorrelation, t-statistics and other considerations crucial in the application of regression
analysis. This may be an advantage, but, of course, there are disadvantages (see section
2.3). In the future, neural networks might be applied in several areas of business science,
including auditing. For example, some companies use neural networks for the detection of
fraud. In such cases, the auditor has to be convinced of the reliability of this in[ernal
control tool. This research may be a first step in making neural networks more familiar in
the auditing profession.

2.2 Building a neural network

In order to achieve sufficient capacity for learning, the neural network requires a lot of
examples. The more examples it is given, the better it can recognise general patterns.
Neural networks described in literature use approximately 150 to 250 examples. These
examples include only investment grade ratings or ratings of B and higher.
In order to make the domain of the model more complete, all rating categories are used
and the number of examples was increased. Currently, approximately 600 examples have
been collected, although for some of the examples the number of variables per example is
yet rather small. There is a database with an extended set of variables for 300 examples.
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The choice of variables included in the model is based on publications of the bond rating
agencies and theoretical relations between financial statements and solvency. Examples of
possible variables are:
-equity to debt
-interest to cash flow
-total balance
-dividend payout ratio

Using dummy variables makes possible the use of variables such as business industry.
Using more than one year's figures, it is possible to calculate additional variables
regarding average values and the stability measures of used ratios.

2.3 General problems in building neural networks

Although neural networks can make models of classification problems, they have some
serious shortcomings.
The most remarkable shortcoming is that a neural network does not reveal its "internal
representation" (i.e. the structure of its solution of the problem). Observing the neural
network, it is very difficuldimpossible to explain how the neural network made its classifi-
cation. In regression models, one can see through the regression formula, in which manner
a variable influences the output. In theory, a neural network model can be written as a
formula, but this formula is extremely complex. All of the variables are put together and
then redistributed in a complex manner. Thus, there is no clear-cut relation between input
and output. Currently, the internal representation of neural networks is a black box.
This problem is inherent in the use of this sort of tools. Since 'easy' linear models such as
regression are not appropriate, one may chose a non-linear model such as neural networks.
But in that case it is obvious that the resulting model is harder to understand than a simple
model.

Due to this black box, it is not possible to enter information about the relations the user
already knows. For example, there are rules of thumb stating that AA-rated companies
have some minimal level of certain ratios, or that in a specific industry ratings higher than
AA are rare. This kind of information cannot be implemented in a neural network. The
network has to find this out by itself.
Neural networks are therefore fundamentally different from expert systems. (Expert
systems are sets of consistent logical rules, derived from human experts).

Also the way in which neural networks learn is largely unknown. Although the calcula-
tions performed in each neuron and the calculation of the weight adjustment is known, the
dynamics are hard to predict. How a neural network converges to an optimal setting of the
weights is not clear. Thus, it is hard to say which vaziables are important. Using
regression analysis, one can select the relevant variables based on assumptions of the
distribution of certain elements (for example, a normal distribution of the residuals). Since
neural networks are nonlinear, these assumptions are not valid, so these advanced statistics
cannot be used.

These shortcomings imply that there are no general rules for constructing a neural
network. One should try several different architectures on a trial and error basis. In
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discussion with colleague-neural network engineers, I obtained several rules of thumb for
some problem areas.

This results in a remarkable paradox. It is possible to construct a model of a difficult
problem which performs well, but you do not know how it operates. Thus, it is much
easier to make a prediction using neural networks than to describe the process of predic-
tion.

On the other hand, this problem is only an extreme on a scale which is also applicable for
other methods, for example regression analysis. The regression coefficient is also a rather
complex formula. It is hard to understand at first sight why this formula minimizes the
squared residuals ("BLUE", Best Linear Unbiased Estimator). The acceptance of regression
is more a matter of tradition than full understanding of its characteristics by most users.

There seems to be some development in assessing a better insight into the role of the
several variables, but this is still in a experimental stage.

2.4 Results up to now

As many ratings as possible ratings were selected from Standard 8t Poor's Bond Guide
November 1993. The bond guide contains additional information like several key ratios for
most companies. More than 600 companies were eligible for inclusion in the model. The
key ratios are:
-fixed charge coverage 1990, 1991, 1992
-cash 8z equivalents
-current assets
-current liabilities
-long term debt
-capitalization
-total debt to capital

From the total set of patterns, approximately 50 patterns are set aside for testing purposes.
The remaining patterns are used for training. Thus, the number of training patterns is far
larger than earlier (neural network) models. The number and nature of the variables is,
however, restricted to the figures given in the bond guide. For example, ratios regarding
cash flow and the sort of industry are not used in this model. Neither are corrections made
for differing accounting methods.

After several trainings using different architectures and learning paradigms the best models
predict 60cIc to 65c7c of the test set correctly. Only Sqe to 8~l0 of the test set had an error
of more than one rating category ( i.e., a prediction of BBB while the actual rating is B).
(Each model took 10 to 20 minutes training time.) This almost outperforms the conven-
tional models. A direct comparison is not possible since the range of ratings in the
conventional models are restricted to investment grade ratings.

Models that should predict whether a company has an investment grade rating or a
speculative rating predict more than 90o1c correctly. Taking into account the limited set of
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variables, this is a remarkable result.

Other data are downloaded from Datastream, resulting in a total of 45 possible variables.
A rule of thumb says that one needs some variables with high correlations with the output,
and some variables with small correlations. Like other statistics, variables should not be
correlated with each other (multicollinearity).
The four variables with the highest correlation (in absolute terms) with the quantified bond
rating are:
-average fixed charge coverage (logarithm) -0.70
-cash flowltotal debt -0.59
-average net profit -0.57
-total debt to capital 0.54

Finding these variables as the highest correlated variables is supported by the literature on
financial statement analysis. The signs of the correlations are also in line with the theory.

Using these variables, the neural network can predict 60qo correctly. Leaving the average
interest coverage out, the performance decreases to 56070. (This small decrease may be due
to the moderate collinearity with the other variables).

Adding the next four highest correlated variables (equity, current liabilities, current assets
and total retum) resulted in a 5807o performance.
It can be noted that most figures presented in the Bond Guide are positioned in the upper
region of correlated variables.

Using only the four least-correlated variables (debtors' days, creditors' days, stock days
and the stability of capital leverage) resulted in a 30oIo performance.

2.5 Directions for further research

The performance of the neural networks are slightly better than conventional models. Their
predictions are at least as good as the conventional models, but use fewer variables.
Performance may be improved by a better selection of variables and network design. One
of the possibilities is to explore the potentials of the Altman Z-score as a variable.
Likewise, other variables used in earlier models have not yet been included.
Industry-indicating variables may be relevant and it may be possible to develop industry-
specific models. For example, there are large sub-sets of oil companies and gas 8t electric
distributors in the total pattern-set.

Likewise, models restricted to investment gradelspeculative grade classification may be
interesting, since this is the major distinction between "good" and "doubtful" companies.

l3



Literature

Corporate distress diagnosis: comparisons using linear discriminant analysis and neural
networks, E.I. Altman, ín: Joumal of banking and finance, 18 (1994)

The implications of corporate bond ratings drift, E.I. Altman, in: Financial Analysts
Journal, MaylJune 1992

Pattern recognition devices as a support to financial economic decicion making, D.
Baestaens, unpublished paper

Hoe ver reikt de invlced van ratinginstituten?, M. Bakker, in: FEM, March 1992

Prognosemceglichkeiten van Kapitalverlusten, K. Beerman

New tools make fuzzylneural more than an academic amusement, special report in:
Computer Design, July 1994

Bond rating: A non-conservative Application of neural networks, S. Dutta, in: Proceedings
of the IEEE Conference of San Diego, 1988

Neural Network PC Tools, a practical guide, R.C. Eberhart

The bond rating process, L.H. Ederington

Credit scoring by enlarged discriminant models, P. Falbo, in: Omega, 19 (1991)

Is a bond rating downgrade bad news, good news, or no news for stockholders?, J.C. Goh,
in: The Journal of Finance, December 1993 "

Bond ratings as an investment guide, G. Harold

Rating industrial bonds, D.F. Hawkins

Introduction to the theory of neural computation, J. Hertz

The determination of long-term credit standing with financial ratios, J.O. Horrigan, in:
Journal of Accounting Research, 4, suppl. 1966

An emperical im~estigation of the role of indenture provisions in determining bond ratings,
M.E. Iskandar-Datta, Journal of Banking and Finance, 18 (1994)

Using neural networks for credit scoring, H.L. Jensen, in: Managerial Finance, I8 (1992)

Credit rating by growing neural net, M. Jirina, unpublished paper

Bond ratings, M.J.L. Jonkhart, in: ESB, 1991

14



Expert systems for bond rating: a comparative analysis of statistical, rule-based and neural
network systems, J.W. Kim, in: Expert Systems, August 1993

Financial statement analysis: a new approach, B. Lev

Architecture selection strategies for neural networks: application to corporate bond rating
prediction, J. Moody, in: Neural networks in the capital market, John Wiley 1994

Financiele analyse van ondememingen, H. Ooghe

A multivariate analysis of industrial bond ratings, G.E. Pinches, in: The joumal of
Finance, March 1973

The basic ideas in neural networks, D.E. Rumelhart, in: Communications of the ACM,
March 1994

What's in a bond rating?, T.F. Pogue, R.M. Soldofsky, in: Journal of financial and
quantitative analysis, June 1969

Corporate bond rating in the Netherlands, K. Roszbach

Inductive learning for risk classification, M.J. Shaw, in: IEEE Expert, February 1990

How corporate and municipal debt is rated, H.C. Sherwood

An alternative approach to predicting corporate bond ratings, R.R. West, in: Journal of
Accounting Research, 7 (1970)

The inarticulacy of expertise, J. Winkles, in: IEEE Expert, August 1992

Solvabiliteit beoordeeld, A.W.J. van Wylick, in: Bank- en Effectenbedrijf, June 1991

15



Appendix: Well-known companies with their Standard 8c Poor's bond rating at April 1994.

General Electric AAA
Kellogg AAA
Chesebrough-Pond's AAA
Exxon AAA
Shell AAA
Boeing AA
Mobil AA
Procter 8r. Gamble AA
Mc Donald's AA
Dow Jones AA
Heinz AA
Coca Cola AA
Walt Disney AA-
Merrill Lynch At
Gilette Af
Colgate-Palmolive At
PepsiCo A
Xerox A
Texas Instruments A
Philip Morris A
IBM A
Dow Chemical A
Ford A
American Express A
Digital Equipment A-
Lockheed A-
Reebok A-
Kodak A-
Polaroid BBBf
Hertz BBBf
Mc Donnell Douglas BBB
Union Carbide BBB
Chrvsler BBB
Black 8c Decker BBB-
i`lattel BBB-
Chiquita BB
Delta Airlines BB
Unisvs BB-
Plavtex Bf
Trump Plaza B
Seven lip B-
Memorex C
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Technical details of the bond-rating neural network model

The total pattern set contains 254 pattems of bond ratings with corresponding financial
statement figures and ratios. The bond ratings are selected from the Standard 8c Poor's
Bond Guide, April 1994. From this total set 54 patterns were set aside for testing
purposes (test set). The remaining patterns were used for training.

Output definition

The bond ratings in the pattern set vary from AAA to CCC. In practice, bond ratings are
refined by added t and - signs (for example: AAf, AA and AA-). As in other bond rating

models, this refinement was neglected, so AAt, AA and AA- were considered as AA.
This results in seven possible ratings.
These seven outputs can be quantified using one of several methods. The most straightfor-
ward form is assigning the value 1 to AAA and 7 to CCC. This has some theoretical
disadvantages.
Using this definition, AAA (1) is twice as good as AA (2), or AA is three times as good
as B(6). This fïctíve relation is not supported by the real descriptions of the meaning of
the distintive ratings. Secondly, this definition neglects the importance of the distinction
between investment grade (BBB and above) and speculative grade (lower than BBB): in
this definition the distance between BBB and BB is equal to the distance between other
ratings. In practice, the distance between investment grade and speculative grade is more
significant than the distances between other ratings. This can be solved by creating an
extra space between BBB and BB (4,6) but it would remain arbitrary. Thirdly, the range
from 1 to 7 is rather broad; the relative difference between 3 and 4 is small. This might
cause problems of exact distinction in the neural network.

A general method of output definition for classificatíon purposes is a"binary" definition.
The values of 1 to 7 are translated to 0 to 6 and rewritten in binary figures:

0- 000
1- 001
2- O10
3- O11
4- 100
5- 101
6- 110

These binary figures are split into three columns, with each column serving as an output
variable. This method maximizes the relative differences in variable values. A variable is
either 0 or l, but not a value in between. However, the ordinal characteristic of the bond
ratings are lost. For example, the output column on the right oscillates from 0 to 1 for
each next rating level. This method of output definition is more suited to non-ordina]
classification problems.

17



In the following scheme the two methods were combined:

0- 000000
1- 000001
2- 000011
3- 000111
4- 001111
5- 011111
6- 111111

This scheme results in 6 output variables. This output definition has ordinal characteristics
without there being equal differences between the several outputs. The disadvantage is that
it requires a higher number of output variables which makes the model more complex.

Choosing input variables

One of the main problems with neural networks is how to choose which variables to
include in the model. There are no analytical methods for finding the appropriate explana-
tory variables.
A high correlation with the output may be important, but is not sufficient. The four
variables with the highest correlation, correlate moderately in relation to each other, which
is assumed to be ]ess desirable.

Number of neurons

The neural network package called Brainmaker has the option of adding neurons during
training. If performance does not increase over a specified number of epochs, an extra
neuron is automatically added. A neural network with one hidden layer was trained,
starting with 3 hidden neurons with the neuron adding feature switched on. Each time a
neuron was added, the network was saved to disk after ten epochs. (Saving just before the
addition is not possible since this addition is not announced. Saving the network shortly
after the adding results in inferior networks, since the weights of the new neuron will still
be quite random).
After reaching a model of 35 hidden neurons, the training was stopped and each saved
network was tested using the test set.
The performance of the models with 12 to 30 was almost equal. The 35 neuron model
performed worse. Therefore, the number of hidden neurons should be around 12, since a
higher number increases the complexity of the model without increasing the performance.

tiumber of hidden layers

Experimenting with different numbers of hidden layers, with and without jumping connec-
tions, showed no significant increase in performance in comparison with one hidden layer.
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Activation function

Experimenting with tangent-hyperbolic functions instead of the sigmoid function showed
no increase in performance. In the literature, a linear function in the output layer is re-
commended but this did not increase the performance.

Scaling of input

Input values are not scaled between the minimums and maximums of the total pattern set
since the input contains some very extreme values. Therefore, the scaling edges are set in
such a way that approximately 95qo of the patterns fit into the scaling range.
If an input falls outside this range, the scaling may be restricted to the scaling max or min,
or exceed these values (in NN-terms: [1,-1] versus ~1,-1~). Restriction to the scaling range
did not increase the performance.

Learning parameters

All trainings were performed using backpropagation. Several settings of learning rate and
momentum were used. Batch weight update methods were also used. Batch updates mean
that the weights are updated only at the end of each epoch, instead of at each event. The
errors of all events of an epoch are summarized. Thus, the weight update is based on the
average error of the total epoch.

iVleasuring performance

After the learning process, the saved network is applied to the test set. For each pattern in
the test set, the prediction of the model is compared to the actual rating of the correspon-
ding pattern. If rounding of the predicted rating results in the same value as the actual
rating, the prediction is considered "correct", otherwise it is considered "false".

Results

When experimenting with several architectures, learning algorithms and inputs, the perfor-
mance often converged to 60oIo correct classification of the test set. The mean squared
error at the 6 outputs model was the highest for the "middle range"output neurons: 0.1 l6
and 0.149.
Surprisingly, the straightforward output definition of one output varying from 0 to 6 did
not perform significantly worse than the theoretically better 6-fold "binary" output defini-
tion.
The number of hidden neurons could be reduced to 6 with approximately the same per-
formance.
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The sigmoid activation function

Appendix: Basics of Neural Networks

Neural network algorithms are widely usable statistical tools. In many cases, they perform
better than regression analysis, particularly with:
-Ill-conditioned and colinear data
-Noisy data
-Small quantities of data
-Data with an underlying structure which is nonlinear or chaotic.

NTeural networks train on sets of examples (inputs with corresponding outputs) and by
themselves learn any pattern in the data. No a priori model or constraint is required. When
trained, neural networks are able to predict outputs for input patterns that have not been
confronted, previously.

Neural networks got their name because of their resemblance to the communication system
of brain cells.

There are several neural network software systems for PC available, at Tilburg University
there is a system called Brainmaker for PC use. Other systems are Neuro Shell, Four
Thoughts, Explore Net, Dynamind and Knowledge Seeker.

Below is a short explanation of neural network technical matters.

The most straightforward neural network is the 3-layer backpropagation neural network.
Where necessary the items will be illustrated with examples of the bond-rating neural
network presented in this paper.
The 3-layer backpropagation neural network consists of three layers: an input layer, a
hidden layer and an output layer.

Each layer consists of several neurons. (A neuron is a small calculation entity, see section
on Processes in the neurons.)
Every neuron has a connection to each neuron of the next layer. All neurons in the input
layer are connected to all neurons in the hidden layer, and all neurons in the hidden layer
are connected to all neurons in the output layer.
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The number of neurons in the input layer is recommended to the number of input
categories. If the input variables chosen are the ratio Equity to debt, the total balance
amount and the interest coverage, there will be three categories of input, and therefor 3
neurons will be needed in the input layer.

The bond ratings have to be quantified for the output. There aze several ways of doing
this, the simple form will be used by assigning a 10 to AAA and a 1 to D, with propor-
tional values for the ratings in between.
As there is only one output category, only one neuron is needed in the output layer.

The choice of the number of neurons in the hidden layer is less straightforwazd. There is a
recommended calculation which consists of taking the square root of the number of input
and output categories and adding a few. Too few hidden neurons will cause a complete
failure to train at all, too many neurons will create a"grandmother" which memorizes
everything but does not recognize new (unseen) patterns.

Processes in the neurons

In the input layer neurons, the values of the input variables are standardised to values
between 0 and 1. Prior to the learning process, the minima and maxima in the total
pattern set are calculated for input variables which are used to transform these variables to
values between 0 and 1.

Example:
If the ]owest Equity to debt ratio occurring in the patterns is 0.1 and the
highest ratio is 5, then the 0.1 is reduced to 0 and the 5 to 1, and
every other input value is proportionally reduced between 0 and 1. (This
is the simplest form of standardisation, more complex forms are available)

Inpm layer hidden layer outputlayer

au~ut
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After this standardisation has taken place an activation function is applied to the neuron
input.
There are several kinds of activation function available. The common form is a type of S-
curved function: little increase at low input values, moderate increase at medium inputs,
and again little increase for large inputs.
This S-shape has the advantage that the difference for small changes of inedium input
values is more significant than for small changes at the extremes. This prohibits dominat-
ing effects of large input signals. A commonly used activation function is the sigmoid
function:

neuron output - U(1 t exp(-input)),

but other functions such as tangent hyperbolic or even linear functions can also be used.

This output of the input neuron is propagated to each neuron of the hidden layer. Howe-
ver, each connection has its own weight. This weight is the fraction of the neuron output
that is propagated to the next layer. A weight can vary between -1 and 1.
(Note: each neuron has an input and an output, regardless of whether it is an input-layer
neuron, hidden-layer neuron or output-layer neuron)

Example:
the output of input neuron ~k2 amounts to 0.8 ;
the connection weight of input neuron ~k2 to hidden neuron ;Ekl is 0.3
the connection weight of input neuron ~k2 to hidden neuron ft4 is -0.5

therefore:

Different connection w~eights presented as van~ing thickness of lines

the hidden neuron 311 receives 0.24 from input neuron ~
the hidden neuron ~4 receives -0.4 from input neuron ;tk2
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In this fashion, each hidden neuron receives its input from the former layer (the input
layer).
In the hidden neurons, all inputs are aggregated and processed by the activation function.
The hidden neurons propagate their output to the output layer, in the same fashion as
described above.

The neuron(s) in the output layer (in the bond-rating example, there is only one output
neuron) calculate the neural network output in the same fashion as the hidden neurons. In
the example here, this output is the estimated bond rating (in quantitative form), given the
presented pattern of input.

Error-Backpropagation

During training, the network adjusts the weights of each connection in order to minimize
the difference between the prediction of the neural network and the actual output value.
Each pattern is presentedto the neural network sequentially and processed as described
above. When all patterns are presented (one cycle, an "epoch"), the presentation is
repeated. Training requires several epochs.

Using a complex mathematical definition, the error (the difference between the actual
neuron output and the supposed output) is calculated for each neuron.
For each epoch, the total sum of squared errors is calculated. Its average is called R-
squared and it measures how well the neural network is operating. The objective is to
minimize R-squared.

After each epoch, the connection weights are adjusted in the direction of the assumed
optimal value. (The initial weights values are randomly set.)

weight(new)- weight (old) f L.(difference (weight (old) vs. supposed optimum))

As can be seen in the formula, the adjustment is limited to a fraction L(between 0 and 1)
of the difference of the actual weight and the supposed optimum.
L is called the learning rate. The learning rate determines the magnitude of the weight
adjustments. A high learning rate may result in a fast learning process, but the adjustments
may be too wild to reach the optimum. The neural network keeps swinging around the
optimum.
This is like a bowled surface with bulbs and niches in it. On the surface is a little ball that
you want to move to the lowest point in the middle of the bowled surface . The learning
rate resembles the force used to push the ball to the middle. If you do not push hard
enough, the ball will not move or will stop in a niche or bulb. If you push too hard, the
ball will cross the middle and contimue to roll, away from the middle.

Another factor is added to the weight adjustments:

weight(new)- weight (old) f L.(diff.) t M.(change weight (old) )

M is called the momentum (between 0 and 1). The momentum determines the extent to
which the former adjustment influence the new adjustment.

24



Small adjustments in opposite directions are thus overruled by general trends in adjust-
ments.
In the ball example, the momentum resembles the weight of the ball. If a light ball
encounters a bulb, this bulb could make the ball roll back. If the ball is heavy, the ball
will override the resistance of the bulb dissipating its moving energy and will maintain its
direction.

The learning rate and momentum are general parameters to be set by the user. The setting
of these parameters is more art than science. For very noisy data a low L and a high M
are recommended. For the bond-rating network, an L of 0.01 and an M of 0.5 were used .

When to stop the training process

In general, the neural network continues to adjust the connection weights to minimize the
average error. At a certain level however, the neural network recognises not only the
general trend in the data, but also the non-systematic noise in the data. This results in a
neural network that memorizes the data, but cannot predict new sets of data.
This can be solved by adding a test set. A set of patterns are set aside. The neural network
trains on the remaining patterns. After each epoch, the neural network is also applied to
the test set. (that is, the neural network uses the current connection weights to predict the
pattems in the test set). Since the neural network has not seen the test set before ( the
neural network has not trained on it) this may be a good indicator of the ability of the
neural network to generalize.
As long as the average error in the test set continues to decline, it is worthwhile to
contimue the training. Eventually, the neural network will become overtrained by learning
the specific noise in the training set. At this level, the average error in the test set will
increase. Further training is not worthwhile since the neural network will not perfonn
better on new, unseen patterns.
However, this is only valid as long as the test set is representative of the total set of
patterns. If the performance on the training set is worse than on the test set, there may be
a coincidental good fit. The use of a large test set diminishes this risk. However, when
using a large test set, fewer patterns are available for training. One has to trade off these
problems.

Using a trained neural network

When the optimal connection weights are reached, the neural network is ready for use.
If new data patterns are presented to the neural network it will predict the corresponding
output.

Example:
You want to predict the bond rating of a company which does not yet have a
rating.

You enter the appropriate values for the input variables:
Equity to debt ratio: 1.2
total balance: 630.000.000
interest coverage: 3.1
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Subsequently, the neural network can be applied to this pattern (no further training takes
place, the neurons are only used with their optimal connection weights). The neural
network will produce an output, say 6.1534 . This is the quantified bond rating. Looking
this 6.1534 up in the bond rating table reveals that this output is corresponding with BB
(quantified as 6). So this company has the most resemblance with BB-rated companies.

Analyzing a neural network

In practice, the first time a neural network is trained, the results will be rather moderate.
The network has to be redesigned with regard to the number of layers, neurons, and
variables. Unfortunately, there are no well-defined methods for choosing a specific design.
The most important choice is which variables to use. However, there are almost no clues
which indicates which variable is relevant. Because of the nonlinearity, standard statistical
keys are not applicable. For example, when using regresssion analysis, and assuming that
in a linear model the residuals of a regression line are normally distributed, one can test
whether the variable is significant or that a significant variable has been omitted (autocorr-
elation).The "line" through the data of a neural network is highly nonlinear. Therefore, the
residuals are not normally distributed.

The variables may be chosen on the basis of a high correlation with the output and a low
correlation with other variables (multicollinearity). However, some practioners have found
that also low-correlated variables can improve the performance.
Adding or excluding variables requires a new training of the network, since the number of
input neurons changes. This may result in a very different set of connection weights,
making it difficult to compare the new model to the old one.

The makers of Neuro She112 assumed that relevance may be indicated by the sum of the
weights of the outgoing connections from the input neurons. If a neuron has only low-
value weights (in absolute terms), then this variable may not be relevant. New research
revealed, however, that this assumption was not valid.

Sensitivity analysis may contribute to finding the relevant variables, but caution should be
excercised. Varying one variable and leaving all other variables constant may indicate how
the output changes due to the input changes. However, due to the nonlinearity, the
sensitivity regarding a specific variable may be very dependent on the level of the other
(constant) variables. If other values are chosen for the other variables, the sensitivity may
differ significantly.
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660 G.J. van der Pijl
Quality of information and the goals and targets of the organization:
a model and a method
Communicated by Prof.dr. P.M.A. Ribbers

661 Jan van der Leeuw
The second derivative of the likelihood of an exact ARMA model
Communicated by Dr. H.H. Tigelaar

662 Jan van der Leeuw, Harry Tigelaar
An asymptotic justification for a modified GLS procedure to estimate ARMA
parameters
Communicated by Prof.dr. B.B. van der Genugten

663 H.M. Webers
The location model with two períods ot price competition
Communicated by Prof.dr. A.J.J. Talman

664 L.A.G.M. van Lent
Management accounting en siroomsgewijze produktie
Communicated by Dr. M.F.C.M. Wijn

665 Noud Gruijters
Financiële integratie, de prijsbenadering en rente-arbitrage
Communicated by Prof.dr. J.J. Sijben

666 Henk van Gemert
Monetaire conflicten en de integratiegeschiedenis van België en Nederland
Communicated by Prof.dr. J.J. Sijben



667 Rik G.M. Pieters and Tammo H.A. Bijmolt
The effect of duration, serial-position and competitive clutter on consumer
memory for television advertising: an extension and a test of generalizability
Communicated by Prof.dr. Th.M.M. Verhallen

668 Dr. M.F.C.M. Wijn, Drs. W.A. Hofenk, Drs. R.W. Hoekstra en M.B. Hengeveld
Kritísche succesfactoren aan een nadere analyse onderworpen
Communicated by Prof.dr. R. Bannink

669 Drs. N.B. Brentjens en Drs. J. Bell
Samenwerking in de detailhandel: Theorie en praktijk
Communicated by Prof.dr. S.W. Douma

670 Masakiyo Miyazawa 8~ Gert Nieuwenhuis
Modified Palm and modified time-stationary distributions for random measures and
applications
Communicated by Prof.dr.ir. O. Boxma

671 Noud Gruijters
Kapitaalrestricties, renteverschillen en valutaspeculatie
Communicated by Prof.dr. J.J. Sijben

672 Jacob C. Engwerda en Arie J.T.M. Weeren
On the relationship between the open-loop Nash equilibrium in LQ-games
and the inertia of a matrix
Communicated by Prof.dr. J. Schumacher

673 Tom Berglund
The Pricing of Initial Public Offerings: A Simple Model
Communicated by Prof.dr. P.W. Moerland

674 Erik Canton
The OECD 1 951-88 Growth Experience Revisited
Communicated by Prof.dr. A.B.T.M. van Schaik

675 Willem H. Haemers
Interlacing Eigenvalues and Graphs
Communicated by Prof.dr. M.H.C. Paardekooper

676 R.J. Casimir
Infogame Users Manual
Communicated by Prof.dr.ir. C.A.Th. Takkenberg

677 A.L. Hempenius
Fixed transaction costs and modelling limited dependent variables
Communicated by Prof.dr.ir. A. Kapteyn

678 Eline van der Heijden
On the notion of altruism
Communicated by Prof.dr. H.A.A. Verbon
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679 Dr. Pieter J.F.G. Meulendijks en Prof.dr. Dick B.J. Schouten
Recessie en herstel in Europa
Communicated by Prof.dr. A.H.J.J. Kolnaar

680 Robert van Heumen, Bezalel Peleg, Stef Tijs, Peter Borm
Characterizations of Solutions for Bayesian Games
Communicated by Prof.dr. A.J.J. Talman

681 G.J. van der Pijl, J.G. Verrijdt, G.J.P. Swinkels
Standardization and certification of information systems development
Communicated by Prof.dr. P.Th.M. Laagland
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