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Summary
For the stationary superdiagonal, diagonal and subdiagonal bilinear time series model with symmetrically distributed errors formulas for the standardized third and fourth order central moments are obtained. It is shown that these results contain useful information to distinguish a bilinear process from a white noise process if the errors are Gaussian distributed. Application to situations where the distribution function of the errors is a member of the class of symmetric exponential power distributions is also briefly discussed. An empirical example is given for illustrative purpose.

Key words: Bilinear time series; diagonal, superdiagonal and subdiagonal models; kurtosis; skewness.

Linear time series models such as the well-known family of autoregressive integrated moving average (ARIMA) models provide a remarkable effective and versatile range of possibilities to adequately approximate many time series observed in practice. However, despite reported evidence of the advantages of these models, it is increasingly recognized that there are time series in economics and operations research which are unlikely to be well represented by any linear model; see, for example, Maravall (1983), Hinich and Patterson (1985) and Subba Rao and Gabr (1984). A number of authors have studied various tractable classes of non-linear models. Among these are the so-called bilinear models discussed by Granger and Andersen (1978) and Subba Rao and Gabr (1984), the threshold autoregressive models of Tong and Lim (1980) and the exponential autoregressive models of Lawrance and Lewis (1985). Each of these models offer a useful avenue in representing nonlinearity in observed time series data.

In this paper we will concentrate on the class of bilinear autoregressive moving average models. The most general form of this model is given by

$$
\begin{equation*}
Y_{t}=\sum_{j=1}^{p} \phi_{j} Y_{t-j}+A_{t}+\sum_{j=1}^{q} \theta_{j} A_{t-j}+\sum_{\ell=1}^{r} \sum_{k=1}^{s} \beta_{\ell k} Y_{t-\ell} A_{t-k} \tag{1.1}
\end{equation*}
$$

where $\left\{A_{t}\right\}$ is a sequence of i.i.d. random variables with mean zero and fixed variance $\mu_{2}$ and where $\left\{Y_{t}\right\}$ is a discrete stationary time series process. If the parameters $\beta_{\ell k}=0$ for all $\ell>k$ model (1.1) is usually referred to as the superdiagonal model. It is called the subdiagonal model if $\beta_{\ell k}=0$ for all $\ell<k$ and diagonal model if $B_{\ell k}=0$ for all $\ell \neq k$.

The successful application of a particular class of nonlinear models hinges heavily on the determination of the most appropriate model, or models, within its class with respect to some prespecified loss function. For bilinear models the use of Akaike's information criterion has been suggested to determine the orders $p, q, r$ and $s$ of (1.1). However, it is well-known that for linear

ARMA models this criterion asymptotically overestimates the "true" orders with a non-zero probability. This feature of AIC may also extend to the bilinear model (1.1).

Another way of identifying the structure of a bilinear model has been considered by Granger and Andersen (1978) and Maravall (1983). These authors suggest to make first a preliminary identification of the orders of the linear part of (1.1). In principle this can be done by any of the order determination methods proposed for linear time series modelling; see, for example, De Gooijer, Abraham, Gould and Robinson (1985) for a review of these methods. Then, a bilinear model is fitted to the residuals obtained in the first stage using the sample autocorrelations of the unsquared and squared residuals as identification tools. By relating these statistics to the known behaviour of their corresponding theoretical quantities inferences can be made about the most appropriate bilinear structure for the residuals.

A crucial element in this last approach is that knowledge should be available on the theoretical behaviour of the autocorrelations for different bilinear models. However, because of the rapid increase in algebraic complexity as the orders $r$ and $s$ in (1.1) become bigger, these results have only been obtained for a limited number of models (see, e.g., Granger and Andersen (1978) and Li (1984)). Moreover, one may wonder whether autocorrelations of unsquared and squared residuals provide enough information about the system under study. In particular, these statistics do not completely determine the structure of the process when the series are generated by a non-Gaussian bilinear model. In such a situation it is necessary to analyse the higher order moments of the process.

In this paper we study the theoretical properties of the third and fourth central moments of three stationary bilinear time series models having symmetrically distributed errors. These results can be used to distinguish a bilinear process from a white noise process. Moreover, they provide useful
information about the most appropriate bilinear time series model.
The paper is organized as follows: The three bilinear time series models and some assumptions are given in Section 2. In Section 3 we derive the theoretical standardized third and fourth central moments for these models assuming that the errors are symmetrically distributed around mean zero. Estimators of these moments will be considered in Section 4 together with approximate expressions for their variances. Also some data simulations are performed in this section to study the sampling properties of the standardized third and fourth central moments. Finally, in Section 4 an example will be given illustrating the usefulness of the results obtained in the previous sections for detecting bilinear relations in empirical data.

## 2. Preliminaries

Assume that $\left\{Y_{t}\right\}$ is generated by one of the following three bilinear models (respectively, superdiagonal, diagonal and subdiagonal model)

$$
\begin{array}{ll}
Y_{t}=\beta Y_{t-l} A_{t-k}+A_{t} & (0<k<l) \\
Y_{t}=\beta Y_{t-k} A_{t-k}+A_{t} & (k>0) \\
Y_{t}=\beta Y_{t-k} A_{t-k-1}+A_{t} & (k>0) \tag{2.3}
\end{array}
$$

where for the sake of generality it is assumed that $\left\{A_{t}\right\}$ is distributed symmetrically around mean zero. For ease of reference, we define $E\left(A_{t}^{i}\right)=\mu_{i}$ if $i$ is even and $\mu_{i}=0$ if $i$ is odd. If the error distribution is specialised to a zero-mean Gaussian distribution then the even moments of $\left\{A_{t}\right\}$ up to order eight are given by $\mu_{4}=3 \mu_{2}^{2}, \mu_{6}=15 \mu_{2}^{3}, \mu_{8}=105 \mu_{2}^{4}$ while all the odd moments are equal to zero.

Quinn (1982) gives the following necessary and sufficient condition for strict stationarity for time series generated by (2.1)-(2.3): $\ln |\beta|+E\left(\ln \left|A_{t}\right|\right)<0$. For zero-mean Gaussian distributed $\left\{A_{t}\right\}$ this condition reduces to $\mu_{2}|\beta|<1.8874$. We assume that this condition is satisfied in the rest of this paper. Also we
assume that all moments up to order four exist. For the superdiagonal model (2.1) with $k=1$ and $\ell=2$, Granger and Andersen (1978, p. 40) show that this assumption becomes equivalent to checking the condition $\beta^{4} \mu_{4}<1$.

Instead of considering the behaviour of the autocorrelations of $\left\{Y_{t}^{2}\right\}$, $\rho(i)=\operatorname{cov}\left(Y_{t}^{2}, Y_{t-i}^{2}\right) / \operatorname{var}\left(Y_{t}^{2}\right)$, for different lags $i$ as a characteristic pattern for bilinear model identification, we will investigate the behaviour of the standardized third and fourth central moments. These moments are, respectively, given by

$$
\begin{align*}
B_{1}(i, j) & =E\left[\left(Y_{t}-\mu\right)\left(Y_{t-i}-\mu\right)\left(Y_{t-j}-\mu\right)\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{3 / 2} \\
& \left.=\left[c(i, j)-\mu\left\{E\left(Y_{t-i} Y_{t-j}\right)+E\left(Y_{t} Y_{t-j}\right)+E\left(Y_{t} Y_{t-i}\right)\right]\right\}+2 \mu^{3}\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{3 / 2} \tag{2.4}
\end{align*}
$$

and

$$
\begin{align*}
\beta_{2}(0, i, j)= & E\left[\left(Y_{t}-\mu\right)^{2}\left(Y_{t-i}-\mu\right)\left(Y_{t-j}-\mu\right)\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{2} \\
= & {\left[c(0, i, j)-\mu\{c(0, i)+c(0, j)+2 c(i, j)\}+\mu^{2}\left\{E\left(Y_{t}^{2}\right)+E\left(Y_{t-i} Y_{t-j}\right)\right.\right.} \\
& \left.\left.+2 E\left(Y_{t} Y_{t-j}\right)+2 E\left(Y_{t} Y_{t-i}\right)\right\}-3 \mu^{4}\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{2} \tag{2.5}
\end{align*}
$$

where

$$
\begin{align*}
& c(i, j)=E\left(Y_{t} Y_{t-i} Y_{t-j}\right),  \tag{2.6}\\
& c(u, i, j)=E\left(Y_{t} Y_{t-u} Y_{t-i} Y_{t-j}\right) \tag{2.7}
\end{align*}
$$

and $\mu=E\left(Y_{t}\right)$.
These moments have several features over $\rho(i)$ useful for identification of a bilinear time series model. For instance, if $\left\{Y_{t}\right\}$ is generated by a linear model with symmetrically distributed errors then $\rho(i)$ can be nonzero whereas (2.4) will be zero for all lags $i$ and $j$. Also the two dimensional pattern of (2.4) for different lags $i$ an $j$ should provide more information about the model under study than the one dimensional autocorrelation pattern of $\rho(i)$.
3. Higher order moments

In this section we summarize in a number of lemmas and theorems, the main results on the higher order moments of the bilinear time series models (2.1)-(2.3). For ease of notation we use throughout this section the definition $\lambda=\beta^{2} \mu_{2}$.

### 3.1 The superdiagonal model

Lemma 3.1 If $\left\{Y_{t}\right\}$ is generated by (2.1) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero then $c(i, j)=\beta \mu_{2}^{2} /(1-\lambda)$ for $(i, j)=(k, \ell)$ or $(\ell, k)$ and $c(i, j)=0$ otherwise; see Guegan (1984, Table 1).

Proof. The proof is straightforward and is therefore omitted.
Lemma 3.2 If $\left\{Y_{t}\right\}$ is generated by (2.1) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero then

$$
\operatorname{cov}\left(Y_{t}^{2}, Y_{t-j}^{2}\right)= \begin{cases}\lambda^{m}\left[\mu_{4}-\mu_{2}^{2}-2 \lambda\left(\mu_{4}-3 \mu_{2}^{2}\right)(1-\lambda)\right] /(1-\lambda)^{2}\left(1-\beta^{4} \mu_{4}\right) & \text { for } j=m \ell \\ & (m=0,1,2, \ldots) ; \\ \lambda^{m+1}\left(\mu_{4}-\mu_{2}^{2}\right) /(1-\lambda)^{2}(1+\lambda) & \text { for } j=m \ell \neq k \text { and } \ell \neq 2 k \\ & (m=0,1,2, \ldots) ; \\ \lambda^{m+1}\left(\mu_{4}-\mu_{2}^{2}\right) /(1-\lambda)^{2} & \text { for } j=m \ell+k \text { and } \ell=2 k \\ & (m=0,1,2, \ldots) ; \\ 0 & \text { otherwise. }\end{cases}
$$

Proof. Only the first part of this lemma will be proved here. The proof of the second and third part is similar. The fourth part was proved by Li (1984, Lemma 2).

If $j=m \ell(m=0,1,2, \ldots)$, then

$$
\begin{align*}
c(0, m \ell, m \ell) & =E\left[\left(B^{2} Y_{t-\ell}^{2} A_{t-k}^{2}+2 B Y_{t-\ell} A_{t-k} A_{t}+A_{t}^{2}\right) Y_{t-m \ell}^{2}\right]=\lambda E\left(Y_{t-\ell}^{2} Y_{t-m \ell}^{2}\right)+\mu_{2} E\left(Y_{t}^{2}\right) \\
& =\mu_{2}\left[1+\lambda+\lambda^{2}+\ldots+\lambda^{m-1}\right] E\left(Y_{t}^{2}\right)+\lambda^{m} E\left(Y_{t}^{4}\right) \tag{3.1}
\end{align*}
$$

Substituting (3.1), together with

$$
\begin{equation*}
E\left(Y_{t}^{2}\right)=\mu_{2} /(1-\lambda) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(Y_{t}^{4}\right)=\left(\mu_{4}-\lambda \mu_{4}+6 \lambda^{2} \mu_{2}\right) /(1-\lambda)\left(1-\beta^{4} \mu_{4}\right) \tag{3.3}
\end{equation*}
$$

into $\operatorname{cov}\left(Y_{t}^{2}, Y_{t-m \ell}^{2}\right)=c(0, m \ell, m \ell)-E\left(Y_{t}^{2}\right)^{2}$ the result follows.

Notice that for zero-mean Gaussian distributed $\left\{A_{t}\right\}$ and $m=0$ the second part of Lemma 3.2 is identical to the first part of Lemma 4 of Li (1984), while for $m=1$ the second part of Lemma 3.2 conforms to Lemma 3 of Li (1984). Notice also that for zero-mean Gaussian distributed $\left\{A_{t}\right\}$ and $m=0$ the third part of Lemma 3.2 is similar to the second part of Lemma 4 of Li (1984). Furthermore, it is easy to see that the results of Lemma 3.2 are in agreement with the results given by Guegan (1984, Table 2) for the superdiagonal model (2.1) with $k=1, \ell=2$ and zero-mean Gaussian distributed errors.

Theorem 3.1 If ( $Y_{t}$ ) is generated by (2.1) with $\left\{A_{t}\right.$ \} distributed symmetrically around mean zero then the standardized third and fourth central moments of $\left\{Y_{t}\right\}$, respectively, are given by

$$
\beta_{1}(i, j)=c(i, j) /\left\{E\left(Y_{t}^{2}\right)\right\}^{3 / 2} \text { and } \beta_{2}(u, i, j)=c(u, i, j) /\left\{E\left(Y_{t}^{2}\right)\right\}^{2}
$$

where $E\left(Y_{t}^{2}\right)$ is given by (3.2), $c(i, j)$ and $c(0, j, j)$ follow from, respectively, Lemma 3.1 and 3.2 , and where for $i \neq j$

$$
c(u, i, j)= \begin{cases}2 \lambda^{m+2} \mu_{2}^{2} /(1-\lambda) & \text { for } u=0, i=m \ell+k, j=(m+2) \ell \text { and } \ell=2 k \\ \lambda \mu_{2}^{2} /(1-\lambda) & \text { for } u=k, i=\ell+k \text { and } j=2 \ell ; \\ 0 & \text { otherwise. }\end{cases}
$$

Proof. Using the fact that $\mu=E\left(Y_{t}\right)=0$ the proof is straightforward and is omitted.

It is clear that the coefficient of skewness $\beta_{1}(0,0)$ is equal to zero for every $\beta \neq 0$. Hence, it will be difficult to distinguish the superdiagonal bilinear model (2.1) from pure white noise on the basis of this coefficient. The coefficient of kurtosis

$$
\begin{equation*}
\beta_{2}(0,0,0)=\left(\mu_{4}-\lambda \mu_{4}+6 \lambda \mu_{2}^{2}\right)(1-\lambda) /\left\{\mu_{2}^{2}\left(1-\beta_{\mu_{4}}^{4}\right)\right\} \tag{3.4}
\end{equation*}
$$

is more useful for this purpose, provided $\beta^{4} \mu_{4}<1$. For zero-mean Gaussian distributed $\left\{A_{t}\right\}$ (3.4) reduces to

$$
\begin{equation*}
B_{2}(0,0,0)=3\left(1-\lambda^{2}\right) /\left(1-3 \lambda^{2}\right) \tag{3.5}
\end{equation*}
$$

which is identical to relation (5.14) of Granger and Andersen (1978). In this case $\beta_{2}(0,0,0)>3$, for every $\beta \neq 0$, which indicates that this process has a higher degree of peakedness and thick-tailness than a pure Gaussian white noise process.

### 3.2 The diagonal model

For the diagonal model (2.2) the series $\left\{Y_{t}\right\}$ is a function of $A_{t}, A_{t-k}$, $A_{t-2 k}, \ldots$, so there are actually $k$ independent series within $\left\{Y_{t}\right\}$. Therefore, unless $j=m k$, where $m$ is an integer, $\operatorname{cov}\left(Y_{t}, Y_{t-j}\right)=0$ for errors distributed symmetrically around mean zero. Following the same reasoning as above, $\operatorname{cov}\left(Y_{t}^{2}, Y_{t-j}^{2}\right) \equiv 0$, unless $j=m k$. Hence, Lemma 1 of $L i(1984)$ is true even for errors distributed symmetrically around mean zero. Furthermore, under this assumption for $\left\{A_{t}\right\}$, the moments $E\left[\left(Y_{t}-\mu\right)\left(Y_{t-i}-\mu\right)\left(Y_{t-j}-\mu\right)\right]$ and $E\left[\left(Y_{t}-\mu\right)\left(Y_{t-u}-\mu\right)\left(Y_{t-i}-\mu\right)\right.$ $\left.\left(Y_{t-j}-\mu\right)\right]$ are both identically zero, unless $u=m_{1} k, i=m_{2} k$ and $j=m_{3} k$ where $m_{1}, m_{2}$ and $m_{3}$ are integers. Thus the problem of deriving higher order moments of (2.2) reduces to obtaining moments of series $\left\{Y_{t}\right\}$ generated by the diagonal model

$$
\begin{equation*}
Y_{t}=B Y_{t-1} A_{t-1}+A_{t} . \tag{3.6}
\end{equation*}
$$

The following two lemmas are stated without any proof. Details of the proofs are, of course, available if required. However, since they do not possess any interesting features, it has been thought better to omit them.

Lemma 3.3 If $\left\{Y_{t}\right\}$ is generated by (3.6) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero and $\lambda<1$ then

$$
c(i, j)=\left\{\begin{array}{lr}
3 \beta \mu_{2}^{2}+\beta^{3} \mu_{6}+3 \beta^{5} \mu_{4}^{2} /(1-\lambda) & \text { for } i=j=0 ; \\
\beta \mu_{2}^{2}+3 \beta \lambda \mu_{4}+\beta^{3} \lambda \mu_{6}+3 \beta^{5} \lambda \mu_{4}^{2} /(1-\lambda) & \text { for } i=0, j=1 ; \\
\beta \mu_{2}^{2}+\lambda^{j-2}\left(\beta \lambda \mu_{4}+\beta^{3} \lambda^{2} \mu_{6}+3 \beta \lambda^{2} \mu_{4}\right)+\beta \lambda \mu_{4}\left(1+\lambda^{j-2}\left(3 \beta^{4} \lambda \mu_{4}-1\right)\right\} /(1-\lambda) \\
\beta \mu_{4}(1+2 \lambda) /(1-\lambda) & \text { for } i=0, j>1 ; \\
4 \beta \lambda \mu_{2}^{2} & \text { for } i=j=1 ; \\
2 \lambda \mu_{2}^{2} & \text { for } i=1, j=2 ; \\
\beta \mu_{2} E\left(Y_{t-i} Y_{t-j}\right) & \text { for } i=1, j>2 ; \\
& \text { for } i>1, j>1 ;
\end{array}\right.
$$

where $E\left(Y_{t} Y_{t-i}\right)=2 \lambda \mu_{2}$ for $i=1$ and $E\left(Y_{t} Y_{t-i}\right)=E\left(Y_{t} Y_{t+1}\right)=\lambda \mu_{2}$ for $i>1$.

Lemma 3.4 If $\left\{Y_{t}\right\}$ is generated by (3.6) with $\left\{A_{t}\right\}$ distributed symmetrical$1 y$ around mean zero and $\beta^{4} \mu_{4}<1$ then

$$
c(0, i, i)=\left\{\begin{array}{lr}
{\left[\beta^{6}\left(-\mu_{2} \mu_{8}-5 \mu_{2} \mu_{4}^{2}+6 \mu_{4} \mu_{6}\right)+\beta^{4}\left(\mu_{8}-\mu_{4}^{2}\right)+5 \lambda_{4}+\mu_{4}\right] /(1-\lambda)\left(1-\beta^{4} \mu_{4}\right)} \\
{\left[\beta^{8}\left(7 \mu_{2} \mu_{4} \mu_{6}-\mu_{2}^{2} \mu_{8}-6 \mu_{4}^{3}\right)+\beta^{6}\left(\mu_{2} \mu_{8}-\mu_{4} \mu_{6}+\mu_{2}^{3} \mu_{4}-\mu_{2} \mu_{4}^{2}\right)+\beta^{4}\left(6 \mu_{4}^{2}-\mu_{2} \mu_{6}^{-}\right.\right.} \\
\left.\left.\mu_{2}^{2} \mu_{4}\right)+\beta^{2}\left(\mu_{6}+\mu_{2} \mu_{4}-\mu_{2}^{3}\right)+\mu_{2}^{2}\right] /(1-\lambda)\left(1-\beta^{4} \mu_{4}\right) & \text { for } i=1 ; \\
\lambda c(0, i-1, i-1)+(1-\lambda) E\left(Y_{t}^{2}\right)^{2} & \text { for } i>1 ;
\end{array}\right.
$$

where $E\left(Y_{t}^{2}\right)=\left(\mu_{2}-\lambda \mu_{2}+B^{2} \mu_{4}\right) /(1-\lambda)$.

From Lemma 3.4 it is easy to see that for zero-mean Gaussian distributed \{ $A_{t}$ \} we get

$$
\begin{equation*}
\operatorname{var}\left(Y_{t}^{2}\right)=2 \mu_{2}^{2}\left(1+4 \lambda+40 \lambda^{2}+18 \lambda^{3}-54 \lambda^{4}\right) /(1-\lambda)^{2}\left(1-3 \lambda^{2}\right) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{cov}\left(Y_{t}^{2}, Y_{t-1}^{2}\right)=6 \lambda \mu_{2}^{2}\left(2+3 \lambda+5 \lambda^{2}+\lambda^{3}-8 \lambda^{4}\right) /(1-\lambda)^{2}\left(1-3 \lambda^{2}\right) \tag{3.8}
\end{equation*}
$$

provided $\lambda^{2}<1 / 3$. Substituting (3.7) and (3.8) into $\rho(1)=\operatorname{cov}\left(Y_{t}^{2}, Y_{t-1}^{2}\right) / \operatorname{var}\left(Y_{t}^{2}\right)$ leads to relation (6.35) of Granger and Andersen (1978). Furthermore, from the third part of Lemma 3.4, we have $\rho(i)=\lambda_{\rho}(i-1), i>1$, which is in agreement with relation (6.34) given by Granger and Andersen (1978, p. 55). Notice, however, that their statement saying that this result can be obtained "... without any assumptions being made about the distribution of $\left\{A_{t}\right\} \ldots$..." is not correct.

In principle the results of Lemma 3.4 can be generalized to any combination of the lags $u$, $i$ and $j$ in $c(u, i, j)$. Since, however, we are only interested in the behaviour of $\beta_{2}(0, i, i)$ for lags $i \geq 0$ in Section 4 we will not pursue this matter here any further. From Lemma 3.3 and 3.4 the following theorem can be straightforwardly obtained.

Theorem 3.2 If $\left\{Y_{t}\right\}$ is generated by (3.6) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero then the standardized third and fourth central moments $\beta_{1}(i, j)$ and $\beta_{2}(0, i, i)$, respectively, are given by

$$
\beta_{1}(i, j)= \begin{cases}\beta^{3}\left[2 \mu_{2}^{3}+\mu_{6}+3 \mu_{4}\left(\beta^{2} \mu_{4}-\mu_{2}\right) /(1-\lambda)\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{3 / 2} & \text { for } i=j=0 ; \\ {\left[c(i, 1)-\beta \mu_{2}^{2}-2 \beta \lambda \mu_{2}^{2}-\beta \lambda \mu_{4} /(1-\lambda)\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{3 / 2}} & \text { for } i=0, j=1 \\ {\left[c(0, j)-\beta \mu_{2}^{2}-\beta \lambda \mu_{4} /(1-\lambda)\right] /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{3 / 2}} & \text { and } i=1, j=1 ; \\ \beta \lambda \mu_{2}^{2} /\left\{\operatorname{var}\left(Y_{t}\right)\right\}^{3 / 2} & \text { for } i=0, j>1 ; \\ 0 & \text { for } i=1, j=2 ;\end{cases}
$$

and
where $\operatorname{var}\left(Y_{t}\right)=\left(\mu_{2}^{2}-2 \lambda \mu_{2}+\beta^{2} \mu_{4}+\lambda^{2} \mu_{2}\right) /(1-\lambda)$.

Using Theorem 3.2 the coefficients of skewness and kurtosis for zero-mean Gaussian distributed $\left\{A_{t}\right\}$ are, respectively, given by

$$
\begin{equation*}
\beta_{1}(0,0)=\frac{2 \beta^{3} \mu_{2}^{3}\left(4+5 \lambda^{2}\right) /\left(1-\lambda^{2}\right)}{\left\{\mu_{2}^{2}\left(1-\beta^{2}+\beta^{4} \mu_{2}\right) /\left(1-\lambda^{2}\right)\right\}^{3 / 2}} \tag{3.9}
\end{equation*}
$$

provided $\lambda^{2}<1$, and

$$
\begin{equation*}
\beta_{2}(0,0,0)=\frac{\mu_{2}^{2}\left(3+9 \lambda^{2}+57 \lambda^{4}+93 \lambda^{6}+117 \lambda^{8}+135 \lambda^{10}\right) /\left(1-\lambda^{2}\right)\left(1-3 \lambda^{4}\right)}{\left\{\mu_{2}^{2}\left(1+\beta^{2}+\beta^{4} \mu_{2}\right) /\left(1-\lambda^{2}\right)\right\}^{2}} \tag{3.10}
\end{equation*}
$$

provided $3 \lambda^{4}<1$.
Clearly the expression in the numerator of (3.9) is not in agreement with the third central moment given by Granger and Andersen (1978, p. 52). Also the numerator of (3.10) differs a factor 3 with the fourth central moment (6.26) given by these authors. This last result may explain the high values of the coefficient of kurtosis given in column 5 of Table 1 of Granger and Andersen (1978). Notice that for the diagonal model (2.2) we get a pattern of non-zero $\beta_{1}(i, j)$ at lags $(i, j)=(0,0),(k, k),(k, 2 k)$ and $(0, m k)$ for $m=1,2,3, \ldots$. This in contrast to one dominating value of $\beta_{1}(i, j)$ at $\operatorname{lag}(i, j)=(k, \ell)$ and $(\ell, k)$ and zero values elsewhere for the superdiagonal model (2.1).

### 3.3 The subdiagonal model

The moments of this model are much more difficult to derive than those of the two previously discussed bilinear time series models. Only for a few simple subdiagonal models the autocorrelations $\rho(i)$ of the squared time series process $\left\{Y_{t}^{2}\right\}$ have been obtained (see Granger and Andersen (1978, Chapter VII)). The reason is that it is often difficult to leave behind lagging errors upon repeatedly substituting the model equation for the lowest lagging $\left\{Y_{t}\right\}$ since $k<\ell$. For the subdiagonal model (2.3) no results have appeared in the literature for the standardized third and fourth central moments as far as we know. Without proof we first state the following two lemmas.

Lemma 3.5 If $\left\{Y_{t}\right\}$ is generated by (2.3) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero then

$$
c(i, j)= \begin{cases}\beta \lambda \mu_{4}+\beta \mu_{2}^{2} & \text { for } k=1 \text { and } i=2, j=1 \text { or } i=1, j=2 ; \\ \beta \mu_{2}^{2} & \text { for } k=2 \text { and } i=2, j=3 \text { or } i=3, j=2 ; \\ \lambda \beta \mu_{2}^{2}+\lambda \mu_{2}^{2} /(1-\lambda) & \text { for } k=3,4, \ldots \text { and } i=k, j=k+1 \text { or } i=k+1, j=k ; \\ 0 & \text { otherwise. }\end{cases}
$$

Lemma 3.6 If $\left\{Y_{t}\right\}$ is generated by (2.3) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero and $\beta^{4} \mu_{4}<1$ then
where for $k=1$

$$
E\left(Y_{t}^{4} A^{4} A_{t-1}^{4}\right)=\left\{6 \beta^{2} \lambda \mu_{4}^{2} \mu_{6} /(1-\lambda)+6 \lambda \mu_{6}^{2}+\mu_{4} \mu_{8}\right\} /\left(1-\beta^{4} \mu_{4}\right)
$$

and

$$
E\left(Y_{t-i}^{2} A_{t-3}^{2}\right)= \begin{cases}\mu_{4}+\lambda \mu_{2}^{2}+\lambda^{2} \mu_{4} /(1-\lambda) & \text { for } i=3 \\ \mu_{2}^{2}\left\{1+\lambda+B^{4}{ }_{\mu_{4}} /(1-\lambda)\right\} & \text { for } i \geq 4\end{cases}
$$

Using (2.4), (2.5) and $\mu=E\left(Y_{t}\right)=0$ the third and fourth central moments are given as follows:

Theorem 3.3 If $\left\{Y_{t}\right\}$ is generated by (2.3) with $\left\{A_{t}\right\}$ distributed symmetrically around mean zero then the standardized third and fourth central moments $\beta_{1}(i, j)$ and $\beta_{2}(0, i, i)$, respectively, are given by

$$
\beta_{1}(i, j)=c(i, j) /\left\{E\left(Y_{t}^{2}\right)\right\}^{3 / 2} \text { and } \beta_{2}(0, i, i)=c(0, i, i) /\left\{E\left(Y_{t}^{2}\right)\right\}^{2}
$$

where $c(i, j)$ and $c(0, i, i)$ follow from, respectively, Lemma 3.5 and 3.6 , and where

$$
E\left(Y_{t}^{2}\right)= \begin{cases}{ }_{2}+\lambda \mu_{2}+\beta^{2}{ }_{\lambda \mu_{4}} /(1-\lambda) & \text { for } k=1 \\ \mu_{2} /(1-\lambda) & \text { for } k \geq 2\end{cases}
$$

It is clear from Theorem 3.3 and Lemma 3.5 that the coefficient of skewness $B_{1}(0,0)$ is equal to zero for every $B \neq 0$ and $\left\{A_{t}\right\}$ distributed symmetrically around mean zero. Also, it is obvious from the last part of Lemma 3.6 that $\operatorname{cov}\left(Y_{t}^{2}, y_{t-i}^{2}\right)=$ $\lambda \operatorname{cov}\left(Y_{t}^{2}, Y_{t-i+k}^{2}\right)$, for $i-1>k \geq 2$, for symmetrically distributed errors. This generalizes relation (7.22) given by Granger and Andersen (1978) for Gaussian distributed $\left\{A_{t}\right\}$. Finally, for zero-mean Gaussian distributed $\left\{A_{t}\right\}$ we have for the coefficient of kurtosis $\beta_{2}(0,0,0)$ the representation

$$
\beta_{2}(0,0,0)= \begin{cases}3(1-\lambda)\left(-144 \lambda^{6}+264 \lambda^{5}+72 \lambda^{4}+24 \lambda^{3}+4 \lambda^{2}+\lambda+1\right) /\left(1+2 \lambda^{2}\right)^{2}\left(1-3 \lambda^{2}\right)  \tag{3.11}\\ 3(1-\lambda)\left\{(1+\lambda)\left(1-27 \lambda^{6}\right)+9 \beta^{2} \lambda^{6}\left(2+3 \beta^{2}-3 \beta^{2} \lambda\right)\right\} /\left(1-3 \lambda^{2}\right) & \text { for } k=1\end{cases}
$$

provided $3 \lambda^{2}<1$.

## 4. Some simulation results

Let $\left\{Y_{t}: t=1, \ldots, n\right\}$ be a set of realizations of $\left\{Y_{t}\right\}$. Then the natural estimators of $\rho(i), \beta_{1}(i, j)$ and $\beta_{2}(0, i, i)$, respectively, are given by

$$
\begin{align*}
& r^{*}(i)=\sum_{t=1}^{n-i}\left(Y_{t}^{2}-\tilde{Y}\right)\left(Y_{t+i}^{2}-\tilde{Y}\right) / \sum_{t=1}^{n}\left(Y_{t}^{2}-\tilde{Y}\right)^{2},  \tag{4.1}\\
& b_{1}(i, j)=n^{-1} \sum_{t=1}^{n-\max (i, j)}\left(Y_{t}-\bar{Y}\right)\left(Y_{t+i}-\bar{Y}\right)\left(Y_{t+j}-\bar{Y}\right) /\left\{n^{-1} \sum_{t=1}^{n}\left(Y_{t}-\bar{Y}\right)^{2}\right\}^{3 / 2},  \tag{4.2}\\
& b_{2}(0, i, i)=n^{-1} \sum_{t=1}^{n-i}\left(Y_{t}-\bar{Y}\right)^{2}\left(Y_{t+i}-\bar{Y}\right)^{2} /\left\{n^{-1} \sum_{t=1}^{n}\left(Y_{t}-\bar{Y}\right)^{2}\right\}^{2} \tag{4.3}
\end{align*}
$$

where $\bar{Y}=n^{-1} \Sigma_{t=1}^{n}{ }^{Y} t$ and $\tilde{Y}=n^{-1} \Sigma_{t=1}^{n} Y_{t}^{2}$.
If $\left\{Y_{t}\right\}$ is generated by a zero-mean Gaussian distributed white noise process then it follows from the central limit theorem proved by Sun (1963) that $r^{*}(i)$ is uncorrelated and asymptotically Gaussian distributed with mean zero and variance $n^{-1}$. Similarly, for Gaussian distributed white noise, the statistics (4.2) and (4.3) both are asymptotically Gaussian with mean zero. Since, however, the variance of $b_{1}(i, j)$ and $b_{2}(0, i, i)$ depend on the lags $i$ and $j$, it is necessary to distinguish three different cases for the approximate variance expressions of these statistics.

First, if $i=j=0$ and $\left\{Y_{t}\right\}$ is zero-mean Gaussian white noise, exact expressions for the variance of (4.2) and (4.3), respectively, are given by

$$
\begin{equation*}
\operatorname{var}\left[b_{1}(i, j)\right]=6(n-2) /(n+1)(n+3) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{var}\left[b_{2}(0, i, i)\right]=24 n(n-2)(n-3) /(n+1)^{2}(n+3)(n+5) . \tag{4.5}
\end{equation*}
$$

These results can be easily obtained from Kendall and Stuart (1969, p. 297-298 and p. 305-306).

Second, if $i \neq 0, j \neq 0, i \neq j$ and $\left\{Y_{t}\right\}$ is zero-mean Gaussian white noise, we have $\operatorname{var}\left[\left(Y_{t}-\bar{Y}\right)\left(Y_{t-i}-\bar{Y}\right)\left(Y_{t-j}-\bar{Y}\right)\right] \propto \mu_{2}^{3}$ and $\operatorname{var}\left[\left(Y_{t}-\bar{Y}\right)^{2}\left(Y_{t+i}-\bar{Y}\right)^{2}\right] \propto \rho_{\mu_{2}}^{4}$. Hence, using the well-known Taylor series expansion for the variance of a ratio of two random variables (see, e.g., Kendall and Stuart (1969, p. 232)), we find

$$
\begin{align*}
& \operatorname{var}\left[b_{1}(i, j)\right] \approx n^{-1} \mu_{2}^{3} / \mu_{2}^{3}=1 / n,  \tag{4.6}\\
& \operatorname{var}\left[b_{2}(0, i, i)\right] \approx 9 n^{-1} \mu_{2}^{4} / \mu_{2}^{4}=9 / n . \tag{4.7}
\end{align*}
$$

Finally, if $0=i \neq j$ or $0 \neq i=j$ or $0=j \neq i$ and $\left\{Y_{t}\right\}$ is zero-mean Gaussian white noise, we have $\operatorname{var}\left[\left(Y_{t}-\bar{Y}\right)\left(Y_{t-i}-\bar{Y}\right)\left(Y_{t-j}-\bar{Y}\right)\right] \propto E\left(Y_{t}^{4}\right) E\left(Y_{t}^{2}\right)=3 \mu_{2}^{3}$ which gives

$$
\begin{equation*}
\operatorname{var}\left[b_{1}(i, j)\right] \approx 3 n^{-1} \mu_{2}^{3} / \mu_{2}^{3}=3 / n . \tag{4.8}
\end{equation*}
$$

To investigate the accuracy of the approximation (4.6)-(4.8) a simulation experiment was performed. For the number of replications $N$ set equal to $18000 / \mathrm{n}$, with $n=100(50) 300$, the following two statistics were computed

$$
\begin{align*}
& \operatorname{sd}\left[b_{1}(i, j)\right]=\left[\sum_{u=1}^{N}\left\{b_{1 u}(i, j)-\bar{b}_{1}(i, j)\right\}^{2} /(N-1)\right]^{1 / 2} \quad(i=0,1,2 ; j=1,2)  \tag{4.9}\\
& \operatorname{sd}\left[b_{2}(0, i, i)\right]=\left[\sum_{u=1}^{N}\left\{b_{2 u}(0, i, i)-\bar{b}_{2}(0, i, i)\right\}^{2} /(N-1)\right]^{1 / 2} \quad(i=1) \tag{4.10}
\end{align*}
$$

where $\bar{b}_{1}(i, j)=\Sigma_{1}^{N} b_{1 u}(i, j) / N$ and $\bar{b}_{2}(0, i, i)=\Sigma_{1}^{N} b_{2 u}(0, i, i) / N$ with $b_{1 u}(i, j)$ and $b_{2 u}(0, i, i)$, respectively, the value of $b_{1}(i, j)$ and $b_{2}(0, i, i)$ obtained from the uth replication. These results are reported in Table 1 together with $\left\{\operatorname{var}\left[b_{1}(i, j)\right]\right\}^{1 / 2}$ and $\left\{\operatorname{var}\left[b_{2}(0, i, i)\right]\right\}^{1 / 2}$ obtained from (4.6)-(4.8).

Table 1. A comparison between approximated and simulated values of $\left\{\operatorname{var}\left[b_{1}(i, j)\right]\right\}^{1 / 2}$ and $\left\{\operatorname{var}\left[b_{2}(0, i, i)\right]\right\}^{1 / 2}$ for series generated by a zero-mean Gaussian white noise process and sample sizes $n=100(50) 300$.

| $n$ | $s d\left[b_{1}(i, j)\right]$ |  |  |  | $\left\{\right.$ Appr. (4.6) \} ${ }^{\frac{1}{2}}$ | $\operatorname{sd}\left[\mathrm{b}_{1}(1,2)\right]$ | $\{\text { Appr. (4.8) }\}^{\frac{1}{2}}$ | $s \mathrm{~d}\left[\mathrm{~b}_{2}(0,1,1)\right]$ | $(\text { Appr. }(4.7))^{\frac{1}{2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $i=0, j=1$ | $\mathrm{i}=0, \mathrm{j}=2$ | $i=j=1$ | $i=j=2$ |  |  |  |  |  |
| 100 | . 142 | . 139 | . 144 | . 145 | . 173 | . 092 | . 1 | . 175 | . 3 |
| 150 | . 102 | . 118 | . 108 | . 113 | . 141 | . 086 | . 082 | . 152 | . 245 |
| 200 | . 099 | . 088 | . 116 | . 114 | . 123 | . 074 | . 071 | . 169 | . 212 |
| 250 | . 079 | . 083 | . 083 | . 091 | . 110 | . 060 | . 063 | . 113 | . 190 |
| 300 | . 075 | . 088 | . 066 | . 074 | . 1 | . 060 | . 058 | . 125 | . 173 |

Legend: $\{\operatorname{Appr} .(4.6)\}^{\frac{1}{2}}=(1 / n)^{\frac{1}{2}}$ as an approximation of $\left\{\operatorname{var}\left[b_{1}(i, j)\right]\right\}^{\frac{1}{2}}$ for $i \neq 0, j \neq 0, i \neq j$;
(Appr. (4.7) $\}^{\frac{1}{2}}=(9 / n)^{\frac{1}{2}}$ as an approximation of $\left\{\operatorname{var}\left[b_{2}(0, i, i)\right]\right\}^{\frac{1}{2}}$ for $i \neq 0, j \neq 0$, $i \neq j$;
$\{\text { Appr. }(4.8)\}^{\frac{1}{2}}=(3 / n)^{\frac{1}{2}}$ as an approximation of $\left\{\operatorname{var}\left[b_{1}(i, j)\right]\right\}^{\frac{1}{2}}$ for $0=i \neq j$ or $0 \neq i=j$ or $0=j \neq i$.

The tentative conclusion that emerges from this table is that for $n \geq 200$ approximation (4.6) and (4.8) can be considered as satisfactory. Hence $b_{1}(i, j)$, in conjunction with the variance expressions (4.4), (4.6) and (4.8), may be used as an alternative statistic to (4.1) for detecting nonlinear types of dependence in the residuals of fitted time series models. This also suggests that the statistic $n \Sigma_{(i, j)}\left\{b_{1}(i, j)\right\}^{2} / c_{i j}$, where $c_{i j}=1$ if $i \neq 0, j \neq 0, i \neq j ; c_{i j}=3$ if $0=i \neq j$ or $0 \neq i=j$ or $0=j \neq i$; and $c_{i j}=6$ if $0=i=j$, may be a potentially useful diagnostic statistic for testing the dependence amongst the residuals. Since, however, we do not know its approximate distribution we shall not pursue this matter here further. Approximation (4.7) gives values which differ more substantially from the simulated results. Clearly, $b_{2}(0, i, i)$ with $i>0$ is a less useful statistic for testing residual dependencies.

To study the behaviour of $b_{1}(i, j)$ and $b_{2}(0, i, i)$ for bilinear models with standard normally distributed errors a large scale simulation experiment was carried out. Table 2 and 3 , respectively, contain results of $\bar{b}_{1}(i, j)$ and $\bar{b}_{2}(0, i, i)$, based on 100 replications of length $n=200$, for the bilinear model $Y_{t}=5 Y_{t-\ell} A_{t-k}+A_{t}$ with $(k, \ell)=(1,2),(1,1)$ and $(2,1)$. These results form a small though representative subset of many other bilinear models we simulated. In each simulation run 100 observations were discarded as a precaution to avoid possible "start-up" difficulties in the simulated series.

The simulated results exhibit a pattern similar to that of $\beta_{1}(i, j)$ and $\beta_{2}(0, i, i)$. From Theorem 3.1 and 3.3 it follows directly that the only non-zero values of $B_{1}(i, j)$ are at $\operatorname{lag}(i, j)=(j, i)=(1,2)$ for the super and subdiagonal model. For standard normally distributed errors and $\beta=.5$ they are, respectively, given by $\beta_{1}(1,2)=.433$ for the superdiagonal model and $\beta_{1}(1,2)=.408$ for the subdiagonal model. The non-zero values of $B_{1}(i, j)$ for the diagonal model follow from Theorem 3.2. Among the non-zero are $\beta_{1}(0,0)=.756, \beta_{1}(0,1)=\beta_{1}(1,0)=.486$, $\beta_{1}(1,1)=.756, \beta_{1}(0,2)=\beta_{1}(2,0)=.148$ and $\beta_{1}(1,2)=\beta_{1}(2,1)=.054$. The values of the kurtosis for the super and subdiagonal model are, respectively, 3.462 and 5.205. From (3.10) we have for the diagonal model $\beta_{2}(0,0,0)=5.816$.

Table 2. Mean standardized third central sample moment $\bar{b}_{1}(i, j)$ from 100 length 200 simulations of the bilinear model $Y_{t}=.5 Y_{t-\ell} A_{t-k}+A_{t}$ with $(k, l)=(1,2),(1,1)$ and $(2,1)$.

| (k, l ) | $\begin{gathered} \mathrm{Lag} \\ \mathrm{j} \end{gathered}$ | Lag i |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 |


| $(1,2)$ | 0 | -. 061 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | -. 026 | -. 026 |  |  |  |
|  | 2 | -. 012 | . $394{ }^{*}$ | -. 035 |  |  |
|  | 3 | -. 093 | . 022 | . 001 | . 034 |  |
| $(1,1)$ | 4 | -. 007 | . 065 | -. 009 | . 051 | -. 009 |
|  | 0 | . $531{ }^{*}$ |  |  |  |  |
|  | 1 | . $695{ }^{*}$ | . $362{ }^{*}$ |  |  |  |
|  | 2 | . 120 | . 121 | . 068 |  |  |
| $(2,1)$ | 3 | . 034 | -. 021 | . 013 | . 021 |  |
|  | 4 | . 018 | . 001 | -. 018 | -. 064 | -. 020 |
|  | 0 | -. 073 |  |  |  |  |
|  | 1 | -. 054 | . 057 |  |  |  |
|  | 2 | . 006 | . $546{ }^{*}$ | -. 128 |  |  |
|  | 3 | . 007 | -. 050 | -. 008 | -. 049 |  |
|  | 4 | -. 089 | . 034 | . 123 | -. 007 | . 105 |

Note: * denotes statistically significant at the $5 \%$ level.
Table 3. Mean standardized fourth central sample moment $\bar{b}_{2}(0, i, i)$ from 100 length 200 simulations of the bilinear model $Y_{t}=.5 Y_{t-\ell} A_{t-k}+A_{t}$ with $(k, l)=(1,2),(1,1)$ and $(2,1)$.

| with $(k, \ell)=(1,2),(1,1)$ and $(2,1)$ |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $(k, \ell)$ | 0 | 1 | Lag $i$ |  |  |
| $(1,2)$ | 3.246 | 1.336 | 1.429 | 1.053 | .999 |
| $(1,1)$ | 4.030 | 2.195 | 1.254 | .996 | .952 |
| $(2,1)$ | 3.499 | 1.708 | 1.495 | 1.111 | .907 |

Clearly the estimates of the skewness and kurtosis are much smaller than might be expected from the theoretical results for the three simulated models. This was also noticed for all other simulated bilinear time series. It illustrates a characteristic of these series noticed earlier by, for example, Granger and Andersen (1978) and Maravall (1983). They found that stationary bilinear time series usually behave much like a linear series for a long period of time. However, on occasion, a different regime seems to operate on the series resulting in increased activity for short periods. This increased activity will show up in the estimated values of $\beta_{1}(0,0)$ and $\beta_{2}(0,0,0)$ only if the series is extremely long. In our case a sample size of length 200 is too short to adequately capture the full bilinear structure of the series. Indeed, when we reestimated $\beta_{1}(0,0)$ and $\beta_{2}(0,0,0)$ for series of length 800 , using 30 replications, we obtained much better results. For instance, the estimates of the kurtosis for the super and subdiagonal model with $\beta=.5$ are then, respectively, given by 3.565 and 5.488 . We may conclude from this that it will be difficult to accurately identify a particular model on the basis of the statistics (4.2) and (4.3) unless the series is much longer than is usually the case in economic time series analysis. In particular, it will be hard to distinguish superdiagonal models from subdiagonal models using these statistics for moderately large time series.

This last point was also confirmed by a blind discrimination experiment between 60 simulated bilinear time series. Each series of length 200 was generated by one of the three previously discussed bilinear models with $\beta=.5$. The choice of a model was determined by an unseen sequence of numbers 1,2 and 3 which we randomly obtained at the start of the experiment. The mean and variance of the generated $\left\{A_{t}\right\}$ was set respectively to zero and one throughout the simulations.

Using the characteristic pattern of $\rho(i), \beta_{1}(i, j)$ and $\beta_{2}(0, i, i)$ we tried to discriminate between the three bilinear models. Of the 60 simulated series, we correctly identified 43 series which represents about $72 \%$ success. Of the

18 series generated by the diagonal model $Y_{t}=.5 Y_{t-1} A_{t-1}+A_{t}$, 16 were correctly identified, whilst the other 2 were incorrectly thought to be generated by the superdiagonal model $Y_{t}=.5 Y_{t-2} A_{t-1}+A_{t}$. This successful identification was based on the typical pattern of $\beta_{1}(i, j)$ and the fact that $E\left(Y_{t}\right) \neq 0$ for diagonal models. By comparing the pattern of the sample statistics (4.1)-(4.3) with their theoretical counter parts we obtained 7 out of 19 correct identifications of the subdiagonal model $Y_{t}=.5 Y_{t-1} A_{t-2}+A_{t}$. For the remaining 12 series, 10 were incorrectly identified as being generated by the superdiagonal model. Finally, for the superdiagonal model 20 correct decisions were achieved and 3 were incorrectly identified as coming from the subdiagonal model.

Although the scope of this simulation experiment is rather limited the results seem to suggest that correct discrimination between series of length 200 generated by a super and subdiagonal model, using (4.2) and (4.3), is doubtful. There is hardly any marked difference in the behaviour of these statistics for these two bilinear models which makes them not very useful for model discrimination. Perhaps by estimating both a super and subdiagonal model one could more easily tell which model generated the data. On the other hand, the results of the simulation experiment also indicate that a quick and relative accurate method for distinguishing a diagonal model from a non-diagonal model can be based on the set of non-zero values of the statistic $b_{1}(i, j)$.

In economics the assumption that the errors of a time series model follow a Gaussian distribution with fixed mean and variance is often not very reasonable. For instance, it has been pointed out in the literature that stock price data are generated by models with errors coming from leptokurtic distributions. We now investigate the effect of non-Gaussian distributed $\left\{A_{t}\right\}$ on the value of the kurtosis $\beta_{2}(0,0,0)$ for various bilinear models. For this purpose we assume that the distribution function of the errors is a member of the family of symmetric exponential power distributions centered around mean zero. The probability density function of this class of distributions may be written in the general form

$$
\begin{align*}
& p(A)=\omega(\gamma) \sigma^{-1} \exp \left\{-c(\gamma) \sigma^{-2 /(1+\gamma)}|A|^{2 /(1+\gamma)}\right\}  \tag{4.11}\\
& \quad-\infty<A<\infty ;-1<\gamma \leq 1 ; \sigma>0
\end{align*}
$$

where

$$
\omega(\gamma)=\frac{\left\{\Gamma\left[\frac{3}{2}(1+\gamma)\right]\right\}^{\frac{1}{2}}}{(1+\gamma)\left\{\Gamma\left[\frac{1}{2}(1+\gamma)\right]\right\}^{3 / 2}} \text { and } c(\gamma)=\left\{\frac{\Gamma\left[\frac{3}{2}(1+\gamma)\right]}{\Gamma\left[\frac{1}{2}(1+Y)\right]}\right\}^{1 /(1+\gamma)}
$$

Its ith moment is given by

$$
u_{i}=E\left(A_{t}^{i}\right)= \begin{cases}0 & \text { if } i \text { is odd }  \tag{4.12}\\ \frac{o^{i}\left\{\Gamma\left[\frac{1}{2}(1+\gamma)\right]\right\}}{\left\{\Gamma\left[\frac{3}{2}(1+\gamma)\right]\right\}^{i / 2}}\left[\frac{1}{2}(i+1)(1+\gamma)\right] \\ \text { if } i \text { is even. }\end{cases}
$$

Here, the parameter $\sigma$ denotes the standard deviation of the population whereas the parameter $Y$ can be regarded as a measure of the kurtosis indicating the extent of non-Gaussianity of the parent distribution.

Many well-known symmetric distributions are a member of the class of symmetric exponential power distributions. It includes the uniform distribution when $\gamma \rightarrow-1$, the nommal distribution when $\gamma=0$ and the double exponential distribution when $r=1$. Hence, it covers symmetric leptokurtic ( $r>0$ ) as well as symmetric platikurtic ( $\gamma<0$ ) distributions. Various shapes of the symmetric exponential power distribution are given by Box and Tiao (1973, Fig. 3.2.3) who use this family of distributions extensively in a Bayesian context. Since the shape of the distribution of many economic time series is leptokurtic we will only consider the range of parameter values $0 \leq r \leq 1$.

Table 4 displays the values of $\beta_{2}(0,0,0)$ for the model $Y_{t}=\beta Y_{t-\ell} A_{t-k}+A_{t}$ with $(k, l)=(1,2),(1,1)$ and $(2,1)$ for various values of $|\beta|$ and $r$. In all computations the parameter $\sigma$ was, without loss of generality, set at unity. Notice that for the range of values $0<\underset{\sim}{<} \leq .4$ the symmetrically distributed $\left\{A_{t}\right.$ \} produces a series $\left\{Y_{t}\right\}$ which is distributed not too far from Gaussianity

Table 4. Values of the kurtosis $\beta_{2}(0,0,0)$ of the series $\left\{Y_{t}\right.$ \} generated by the bilinear model $Y_{t}=B Y_{t-\ell} A_{t-k}+A_{t}$ with $(k, l)=(1,2),(1,1)$ and $(2,1)$ and with $\left\{A_{t}\right\}$ independent drawings from the family of symmetric exponential power distributions with characteristic parameter $\gamma$.

depending on the value of $|\beta|$. Hence, for these parameter values no severe problems will arise, due to the non-Gaussianity of the residuals, when estimating the parameters of a bilinear model by a maximum likelihood procedure. Also it can be noticed that for values of $B \leq .48$ and $\gamma \leq .4$ the departure from Gaussianity is more significant for the diagonal model than for the other two models.

From (4.12) it follows that the coefficient of kurtosis of the $\left\{A_{t}\right\}$ distribution is given by

$$
\begin{equation*}
\beta_{2}(0,0,0)=r\left[2 \frac{1}{2}(1+\gamma)\right] r\left[\frac{1}{2}(1+\gamma)\right] /\left\{r\left[1 \frac{1}{2}(1+\gamma)\right]\right\}^{\frac{1}{2}} . \tag{4.13}
\end{equation*}
$$

Knowing the value of $B$ one can approximately deduce from the results in Table 4 the appropriate value of the kurtosis (4.13) that need to be imposed on the errors in order to generate a bilinear time series $\left\{Y_{t}\right\}$ with a given kurtosis. This can be done along similar lines as has been proposed by Davies, Spedding and Watson (1980) for ARMA models with non-Gaussian residuals.

## 5. An example

Consider the coal production series given by Pankratz (198j, Case 3). The series represents the monthly bituminous coal production in the United States from January 1952 through December 1959, a total of 96 observations. The data have been seasonally adjusted and from the results presented by Pankratz it can be concluded that they do not contain a seasonal pattern. When reanalysing this series we arrived at the $\operatorname{AR}(2)$ model specification

$$
\begin{equation*}
Y_{\mathrm{t}}=\underset{(3.13)(4.90)}{7576.84+.49 Y_{t-1}} \underset{(3.01)}{+.31 Y} \mathrm{t}-2+A_{\mathrm{t}}, \quad \dot{\sigma}_{\mathrm{a}}^{2}=9,054,181 \tag{5.1}
\end{equation*}
$$

where $\hat{\sigma}_{a}^{2}$ is the residual variance and where $t$-ratios are standing between parentheses. The parameter values are reasonably close to those presented by Pankratz for this model. The predictability of this model can be expressed
as $R 2=1-\left(\dot{\sigma}_{a}^{2} / \dot{\sigma}_{y}^{2}\right)$, where $\dot{\sigma}_{y}^{2}$ is the sample variance of the series $\left\{Y_{t}\right\}$, and is equal to . 547 .

Table 5. Autocorrelations $r_{a}(i)$ and $r_{a}^{*}(i)$ of, respectively, $\left\{\dot{A}_{t}\right\}$ and $\left\{\dot{A}_{t}^{2}\right\}$ from model (5.1) fitted to the coal production series.

Lag i

|  | Lag i |  |  |  |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  |  |  |  |  |  | 2 | 3 | 4 | 5 | 6 |
| $r_{a}(i)$ | -.078 | -.015 | .155 | -.017 | .016 | -.012 |  |  |  |  |  |  |
| $r_{a}^{*}(i)$ | .361 | -.018 | .097 | .086 | -.041 | -.044 |  |  |  |  |  |  |

In Table 5 the autocorrelations of the residuals $\left\{\hat{A}_{t}\right\}$ and $\left\{\hat{A}_{t}^{2}\right\}$, respectively, denoted by $r_{a}(i)$ and $r_{a}^{*}(i)$, are presented for lags $i=1,2, \ldots, 6$. The values of $r_{a}(i)$ suggest that the residuals $\left\{\hat{A}_{t}\right\}$ are uncorrelated. This is also supported by the modified $x^{2}(M-p-q)$ diagnostic statistic $Q_{a}=n(n+2) \Sigma_{i=1}^{M} r_{a}^{2}(i) /(n-i)$ which for $M=20$ is equal to 7.42. Looking at the values of $r_{a}^{*}(i)$ we notice that, with the exception of $r_{a}^{*}(1)$, all residual autocorrelations of $\left\{\hat{A}_{t}^{2}\right\}$ are not significantly different from zero at the $5 \%$ level. The value of $r_{a}^{*}(1)$ may indicate evidence of some nonlinear relation in the $\left\{\hat{A}_{t}\right\}$. However, this is not confirmed by the value of the diagnostic statistic $Q_{a}^{*}=n(n+2) \Sigma_{i=1}^{M}\left\{r_{a}^{*}(i)\right\}^{2} /(n-i)$ suggested by McLeod and Li (1983) for detecting autocorrelations in the squared residuals. For $M=20$ the value of this statistic is 16.07 which is less than the $5 \%$ significance point of the $x^{2}(M)$ distribution. One reason for this could be that $Q_{a}^{*}$ is computed on the basis of only 94 residuals which, as explained in the previous section, may be insufficient for identifying bilinear relations in the data. Therefore it is worthwhile to take a further look at the values of the statistics $b_{1}(i, j)$ and $b_{2}(0, i, i)$ to see whether they can provide some useful information about the process underlying the residuals.

The estimated values of $b_{1}(i, j)$ of the residuals $\left\{\dot{A}_{t}\right\}$ from model (5.1)
are presented in Table 6. Using the variance expressions (4.4), (4.6) and (4.8) we notice significant values of $b_{1}(i, j)$ at $\operatorname{lag}(i, j)=(0,1),(0,3),(1,2)$ and $(3,3)$ at the $5 \%$ level. The coefficient of kurtosis is equal to 4.097 while for lag $i=1,2,3$ and 4 the values of $b_{2}(0, i, i)$ are, respectively, given by 2.330 , .999, 1.317 and 1.060. In general the distribution of $\left\{\hat{A}_{t}\right\}$ has a rather symmetric though slightly leptokurtic shape.

Table 6. Estimated values of $b_{1}(i, j)$ of $\left\{\hat{A}_{t}\right\}$ from model (5.1) fitted to the coal production series.

| Lag |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  | 0 | 1 | Lag i |  |  |
| 0 | .209 |  | 3 | 4 |  |
| 1 | $-.441^{*}$ | .281 |  |  |  |
| 2 | .309 | $-.245^{*}$ | -.075 |  |  |
| 3 | $.372^{*}$ | -.120 | .139 | $-.386^{*}$ |  |
| 4 | -.065 | .081 | -.128 | .228 | -.345 |

Note: * denotes statistically significant at the $5 \%$ level.

It is evident from the results in Table 6 that the residuals have significant nonlinear properties. This suggests that model (5.1) could be improved by adding a bilinear term to the linear system. The super and subdiagonal model are both characterized by a theoretical pattern of $\beta_{1}(i, j)$ which is non-zero for lag $(i, j)=(k, l)$ and zeroes elsewhere. On the basis of the significant values of $b_{1}(i, j)$ a diagonal model seems more likely. However, this conclusion is somewhat tentative since the pattern of significant values of $b_{1}(i, j)$ does not fully conform the theoretical pattern of $\beta_{1}(i, j)$ for the diagonal model discussed in Subsection 3.2.

In order to check this last conjecture we decided to estimate the model $A_{t}=B A_{t-\ell} U_{t-k}+U_{t}$ with $\{k, \ell=1,2$ and 3$\}$ and where $\left\{U_{t}\right\}$ is a sequence of i.i.d. random variables with mean zero and fixed variance. A close approximation to the maximum likelihood estimate of the parameter $\beta$ in this model can be obtained by minimizing the sum of squares $S(B)=\Sigma_{t} U_{t}^{2}$ over a grid of admissible parameter values. After standardizing the series $\left\{A_{t}\right\}$ and setting the initial values of $\left\{U_{t}\right\}$ equal to zero to avoid starting up problems, the minimum sum of squares was reached for the diagonal model $A_{t}=-.19 A_{t-1} U_{t-1}+U_{t}$. In terms of the original series $\left\{Y_{t}\right\}$, model (5.1) augmented by this fitted diagonal model gives rise to a predictability measure $R^{2}$ equal to .589 , which is an increase of more than $4 \%$ compared with the forecasting ability of model (5.1). The autocorrelations of $\left\{\hat{U}_{t}\right\}$ and $\left\{\hat{U}_{t}^{2}\right\}$ for lags 1 through 6 were not significantly different from zero at the $5 \%$ level which was also confirmed by the McLeod-Li (1983) diagnostic statistic. The values of $b_{1}(i, j)$ of the new residuals $\left\{\hat{U}_{t}\right\}$ were all very small, except from significant values at $\operatorname{lag}(i, j)=(0,0)$ and $(i, j)=(0,3)$. Hence, practically all of the nonlinearity can be explained by the above simple diagonal bilinear model.

From this example it may be concluded that there are situations in practice where the autocorrelations of the squared and unsquared residuals do not provide sufficient information about the existence and type of nonlinearity present in the data. We feel that the results presented here demonstrate that the statistics $b_{1}(i, j)$ and $b_{2}(0, i, i)$ may be used as a useful additional tool to identify a particular bilinear time series model. However, more work is needed to solve the problem of discriminating between super and subdiagonal models on the basis of these statistics. Also more attention should be directed to the problem that bilinear time series models can only be well identified when the sample size is extremely large.
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