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PROJECTION ESTIMATES OF CONSTRAINED

FUNCTIONAL PARAMETERS

Amélie Fils-Villetard, Armelle Guillou and Johan Segers∗

Université Pierre et Marie Curie, Université Pierre et Marie Curie and
Tilburg University

Curve estimation problems can often be formulated in terms of a closed
and convex parameter set embedded in a real Hilbert space. This is
the case, for instance, if the curve of interest is a monotone or convex
density or regression function, the support function of a convex set,
or the Pickands dependence function of an extreme-value copula. The
topic of this paper is the estimator that results when an arbitrary
initial estimator possibly falling outside the parameter set is projected
onto this parameter set. If direct computation of the projection is
infeasible, the full parameter set can be replaced by an approximating
sequence of finite-dimensional subsets. Asymptotic properties of the
initial estimator sequence in the Hilbert space topology transfer easily
to those of the projected sequence and its approximating sequence.

1 INTRODUCTION

Suppose we wish to estimate a function or a vector of functions subject
to shape constraints. The functions could for instance be regression func-
tions, probability density functions, hazard rates, and so on, and the shape
constraint could for instance be that the functions are monotone, convex,
non-negative, or a combination thereof. We have at our disposal an es-
timator, but unfortunately this estimator is not guaranteed to satisfy the
constraints. Then how to modify this estimator so that the constraints are
met?

If all relevant information in the sample is already contained in the ini-
tial estimator, then the modified estimator should depend on the data only
through this initial estimator. Moreover, the modification should be as small
as possible, to be measured along some metric on the appropriate function
class.

Consider for instance the problem of estimating a regression function
that is known to be non-decreasing. Mammen [18] proposes a two-step
procedure whereby an initial Nadaraya-Watson kernel estimator is isotonized
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using the pool adjacent violator algorithm. The resulting estimator turns
out to be the non-decreasing function with smallest L2-distance to the initial
smooth. Applying the same kind of minimization procedure to the derivative
of the piece-wise linear interpolation of the empirical distribution function of
a sample leads to the Grenander estimator [12] for a monotone probability
density.

Suppose then that the parameter set, that is, the set of functions satis-
fying the model constraints, can be identified with a closed, convex subset
of a real Hilbert space and that the initial estimator takes its values in this
Hilbert space as well. A natural idea is then to project the initial estima-
tor onto the parameter set, the projection being defined as the minimizer
of the Hilbert space distance between the initial estimator and members of
the parameter set. Because the latter is assumed to be closed and convex,
the projection operator is well-defined. As projection operators are non-
expansive, the estimation error, measured in the Hilbert space distance, of
the projection estimator is never larger than the one of the initial estimator.

The aim of this paper, then, is to develop an abstract framework for the
projection estimator, focusing on the relationship between the asymptotic
properties of the initial estimator sequence and the corresponding projection
estimator sequence. The main tool here is the functional delta method in
combination with a result on the Hadamard differentiability of projection
operators.

Moreover, as the definition of the projection estimator involves a typi-
cally not explicitly solvable infinite-dimensional minimization problem, we
propose a computational tool replacing the latter optimization problem by
a sequence of quadratic programs. The dimension of the quadratic program
serves as a tuning parameter, sufficiently large values of which guarantee the
approximate projection estimator sequence to have the same asymptotics as
the true projection estimator sequence.

Finally, we work out the details for three examples: convex functions on
the positive half-line (section 4), bivariate extreme-value copulas (section 5),
and support functions of convex, compact regions in the plane (section 6).
The corresponding quadratic programs are written down explicitly, and the
smallest dimensions needed for the approximate projection estimators to be
asymptotically equivalent to the true projection estimators are derived in
terms of the rate of convergence of the initial estimator sequence. Simula-
tions serve to assess the finite-sample properties of the estimators.

A different though related general projection framework has been pro-
posed by Mammen, Marron, Turlach, and Wand in [19]. The major differ-
ence is that in their approach, the Hilbert space changes with the sample.
For instance, in a non-parametric regression setting with random design,
the Hilbert space is an L2-space with the underlying measure equal to the
distribution corresponding to a non-parametric density estimate of the ex-
planatory variable; see their proposition 1.
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We should emphasize that the feasibility of the projection methodology
crucially depends on the convexity of the parameter set. For instance, the
problem of estimating a unimodal function with unknown mode, see for
instance [24], falls outside the scope of the method, since convex combina-
tions of unimodal functions with different modes are in general no longer
unimodal.

All our asymptotic results are with respect to the Hilbert space topol-
ogy. In the common case that the Hilbert space is an L2-space, this means
that the topology in force is the one of convergence in quadratic mean. In
particular, we do not obtain results on point-wise or uniform convergence.
Of course, in particular cases, it may be true that the projection estimator
sequence does satisfy certain limit laws in these other topologies, but to
establish such properties would require case-specific arguments not pursued
here.

The projection estimator and the tool to compute it are presented in
section 2. Section 3 states the asymptotic properties of the projection esti-
mator and its finite-dimensional approximations. Sections 4 to 6 contain the
three examples and can be read independently of one another. All proofs
are deferred to the appendix.

2 THE ESTIMATORS

Throughout this article, the ‘parameter’ set F is a non-empty, closed and
convex subset of a real Hilbert space H with inner product 〈·, ·〉 and norm ‖·‖.
The aim is to estimate f0, known to be in F . There’s available an estimate
f̂ , but unfortunately f̂ does not belong to F . The subject of this article is
the estimator that arises as the minimizer of the function f 7→ ‖f̂ − f‖ over
F , the projection of f̂ on F .

2.1 Projections on closed, convex sets

In view of their fundamental importance in this article, we quickly review a
number of useful and well-known properties of projections on closed, convex
sets in a Hilbert space; see for instance [32], chapter 2. A first matter is that
of their existence and uniqueness.

Lemma 2.1. Let F be a non-empty, closed and convex subset of a real
Hilbert space H. For h ∈ H there exists a unique f ∈ F such that ‖h− f‖ =
inf{‖h− g‖ : g ∈ F}.

The unique f ∈ F in Lemma 2.1 is called the (orthogonal) projection of h
on F ; notation f = Π(h | F). In geometrical terms, the projection Π(h | F)
of h on F is the unique point f ∈ F such that the hyperplane passing
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through f and orthogonal to h− f separates h from F . In the special case
that F is affine, F is actually contained in this separating hyperplane.

Lemma 2.2. Let F be a non-empty, closed and convex subset of a real
Hilbert space H. For h ∈ H and f ∈ F , the following are equivalent:

(i) f = Π(h | F);

(ii) 〈h− f, f − g〉 ≥ 0 for all g ∈ F ;

(iii) ‖h− f‖2 + ‖f − g‖2 ≤ ‖h− g‖2 for all g ∈ F .

If F is also a cone, then another equivalent statement is

(iv) 〈h− f, f〉 = 0 and 〈h− f , g〉 ≤ 0 for all g ∈ F .

If F is also affine, then the inequalities in (ii) and (iii) become equalities.

A familiar special case arises if F is a closed linear subspace: In that case,
the projection operator is linear and bounded. In general, the projection
operator on a closed, convex set is non-expansive: the distance between the
projections of two points is at most as large as the original distance between
those two points. In particular, projections are continuous.

Lemma 2.3. For g, h ∈ H, we have ‖Π(g | F) − Π(h | F)‖ ≤ ‖g − h‖.

2.2 The projection estimator

The projection estimator based on the initial estimator f̂ can now concisely
be written as

(2.1) f̂p = Π(f̂ | F) = arg min
f∈F

‖f − f̂‖.

By definition, the projection estimator always belongs to the parameter set,
f̂p ∈ F . If the Hilbert space is an L2 space, then f̂p = arg minf∈F

∫

(f− f̂)2;
therefore, we sometimes also use the phrase ‘least-squares estimator’.

With respect to the Hilbert space norm, the projection estimator is al-
ways at least as good as the initial estimator: by Lemma 2.2(iii),

(2.2) ‖f̂p − f0‖ ≤ ‖f̂ − f0‖,
where f0 ∈ F denotes the true but unknown parameter. In other words,
there can be no harm in performing the projection.

Since projections are continuous (Lemma 2.3), the projection estimator
f̂p is a measurable element of H as soon as the initial estimator f̂ is one. If
for instance H = L2 = L2([0, 1],dx) and if f̂ is a random element in C[0, 1],
then, since the embedding of C[0, 1] into L2 is continuous, f̂ is indeed also a
measurable element of L2. However, even if F can be identified with a subset
of C[0, 1], then still nothing can in general be said about the measurability or
continuity properties of the restriction of the projection operator to C[0, 1].
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2.3 Examples

Further on in this paper, we will investigate in some detail the application
of the projection methodology to the estimation of a convex function on the
positive half-line (section 4), a bivariate extreme-value copula (section 5)
and the support function of a compact, convex set in the plane (section 6).
In those cases, the corresponding projection operator cannot be expressed
explicitly, a possible solution being the successive approximation of F by
means of a sieve of finite-dimensional subsets Fm, to be explained in sec-
tion 2.4. Here, we list a number of examples for which the projection does
admit an explicit formula.

Bounded functions. Let (X ,A, µ) be a measurable space and let L2 =
L2(X ,A, µ) be the real Hilbert space of equivalence classes of real-valued,
square-integrable functions on X . Let F = {f ∈ L2 : f ≥ 0} be the
cone of µ-almost everywhere non-negative, square-integrable functions on
X . By criterion (ii) in Lemma 2.2, the projection operator on F is given by
Π(h | F) = max(h, 0) for h ∈ L2. For g, g1, g2 ∈ L2, simple generalizations
are F = {f ∈ L2 : f ≥ g} with Π(h | F) = max(h, g) or F = {f ∈ L2 : g1 ≤
f ≤ g2} with Π(h | F) = min{max(h, g1), g2}.

Pairs of parallel functions. Let again (X ,A, µ) be a measurable space
and consider the real Hilbert space L2 ⊕ L2, the direct sum of L2(X ,A, µ)
with itself. Elements of L2⊕L2 can be thought of as column vectors (h1, h2)

′

with h1, h2 ∈ L2. For a fixed g ∈ L2, let F be the closed linear subspace
of L2 ⊕ L2 consisting of those (f1, f2)

′ such that f2 − f1 = αg for some
arbitrary real α. The orthogonal projection from L2 ⊕ L2 onto F is given
by Π ((h1, h2)

′ | F) = (f − (α/2)g, f + (α/2)g)′ where f = (h1 + h2)/2 and
α =

∫

(h2 − h1)g/
∫

g2.
If µ(X ) <∞, we can take for g the constant function equal to one. The

space F then consists of pairs of functions at a fixed, arbitrary distance. The
corresponding projection operator is useful, for instance, when estimating
two regression curves which are believed to be parallel, see for instance the
onions example in [23], [4], chapter 6.5, and [19], section 2.2.

Observed derivatives. Given estimates for a pair of functions, one of
which is known to be the derivative of the other, how to modify these es-
timates as little as possible such that the new estimates have the same
property?

Let L2 = L2([0, 1],dt) be the real Hilbert space of equivalence classes of
real-valued, Lebesgue square-integrable functions on the unit interval. Let
F be the subset of L2 ⊕L2 consisting of those pairs (f1, f2)

′ for which f1 is
almost everywhere equal to a primitive function of f2. Let P : L2 → L2 be
the projection onto the orthogonal complement of the subspace of constant
functions, so Pf = f −

∫ 1
0 f , and let S : L2 → L2 be the operator mapping

f ∈ L2 to its primitive t 7→ Sf(t) =
∫ t
0 f . Then a pair (f1, f2)

′ belongs to
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F if and only if the function f1 − Sf2 is constant, that is, if A ((f1, f2)
′) :=

P (f1 − Sf2) is equal to the zero function. Hence F is equal to the kernel of
the bounded linear operator A. In particular, F is a closed linear subspace.

The projection operator on F can be shown to be Π ((h1, h2)
′ | F) =

(h1 − f, h2 − Sf), where f is given by

f(t) = h(t) − 1

2
(et + e−t)α+

1

2

∫ t

0
(et−s − es−t)h(s)ds, for t ∈ [0, 1],

with h = A ((h1, h2)
′) and α = (e − e−1)−1

∫ 1
0 (et−1 + e1−t)h(t)dt. The

way to arrive at the stated expression for f is by writing the projection
on F = N(A) in the form Π = I − A∗(AA∗)−1A; by Banach’s theorem
([16], Theorem 1.8.5), computing the inverse of the restriction of AA∗ to the
range of A boils down to solving an ordinary linear differential equation with
constant coefficients [6]. However, given the stated expression for f , it is a
routine matter to check that (h1−f, h2−Sf)′ ∈ F and 〈(f, Sf)′, (g1, g2)

′〉 = 0
for all (g1, g2)

′ ∈ F , confirming the validity of the stated expression for Π.

2.4 Finite-dimensional approximations

The projection estimator (2.1) is defined as the solution of a minimization
problem, so the question arises how to compute it. In many cases, direct
computation is infeasible (sections 4, 5 and 6). Therefore, we present here a
generally applicable sieve method to approximate the projection estimator
up to any desired accuracy. In section 3 we state conditions under which the
asymptotic behavior of the approximate projection estimator is the same as
that of the true projection estimator.

Let Fm be a finite-dimensional subset of F of the form

(2.3) Fm =

{

dm
∑

i=1

λihim : λ = (λ1, . . . , λdm
)′ ∈ Λm

}

where the him (i = 1, . . . , dm) are fixed elements in H and where Λm is a
closed and convex subset of dm-dimensional Euclidean space. Typically, Λm

is defined through linear equality and inequality constraints. The idea is
to have a sequence of such finite-dimensional subsets which provide with
increasing m increasingly more accurate approximations of the full set F in
a sense to be made precise in the next section.

The approximate projection estimator based on initial estimator f̂ is
then defined as the projection of f̂ on Fm,

(2.4) f̂p
m = Π(f̂ | Fm).

The approximate projection estimator is of the form f̂p
m =

∑dm

i=1 λihim, the
vector λ being the solution to the quadratic program

(2.5) minimize λ′Aλ − 2λ′b subject to λ ∈ Λm
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with the dm × dm matrix A given by Aij = 〈him, hjm〉 and with the vector

b given by bi = 〈him, f̂〉. Note that A does not depend on f̂ , and that if
H is an L2-space, then the entries of b involve integrals for which numerical
quadrature might be required.

3 ASYMPTOTICS

Let f̂n be a sequence of estimators. Then the corresponding sequence of
projection estimators is f̂p

n = Π(f̂n | F), while the approximate projection
estimators are f̂p

n,mn = Π(f̂n | Fmn), with typically mn → ∞. In this section,
we study the extent to which asymptotic properties of f̂n are inherited by
f̂p

n and f̂p
n,mn .

3.1 Rates of convergence

A first property is obvious: in view of (2.2), the rate of convergence of the
projection estimator sequence f̂p

n in the Hilbert space norm is at least as
fast as the rate of convergence of the initial estimator sequence f̂n.

For the approximate projections, f̂p
n,mn , however, the situation is dif-

ferent, as the true f0 is possibly not contained in the finite-dimensional
approximations Fmn to F . However, if Fmn is in some sense close to F ,
then f̂p

n,mn = Π(f̂n | Fmn) may be expected to be close to f̂p
n = Π(f̂n | F).

The following lemma serves to get a handle on ‖f̂p
n,mn − f̂p

n‖. The proofs of
this and the following results of this section are to be found in Appendix A.1.

Lemma 3.1. If F and G are non-empty, closed and convex subsets of H

and if G ⊂ F , then

‖Π(h | G) − Π(h | F)‖ ≤ [δ{2 ‖h− Π(h | F)‖ + δ}]1/2 for h ∈ H,

where δ = ‖Π(h | F) − Π(Π(h | F) | G)‖.

An immediate consequence of Lemma 3.1 is the following result on the
rate of convergence of the approximate projection estimator f̂p

n,mn .

Theorem 3.2. Assume that ‖f̂n − f0‖ = Op(εn) or op(εn) for some
positive sequence εn tending to zero. If the positive integer sequence mn is
such that

(3.1) ‖f̂p
n − Π(f̂p

n | Fmn)‖ = Op(εn) or op(εn), respectively,

then also ‖f̂p
n,mn − f0‖ = Op(εn) or op(εn), respectively.

Theorem 3.2 suggests the following rule for the choice of mn: choose mn

large enough such that (3.1) holds. Since, typically, the left-hand side will
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be decreasing with mn, this indeed only imposes a lower bound on mn. In
practice, constraints in computing time and power will also impose an upper
bound on mn.

If the parameter space F is compact, then the left-hand side of (3.1)
is bounded by the Hausdorff distance supf∈F ‖f − Π(f | Fmn)‖ between F
and Fmn . A typical way of showing (3.1) is then by bounding this Hausdorff
distance. In many cases, however, F is not compact and the Hausdorff
distance between F and Fm is infinite for allm. In such cases, condition (3.1)
needs to be checked by more subtle methods, for instance by using the fact
that ‖f̂p

n − f0‖ = op(1).

3.2 Limit distributions

Now assume that there exists a positive sequence εn tending to zero and a
random element g in H such that

(3.2)
f̂n − f0

εn
 g, in H.

Then what can we say about the limit distributions of the estimator se-
quences f̂p

n and f̂p
n,mn ?

Notice that in the previous display we explicitly mentioned the space H

in which the convergence in distribution takes place. However, if the Hilbert
space is L2([0, 1]), then usually, the estimator f̂n will live in the smaller space
D[0, 1] or even in C[0, 1], and the convergence in distribution will hold in
the finer topology of uniform convergence, thus implying convergence in
distribution in the weaker Hilbert space topology. As said already in the
beginning of this section, our method is general but is restricted to the
Hilbert-space world. More refined limit results have to be pursued by more
specialized methods adapted to individual cases.

Since (f̂p
n − f0)/εn = {Π(f̂n | F) − Π(f0 | F)}/εn, we can turn (3.2)

into an asymptotic result for f̂p
n by the functional delta method. What

is required, then, is the (one-sided) Hadamard derivative of the projection
operator Π( · | F) in f0. This derivative exists and is a projection as well,
but now on the tangent cone of F at f0, defined as

TF (f0) = {λ(f − f0) : λ ≥ 0, f ∈ F}.

Lemma 3.3. Let f0 ∈ F and let TF (f0) be the tangent cone of F at f0.
If εn is a positive sequence tending to zero and if gn → g in H, then

lim
n→∞

Π(f0 + εngn | F) − f0

εn
= Π(g | TF (f0)).

We use the phrase ‘one-sided Hadamard differentiability’ because the
sequence εn can only approach zero from the positive side. For instance, in
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R, the projection on [0,∞) is the function x 7→ max(x, 0), a function whose
left and right-hand derivatives at zero are different.

Theorem 3.4. If the initial estimator sequence f̂n satisfies (3.2), with
εn a positive sequence tending to zero and with g a random element in H,
then

f̂p
n − f0

εn
 Π(g | TF (f0)) .

Moreover, if the integer sequence mn is such that (3.1) holds, then also

f̂p
n,mn − f0

εn
 Π(g | TF (f0)) .

Since 0 ∈ TF (f0), Lemma 2.2(iii) implies

(3.3) ‖g‖2 ≥ ‖g − Π(g | TF (f0))‖2 + ‖Π(g | TF (f0))‖2 .

In this sense, the limiting random variable for the projection estimator se-
quence is ‘smaller’ than the one for the initial estimator sequence.

4 CONVEX FUNCTIONS

Let C be the set of real-valued, convex and Lebesgue square-integrable func-
tions on the positive half-line, (0,∞). Such functions are necessarily non-
negative and non-increasing, and they can diverge at zero. Since convex
functions on (0,∞) that are equal almost everywhere must in fact be equal
everywhere, we can view C as a subset of L2 = L2((0,∞),dx).

First we will study the properties of the projection operator from L2

onto C. We will derive a number of characterizations which are reminiscent
of Lemma 2.2 in Groeneboom, Jongbloed and Wellner [13]. Then we will
show how to actually compute the projection through solving a quadratic
program after approximating convex functions by piece-wise linear ones on
appropriate non-equidistant grids. Finally, we will point out the relation
between the projection approach and the least-squares estimator of a convex
density in [13].

4.1 Characterizing the projection

The set C is an L2-closed and convex cone; in particular, the projection
operator on C is well-defined. Only the property that C is closed requires
some thought. Let (fn)n be a sequence in C for which there exists g ∈ L2

such that
∫

(fn − g)2 → 0. Then, along some subsequence (nk)k, we have
fnk

(x) → g(x) for almost every x ∈ (0,∞); see for instance [9], p. 68 and
p. 90. By appropriately redefining the function g on the null set of those x
for which the previous convergence does not hold, we can construct f ∈ C
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such that f = g almost everywhere. Since necessarily
∫

(fn − f)2 → 0, we
find that C is indeed closed.

By Lemma 2.1, for h ∈ L2, there exists a unique

f = arg min
g∈C

∫

(g − h)2,

denoted by f = Π(h | C). We are interested in the relation between f and
h.

First, let us recall a few elementary facts about convex functions; see
for instance [25], section 24. For every f ∈ C and every 0 < x < ∞, the
right-hand derivative

f ′(x) := lim
ε↓0

f(x+ ε) − f(x)

ε
, for 0 < x <∞,

is well-defined. The function f ′ is non-positive, non-decreasing, vanishes
at infinity, and f can be recovered from f ′ through f(x) = −

∫∞
x f ′ for

0 < x < ∞. Moreover, f ′ is right-continuous with limits from the left;
denote f ′(x−) = limy↑x f

′(y) for 0 < x < ∞. The differential df ′ defines a
non-negative measure on (0,∞) given by

∫

(x,∞) df ′ = −f ′(x) for 0 < x <∞.
Moreover, by Fubini’s theorem, the original function f can be expressed in
terms of this measure through

(4.1) f(x) =

∫

(0,∞)
(z − x)+ df ′(z), for 0 < x <∞.

Lemma 4.1. Let h ∈ L2 and f ∈ C. For 0 < x <∞, put

G(x) =

∫ x

0

∫ y

0
{f(z) − h(z)}dz dy

=

∫ ∞

0
(x− z)+{f(z) − h(z)}dz.

The following are equivalent:

(i) f = Π(h | C);

(ii)
∫

(f − h)f = 0 and G ≥ 0;

(iii)
∫

{G>0} df
′ = 0 and G ≥ 0.

Characterization (iii) in Lemma 4.1 is similar to the one of the least-
squares estimator of a convex density in Groeneboom et al. [13].

We conclude this subsection with pointing out some relations between
an arbitrary h ∈ L2 and its projection f = Π(h | C). First we mention some
interesting things occurring at a point x in which f is not linear.
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Lemma 4.2. Let h ∈ L2 and f = Π(h | C) with right-derivative f ′. If
0 < x <∞ is such that f ′(s) < f ′(t) for all 0 < s < x < t <∞, then

∫ x

0
f =

∫ x

0
h,

∫ x

0
yf(y)dy =

∫ x

0
yh(y)dy, and

∫ x

0
f2 =

∫ x

0
hf.

If, additionally, h is continuous in x, then f(x) ≥ h(x).

Second, if h is a square-integrable probability density on (0,∞), then its
projection f = Π(h | C) is guaranteed to be a probability density as well.
This property is a special case of (ii) in the following lemma.

Lemma 4.3. Let h ∈ L2 and f = Π(h | C).

(i) If
∫

|h| <∞, then
∫

h ≤
∫

{f>0} h =
∫

f . In particular,
∫

f ≤
∫

|h|.

(ii) If h ≥ 0, then
∫

h =
∫

f , finite or infinite, and h1{f=0} = 0 almost
everywhere.

Finally, if h ∈ L2 is uniformly bounded, then so is f = Π(h | C).

Lemma 4.4. For h ∈ L2 and f = Π(h | C), we have ‖f‖∞ ≤ 2 ‖h‖∞.

4.2 Piece-wise linear approximations

For positive integer m, let Cm be the set of those f ∈ C that are piece-
wise linear with knots on the grid {(k/m)2 : k = 0, 1, . . . ,m2}. Necessarily
f ∈ Cm vanishes on [m2,∞). The following lemma asserts how well elements
in C can be approximated by those in Cm.

Lemma 4.5. Let f ∈ C be uniformly bounded and integrable. For every
positive integer m, there exists fm ∈ Cm such that

∫

(fm − f)2 ≤ 1

m2

(

‖f‖2
1 +

8

3
‖f‖2

∞

)

.

Since functions in C have the steepest slope near the origin, it makes sense
to choose the grid in such a way that the density of points there is highest. If
instead we would have taken the equidistant grid {k/m : k = 0, 1, . . . ,m2},
then the approximation error in Lemma 4.5 would in general only be of the
order O(m−1). Lemma 4.5 leads to the following result on how to choose
the integer m for the projections on C and Cm to be as close as desired.

Lemma 4.6. Let (hn)n be a sequence in L2 such that ‖hn‖∞ = Op(1)
and ‖hn‖1 = Op(1). If

‖hn − Π(hn | C)‖2 = Op(εn) and εnmn → ∞
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for some positive sequence (εn)n and some positive integer sequence (mn)n,
then

‖Π(hn | Cmn) − Π(hn | C)‖2 = op(εn).

Computing the projection of an arbitrary h ∈ L2 on Cm amounts to
solving a quadratic program of the form (2.5). For k = 0, 1, 2, . . . ,m2 − 1,
let hk,m be the real-valued function on [0,∞) which vanishes on [m2,∞), is
piece-wise linear on [0,m2] with knots on the grid

{

(l/m)2 : l = 0, 1, . . . ,m2
}

and such that hk,m

(

(k/m)2
)

= 1 and hk,m

(

(l/m)2
)

= 0 for integer l 6= k.

Any f ∈ Cm can be written as f =
∑m2−1

k=0 λkhk,m with λk = f
(

(k/m)2
)

.
In this way, we can identify Cm with the set Λm of m2-dimensional vectors
λ such that

(2k + 1)λk−1 − 4kλk + (2k − 1)λk+1 ≥ 0, for k = 1, . . . ,m2 − 2,
(2m2 − 1)λm2−2 − 4(m2 − 1)λm2−1 ≥ 0,
λm2−1 ≥ 0.

The m2-by-m2 matrix A in (2.5) with entries Ak,l =
∫

hk,mhl,m is given by

A0,0 = 1/(3m2),

Ak,k = 4k/(3m2), for k = 1, 2, . . . ,m2 − 1,

Ak,k+1 = Ak+1,k = (2k + 1)/(6m2), for k = 0, 1, . . . ,m2 − 2,

Ak,l = 0, if |k − l| ≥ 2.

Finally, the entries of the m2-dimensional vector b in (2.5) are bk =
∫

hk,mh,
where h ∈ L2 is the function to be projected onto Cm.

4.3 Estimating a convex probability density

Let X1, . . . ,Xn be an independent sample from a probability density func-
tion (pdf) f on the positive half-line, which is to be estimated under the
assumption that it belongs to C. This estimation problem was considered
by Groeneboom, Jongbloed and Wellner (GJW) in [13], where the following
estimator was proposed:

(4.2) f̂GJW
n = arg min

g∈C
Qn(g)

where, for g ∈ C,

Qn(g) =
1

2

∫

g2 − 1

n

n
∑

i=1

g(Xi).

In [13], it is shown that f̂GJW
n is well-defined and is indeed a genuine pdf.

The GJW estimator can be thought of as the projection of the empirical
distribution of the sample onto C. A related but different estimator is the
non-parametric maximum likelihood estimator [1, 13].
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Denote the order statistics of the sample by 0 < X1:n < . . . < Xn:n.
Let f̃n be the pdf of the distribution that puts mass 1/(n − 1) uniformly
on each of the intervals (Xi:n,Xi+1:n], where i = 1, . . . , n − 1. This f̃n is a
rather naive, even inconsistent, estimate of f . Still, let f̂Cn = Π(f̃n | C) be
the projection of f̃n onto C. Since the distribution corresponding to f̃n is
close to the empirical distribution of the sample, one may conjecture that
f̂Cn and f̂GJW

n are close as well. This turns out to be the case; we do not
even have to assume that the true density is convex.

Lemma 4.7. If X1, . . . ,Xn is a random sample from a uniformly bounded
density f on (0,∞), then

∫

(

f̂Cn − f̂GJW
n

)2
= Op(n

−1).

The situation is different from but still similar to the one for the Grenan-
der estimator for a monotone density [12], which is at the same time both
the non-parametric maximum likelihood estimator as well as the projection
of (a slightly different version of) the naive density estimator on the space
of monotone functions, see for instance [34], chapter 24.

5 EXTREME-VALUE COPULAS

A copula is a multivariate distribution function with uniform(0, 1) margins
[29, 21]. The statistical relevance of copulas is their role in the margin-free
modelling of the dependence structure of a general multivariate distribution.

An interesting class of copulas is that of extreme-value copulas. The
following representation for bivariate extreme-value copulas was discovered
by Pickands in [22], building upon the seminal paper [14] by de Haan and
Resnick; see also Deheuvels’s instructive account [7]. A bivariate copula C
is an extreme-value copula if and only if it admits the representation

C(u, v) = exp

{

log(uv)A

(

log(u)

log(uv)

)}

, for u, v ∈ (0, 1).

The above expression defines a genuine copula if and only if the Pickands
dependence function A : [0, 1] → R satisfies the following two properties:

(A1) A is convex;

(A2) max(t, 1 − t) ≤ A(t) ≤ 1 for all t ∈ [0, 1].

The class of Pickands dependence functions is denoted in the sequel by A.

Estimation of the Pickands dependence function of an extreme-value
copula is an important step in the analysis of multivariate extremes ([2],
chapter 9). Non-parametric methods avoid the model risk associated with
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parametric methods like in [33], but unfortunately, the estimates they gen-
erate typically fail to satisfy (A1) or (A2) above. Ad hoc remedies are
sometimes applied to enforce these properties [15, 30], but the effect of such
modifications on the performance of the estimator remains most of the time
unclear.

Our projection methodology yields a way to force such a non-parametric
estimate Ân into A in a controllable and well-understood way. As A is a
closed and convex subset of L2 = L2([0, 1],dx) (with the usual identification
of functions that differ on a null set only), the projection of Ân onto A is
well-defined, yielding the projection estimator

Âp
n = Π(Ân|A) = arg min

A∈A

∫

(Ân −A)2.

In the sequel, we focus on the computation and the asymptotic behavior of
the projection estimator. Its performance will be illustrated by means of a
small simulation study.

5.1 Piece-wise linear approximations

For positive integer m, let Am be the class of Pickands dependence functions
that are piece-wise linear with knots on the grid {k/m : k = 0, 1, . . . ,m}.
The projection onto Am can be computed by solving a quadratic program
with linear constraints as in section 2.4. Each A in Am admits the repre-
sentation A =

∑m
i=0A(i/m)him, where him is the unique piece-wise linear

function on [0, 1] with knots on the given grid such that him(i/m) = 1 and
him(j/m) = 0 for integer j 6= i.

By (A1)–(A2), a piece-wise linear function A on [0, 1] with knots on the
given grid is a Pickands dependence function if and only if























A(0) = A(1) = 1,

A(0) −A( 1
m) ≤ 1

m ,

A( i−1
m ) − 2A( i

m) +A( i+1
m ) ≥ 0, for i = 1, . . . ,m− 1,

A(1) −A(m−1
m ) ≤ 1

m .

These constraints define the subset Λm of R
m+1 to which the vector λ in

(2.5) with entries λi = A(i/m) should belong. The (m + 1)-by-(m + 1)
matrix A with elements Aij =

∫

himhjm is easily computed to be

(5.1) A =
1

6m



















2 1 0
1 4 1

1 4 1
. . .

. . .
. . .

1 4 1
0 1 2



















.
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Given an initial estimate Â, computing the vector b involves integrals of the
form bi =

∫

himÂ. A simple procedure consists of interpolating the integrand
on each interval of the form [(i − 1)/m, i/m] by a quadratic polynomial
with interpolation points (i − 1)/m, (i − 1/2)/m and i/m, resulting in the
approximation

bi ≈



































1

3m

{

1

2
Â(0) + Â

(

1

2m

)}

if i = 0,

1

3m

{

Â

(

2i− 1

2m

)

+ Â

(

i

m

)

+ Â

(

2i+ 1

2m

)}

if i = 1, . . . ,m− 1,

1

3m

{

Â

(

2m− 1

2m

)

+
1

2
Â(1)

}

if i = m.

Of course, in order this approximation to b is sufficiently accurate, we would
need detailed sample-path properties of Â. We do not pursue this issue here
and simple take the above formula as a convenient computational tool. In
the further theoretical analysis, we assume that the vector b is computed
exactly.

For the projection onto the subclass Am to be close to the projection
onto the full class A, we need to have an upper bound on the Hausdorff
distance between Am and A (Lemma 3.1).

Lemma 5.1. For A ∈ A, let Am ∈ Am be the Pickands dependence
function obtained by linearly interpolating A at {0, 1/m, 2/m, . . . , 1}. Then

∫

(Am −A)2 ≤ 2m−5/2.

Piece-wise linear functions are special cases of splines. Smoother esti-
mates may be obtained with higher-order splines. However, in view of the
results in section 3, there will be no difference asymptotically. Indeed, in
the experiments we have run, the difference in output between fitting piece-
wise linear functions or fitting higher-order splines was most of the time
negligible.

5.2 Asymptotics

Let Ân be a sequence of estimators for an unknown Pickands dependence
function A. Assume that the asymptotics of Ân are known and of the form

(5.2)
Ân −A

εn
 G in L2,

with 0 < εn → 0. Typically, the convergence above holds in the stronger
topology of uniform convergence. The limit process G is a centered Gaussian
process, and εn is equal to the reciprocal of the square root of the effective
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sample size, that is, the number of block maxima [8, 5, 27] or the number
of high-threshold exceedances [10].

By Theorem 3.4, equation (5.2) implies that the asymptotic distribution
of the projection estimator Âp

n = Π(Ân | A) is given by

(5.3)
Âp

n −A

εn
 Π(G | TA(A)) in L2.

Here, TA(A) is the tangent cone of A at A, defined as the set of limits (in
L2) of all sequences of the form λn(An −A), with λn ∈ [0,∞) and An ∈ A.

Furthermore, if mn is a positive integer sequence such that ε
4/5
n mn → ∞,

then, by Theorem 3.4, the approximate projection estimator Âp
n,mn = Π(Ân |

Amn) has the same asymptotic distribution as the projection estimator,

(5.4)
Âp

n,mn −A

εn
 Π(G | TA(A)) in L2.

According to equation (3.3),

∫

G2 ≥
∫

{Π(G | TA(A))}2 ,

suggesting the improved performance of the projection estimator in compar-
ison to the initial estimator. The amount of improvement depends on the
tangent cone TA(A): the smaller this tangent cone, the larger the improve-
ment. In a number of special cases, the tangent cone admits an explicit
description.

Lemma 5.2. (i) If A is twice differentiable and inftA
′′(t) > 0, then

TA(A) = L2.
(ii) If A = 1, then TA(A) is the set of non-positive, convex functions.

In particular, in case (i), the projection estimator has the same asymptotic
distribution as the initial estimator on which it is based. In case (ii) of inde-
pendent margins, the integrated squared error of the least-squares estimator
will typically be smaller than the one of the corresponding initial estimator.

5.3 Simulation study

In order to illustrate the finite-sample properties of the projection estima-
tor, we generated data from bivariate extreme-value distributions with the
following Pickands dependence functions:

• the independent copula, A(t) = 1 (Figure 1, first row);

• the Gumbel or logistic model, A(t) = {t1/α + (1 − t)1/α}α, with pa-
rameter value α = 0.9 (Figure 1, second row);
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• the asymmetric logistic model, A(t) = {(ψ1(1 − t))1/α + (ψ2t)
1/α}α +

(ψ1 − ψ2)t+ 1− ψ1, with parameter vector (α,ψ1, ψ2) = (0.7, 0.5, 0.1)
(Figure 1, third row).

In each case, 500 samples were generated of size n = 100. The performance
of the estimators is visualised by their normalized point-wise root mean
squared errors (RMSE), defined as

(

n

500

500
∑

i=1

{

A(i)
n (t)

}2
)1/2

, for t ∈ [0, 1],

this quantity being an estimate of the standard deviation of the limit dis-
tribution of n1/2{An(t)−A(t)}, with An representing any of the estimators
considered.

For the initial estimators we took the Capéraà-Fougères-Genest (CFG)
estimator [5] with tuning parameter p(t) = t and the Hall-Tajvidi (HT)
estimator [15]. The marginal distributions were estimated by the empirical
distribution functions.

For the actual computations, we implemented the approximation method
of section 5.1. As the rate of convergence of the CFG and HT estimators
is Op(n

−1/2), their projections on the full class A and on the subclasses
Amn will be asymptotically undistinguishable as soon as n−2/5mn → ∞; see
equation (5.4). In our simulations, we experimented with several values of
m. It turned out that as soon as m ≥ 20, there was no visible difference
anymore between the approximate projection estimators. In Figure 1, only
the results for m = 20 are shown.

For each model considered and every t ∈ [0, 1], the least-squares esti-
mator had a smaller root mean squared error than the initial estimator on
which it was based. In accordance to Lemma 5.2(ii), the improvement was
largest in case of independence.

6 SUPPORT FUNCTIONS OF CONVEX SETS

Let C be a compact, convex subset of R
2. The support function f : (0, 2π] →

R of C is defined by

(6.1) f(θ) = sup
x∈C

x′e(θ), for θ ∈ (0, 2π],

where e(θ) = (cos θ, sin θ)′. The set C can be recovered from its support
function through the relation

(6.2) C =
⋂

θ∈(0,2π]

{x ∈ R
2 : x′e(θ) ≤ f(θ)}.

Imagine a situation where noisy measurements of the support function
f are available; the aim is to estimate C. This estimation problem arises
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Figure 1: Normalized point-wise RMSE for the original Pickands depen-
dence function estimators (dashed line: CFG on the left, HT on the right)
and their projection versions (full line). First row: independent model; sec-
ond row: logistic model; third row: asymmetric logistic model.
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for instance in medical imaging [31] and robotic vision [17]. From an esti-
mate f̂ of f , an estimate Ĉ of C can be obtained by replacing f by f̂ in
equation (6.2). Even if f̂ is itself not a support function, still, the estimate
Ĉ, being the intersection of half-planes, will be convex. However, ensuring
that f̂ is itself a genuine support function is likely to improve its accuracy
and thus also the one of Ĉ.

In this section, we show how to cast the support-function estimation
problem in our set-up. The actual computation is done by projecting on
the subclass of support functions of convex m-gons with faces in regulary
spaced, fixed directions. Moreover, we derive how large the number of faces,
m, should be at least for the approximation to be sufficiently accurate.

6.1 Basics

Let L2 = L2((0, 2π],dθ) be the real Hilbert space of real-valued, Lebesgue
square-integrable functions on the interval (0, 2π]. Let S be the set of sup-
port functions, that is, all real-valued functions f on (0, 2π] for which there
exists a compact, convex subset C of R

2 such that (6.1) holds. Since support
functions are uniformly bounded, we can view S as a subset of L2. As usual,
we tacitly identify functions that are equal almost everywhere.

The set S is a convex cone. For, if f and g are the support functions
of the convex, compact sets C and D, respectively, and if λ ∈ [0,∞), then
λf is the support function of the set λC = {λx : x ∈ C} and f + g is the
support function of the Minkowski sum of C and D, defined as C + D =
{x+ y : x ∈ C, y ∈ D}, see for instance [3].

The set S is also closed in L2. The argument relies on the following
characterization of support functions: a function f : (0, 2π] → R belongs to
S if and only if the function hf : R

2 → R defined by hf ((0, 0)′) = 0 and
hf (ρe(θ)) = ρf(θ) (for 0 < ρ < ∞ and θ ∈ (0, 2π]) is subadditive, that
is, hf (x) + hf (y) ≤ hf (x + y) for all x, y ∈ R

2; see [3], chapter 4. (As the
function hf is by definition positively homogeneous, it is then necessarily also
convex.) The argument for closedness of S now runs along the same lines as
the corresponding argument for the class C in the beginning of section 4.1.
In the special case that f is twice continuously differentiable, a necessary
and sufficient condition for f to be a support function is that f + f ′′ ≥ 0;
see e.g. [26], p. 2.

Given a square-integrable initial estimate f̂ of an unknown support func-
tion f , the corresponding projection or least-squares estimator can now be
defined by

(6.3) f̂p = Π(f̂ | S) = arg min
s∈S

∫

(

s− f̂
)2
.

Computing the projection estimator requires solving an infinite-dimensional
optimization problem. Alternatively, the method in section 2.4 prescribes
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to replace the full class S by a smaller, finite-dimensional one, reducing the
optimization problem to a quadratic program.

6.2 Approximations by polygons

What we need is a sequence of subsets Sm of S that provide with increasing
positive integer m increasingly accurate approximations of S. Piece-wise
linear functions, used for instance in sections 4 and 5, are useless here, since
such functions are not support functions.

Instead, a natural class to consider is the class Sm of support functions
g of polygons P with m faces perpendicular to the equidistant grid of di-
rections θi,m = (i/m)2π for i = 1, . . . ,m, a class already considered in
[17]. A support function g in Sm is completely determined by its values on
{θi,m : i = 1, . . . ,m}, as the polygon P it corresponds to is given by

(6.4) P =

m
⋂

i=1

{x ∈ R
2 : x′e(θi,m) ≤ g(θi,m)}.

The vertices v1, . . . , vm of P are given by

(6.5) vi =
1

sin
(

2π
m

)

(

sin(θi+1,m)g(θi,m) − sin(θi,m)g(θi+1,m)
− cos(θi+1,m)g(θi,m) + cos(θi,m)g(θi+1,m)

)

.

Since P is equal to the convex hull of its vertices, the value of its support
function g in θ ∈ [θi,m, θi+1,m] is g(θ) = maxj=1,...,m v′je(θ) = v′ie(θ) or

(6.6) g(θ) =
1

sin
(

2π
m

) {sin(θi+1,m − θ)g(θi,m) + sin(θ − θi,m)g(θi+1,m)} .

Note that g is a piece-wise trigonometric function with knots on the grid
{θi,m : i = 1, . . . ,m}. Since every vertex vi must be contained in the intersec-
tion of the two half-spaces {x ∈ R

2 : x′e(θ) ≤ g(θ)} for θ ∈ {θi−1,m, θi+1,m},
a necessary and sufficient condition on a vector g = (g1, . . . , gm)′ to be equal
to (g(θ1,m), . . . , g(θm,m))′ for some g ∈ Sm is that for i = 1, . . . ,m,

(6.7) gi−1 sin(2π/m) − gi sin(4π/m) + gi+1 sin(2π/m) ≥ 0,

where g0 = gm and gm+1 = g1; see [17], equation (3). In particular, Sm is a
closed and convex cone in L2.

Now, given an initial estimate f̂ of an unknown support function f ,
with f not necessarily in Sm, the approximate projection or least-squares
estimator is defined by

(6.8) f̂p
m = Π(f̂ | Sm) = arg min

g∈Sm

∫

(

g − f̂
)2
.
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The two questions to be answered then are, first, how to compute f̂p
m, and

second, how large to take m. We treat these two questions in turn.
Since, by definition, f̂p

m belongs to Sm, it is of the form stated in equa-
tion (6.6) for some vector g ∈ R

m with gi = g(θi,m) = f̂p
m(θi,m). Substituting

the right-hand side of equation (6.6) into the integral on the right-hand side
of equation (6.8) and expanding the quadratic function, we obtain after some
calculations that the vector g is the solution to the quadratic program

minimize g′Ag − 2g′b subject to (6.7).

The m-by-m matrix A is given by

A =















2a b b
b 2a b

. . .
. . .

. . .

b 2a b
b b 2a















(entries not mentioned explicitly being zero), where

a =
1

sin2
(

2π
m

)

{

π

m
− 1

4
sin

(

4π

m

)}

,

b = −a cos

(

2π

m

)

+
1

2
sin

(

2π

m

)

,

and where the vector b = (b1, . . . , bm)′ is given by

bi =

∫ θi,m

θi−1,m

sin(θ − θi−1,m)

sin
(

2π
m

) f̂(θ)dθ +

∫ θi+1,m

θi,m

sin(θi+1,m − θ)

sin
(

2π
m

) f̂(θ)dθ,

the interval [2π, θm+1,m] to be identified with the interval [0, θ1,m]. The
entries of the vector b have to be calculated by numerical quadrature. A
simple approximation consists of replacing sin(u) by u for 0 ≤ u ≤ 2π/m
and to interpolate the resulting integrands by quadratic polynomials in the
mid-points and end-points of each interval [θi,m, θi+1,m], resulting in

bi ≈
2π

3m

{

f̂

(

(i− 1/2)
2π

m

)

+ f̂

(

i
2π

m

)

+ f̂

(

(i+ 1/2)
2π

m

)}

.

Next, we treat the question how large one should take the integer m.
The following lemma quantifies how closely S can be approximated by Sm

(proof of this and the following lemma in Appendix A.4).

Lemma 6.1. For all c ∈ (0,∞) and all integer m ≥ 3,

sup
f∈S:‖f‖

∞
≤c

inf
g∈Sm

‖f − g‖∞ ≤ 6πc

m
.
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Although the constant 6π in the upper bound is not optimal, the order
O(m−1) cannot be improved upon, not even if we replace the L∞-norm by
the L2-norm.

From Lemmas 3.1 and 6.1, we can deduce a minimal sufficient speed
at which a positive integer sequence mn should tend to infinity so that the
distance between Π(hn | S) and Π(hn | Smn) for a given (random) sequence
hn converges to zero at a specified rate.

Lemma 6.2. Let hn be a sequence of random elements in L2. If ‖hn‖∞ =
Op(1) and

‖hn − Π(hn | S)‖2 = Op(εn) and εnmn → ∞

for some positive sequence εn and some positive integer sequence mn, then

‖Π(hn | Smn) − Π(hn | S)‖2 = op(εn).

The condition ‖hn − Π(hn | S)‖2 = Op(εn) in Lemma 6.2 is implied by
‖hn − f‖2 = Op(εn) for some f ∈ S. Hence, what is needed to apply

Lemma 6.2 on a sequence of initial estimators f̂n is a result on its rate of
convergence in integrated squared error sense.

6.3 Simulations

By way of illustration, we now present a small simulation example. The com-
pact, convex set to be estimated is the ellipse E = {(x, y)′ : x2/a2 + y2/b2 ≤
1} with support function f(θ) = (a2 cos2 θ + b2 sin2 θ)1/2 for θ ∈ (0, 2π].
We consider two cases: (a, b) = (1, 1), the unit disk, and (a, b) = (4, 1), a
strongly eccentric ellipse with the longer major axis in horizontal position.
Data are observed as pairs (θi, Yi), 1, . . . , n. The θi form an independent
sample uniformly distributed on (0, 2π], while Yi = f(θi) + εi, the errors εi
being sampled independently from the normal distribution with mean zero
and standard deviation 0.25.

The initial estimator f̂n is taken to be the one in equation (3) in Fisher
et al. [11], that is, a circular analog of a local linear smooth. Its kernel is
chosen to be the von Mises density on the circle, Kκ(θ) = C(κ) exp(κ cos θ).
The smoothing parameter κ > 0 plays the same role as the inverse of the
square of the bandwidth for a kernel density estimator on the line. The
normalizing constant C(κ) does not appear in the final expression of the
estimator.

We project this initial estimator on the space Sm of support functions
of convex m-gons with faces perpendicular to the directions (i/m)2π, i =
1, . . . ,m. If κ = κn is of the order n2/5, then the L2-convergence rate of the
initial estimator sequence f̂n is the optimal one, n−2/5; see [11], Theorem 4.1.
For such κn, if the positive integer sequence mn satisfies n−2/5mn → ∞,
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then, by Lemma 6.2, the integrated squared difference between the projec-
tions of f̂n on Smn and S is of smaller order than n−2/5.

So for sample size n = 500, the number of faces, m, should be much
larger than n2/5 ≈ 12. Figure 2 shows the results for n = 500 and m =
25. We experimented with larger m, only to get visually undistinguishable
results. The top line shows the true support functions and the observations.
Secondly, the middle line shows the true support functions, the Fisher et al.
[11] smooths and their least-squares versions. Finally, the bottom line shows
the true shapes together with the polygonal shapes reconstructed from the
projection estimates of the support functions. The smoothing parameter for
the Fisher et al. [11] estimator was taken as κ = n2/5 ≈ 12 for the circle
(left column) and κ = 200 for the ellipse (right column), corresponding to
bandwidths h = κ−1/2 equal to 0.29 and 0.07, respectively. The reason for
the relatively small bandwidth of 0.07 in the second case is to keep the bias
under control; see also [19], section 2.3. For larger bandwidths, the initial
Fisher et al. smooth is itself already a genuine support function, but the
bias of the estimate is of larger order than its standard deviation, ruining
the estimate, see Figures 1 and 2 and Theorem 4.1 in [11].

A PROOFS

A.1 Proofs for section 3

Proof of Lemma 3.1. By Lemma 2.2(iii), since Π(h | G) ∈ G ⊂ F ,

‖Π(h | F) − Π(h | G)‖2 ≤ ‖h− Π(h | G)‖2 − ‖h− Π(h | F)‖2 .

Since Π(Π(h | F) | G) ∈ G and by an application of the triangle inequality
and the definition of δ,

‖h− Π(h | G)‖ ≤ ‖h− Π(Π(h | F) | G)‖
≤ ‖h− Π(h | F)‖ + δ.

Combine the previous two displays to get

‖Π(h | F) − Π(h | G)‖2 ≤ {‖h− Π(h | F)‖ + δ}2 − ‖h− Π(h | F)‖2

= 2δ ‖h− Π(h | F)‖ + δ2.

Take square roots on both sides of the display to finish the proof.

Proof of Lemma 3.3. By Lemma 2.3, we have

∥

∥

∥

∥

Π(x+ εnyn | F) − x

εn
− Π(x+ εny | F) − x

εn

∥

∥

∥

∥

≤ ‖yn − y‖ .

Hence, without loss of generality we may take assume yn = y for all n.
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Figure 2: Top: Observations and true support functions. Middle: Support
functions (full: true; dotted: initial estimate; dashed: projection estimate).
Bottom: True shape (full) and shape reconstructed from projection estimate
of support function (dashed). Ellipses with parameter values (a, b) = (1, 1)
(left) and (4, 1) (right).
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First, assume that y ∈ TF (x). If y = 0 there is nothing to prove, so
suppose y 6= 0. There exists a sequence zn = λn(xn − x) with λn > 0 and
xn ∈ F such that zn → y as n → ∞. Without loss of generality we may
assume that λnεn ≤ 1. We have

∥

∥

∥

∥

Π(x+ εny | F) − x

εn
− y

∥

∥

∥

∥

≤
∥

∥

∥

∥

Π(x+ εny | F) − x

εn
− Π(x+ εnzn | F) − x

εn

∥

∥

∥

∥

+

∥

∥

∥

∥

Π(x+ εnzn | F) − x

εn
− zn

∥

∥

∥

∥

+ ‖zn − y‖ .

By Lemma 2.3, the first term on the right is at most ‖y − zn‖. Moreover,
x+ εnzn = x+ εnλn(xn −x) ∈ F , so the middle term on the right-hand side
of the previous display vanishes. Hence

∥

∥

∥

∥

Π(x+ εny | F) − x

εn
− y

∥

∥

∥

∥

≤ 2 ‖zn − y‖ → 0,

as required.
Next, take a general y ∈ H and put v = Π(y | TF (x)) and vn = ε−1

n {Π(x+
εnv | F) − x}. We have

∥

∥

∥

∥

y − Π(x+ εny | F) − x

εn

∥

∥

∥

∥

= ε−1
n ‖(x+ εny) − Π(x+ εny | F)‖

≤ ε−1
n ‖(x+ εny) − Π(x+ εnv | F)‖

= ‖y − vn‖ .

By the previous paragraph, vn → v, whence

lim sup
n→∞

∥

∥

∥

∥

y − Π(x+ εny | F) − x

εn

∥

∥

∥

∥

≤ ‖y − v‖ .

On the other hand, since ε−1
n {Π(x + εny | F) − x} ∈ TF (x) and v = Π(y |

TF (x)), Lemma 2.2(iii) implies

∥

∥

∥

∥

y − Π(x+ εny | F) − x

εn

∥

∥

∥

∥

2

≥ ‖y − v‖2 +

∥

∥

∥

∥

v − Π(x+ εny | F) − x

εn

∥

∥

∥

∥

2

.

Combine the previous two displays to obtain that the second term on the
right-hand side of the last display converges to zero, as required.

A.2 Proofs for section 4

Proof of Lemma 4.1. (i) and (ii) are equivalent. By Lemma 2.2(iv),
(i) is equivalent to

∫

(f − h)f = 0 and
∫

(f − h)g ≥ 0 for all g ∈ C. For fixed
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0 < x < ∞, the function z 7→ (x − z)+ belongs to C, whence (i) implies
(ii). Conversely, let g ∈ C with right-derivative g′. By (4.1) and Fubini’s
theorem,

∫

(f − h)g =

∫ ∞

0
{f(x) − h(x)}

∫

(0,∞)
(y − x)+dg′(y) dx

=

∫

(0,∞)
G(y) dg′(y).

Hence G ≥ 0 implies
∫

(f − h)g ≥ 0.
(ii) and (iii) are equivalent. Choose g equal to f in the previous display

to get
∫

(f − h)f =
∫

(0,∞)Gdf ′. Hence, if G ≥ 0 and
∫

(f − h)f = 0, then

necessarily
∫

{G>0} df
′ = 0. Conversely, if G ≥ 0 and

∫

{G>0} df
′ = 0, then

∫

(f − h)f = 0.

Proof of Lemma 4.2. Define G as in Lemma 4.1. Since G ≥ 0, G
is continuous, and

∫

Gdf ′ = 0, necessarily G(x) = 0. Since moreover G

is absolutely continuous with continuous derivative G′(t) =
∫ t
0 (f − h), also

G′(x) = 0. This gives the first two equalities. Further, for all 0 < t <∞,

∫ t

0
(f − h)f =

∫ t

0
{f(u) − h(u)}

∫

(0,∞)
(v − u)+ df ′(v) du

=

∫

(0,∞)

∫ t

0
{f(u) − h(u)}(v − u)+ dudf ′(v)

=

∫

(0,t]
G(v) df ′(v)

+

∫

(t,∞)

∫ t

0
{f(u) − h(u)}{(v − t) + (t− u)}dudf ′(v)

= 0 +G′(t)f(t) −G(t)f ′(t).

Hence
∫ x
0 (f − h)f = 0. Finally, if h is continuous in x, then by Taylor’s

theorem, 0 ≤ G(x + y) = 1
2y

2{f(x) − h(x)} + o(y2) as y → 0, whence
f(x) ≥ h(x).

Proof of Lemma 4.3. Let G be as in Lemma 4.1. Since G ≥ 0, also
G(x)/x ≥ 0 for every 0 < x <∞, whence

∫ ∞

0
(1 − y/x)+f(y)dy ≥

∫ ∞

0
(1 − y/x)+h(y)dy, for 0 < x <∞.

Let x→ ∞; for the left-hand side, apply the monotone convergence theorem,
while on the right-hand side, apply the dominated convergence theorem in
case (i) and the monotone convergence theorem in case (ii) to get

∫

f ≥
∫

h.
If f = 0, then

∫

h ≤ 0 =
∫

{f>0} h =
∫

f . In case (ii), this also implies
h = 0 almost everywhere.
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So assume that f is not identically zero. Let xf = sup{x : f ′(x) < 0}.
If xf < ∞, then f ′(s) < 0 = f ′(t) for all 0 < s < xf < t < ∞, whence,

by Lemma 4.2,
∫

f =
∫ xf

0 f =
∫ xf

0 h =
∫

{f>0} h; if h ≥ 0, then, since also
∫

h ≤
∫

f , necessarily
∫

{f=0} h = 0, whence h1{f=0} = 0 almost everywhere.

If xf = ∞, then f > 0 and f ′ < 0 on (0,∞). Since f ′(x) → 0 as x→ ∞,
there exists by Lemma 4.2 a sequence 0 < xn → ∞ such that

∫ xn

0 f =
∫ xn

0 h
for all n. Let n→ ∞ to get

∫

f =
∫

h in both cases (i) and (ii).

Proof of Lemma 4.4. Without loss of generality, assume ‖h‖∞ <∞.
Fix 0 < x < ∞. We will show that f(x) ≤ 2 ‖h‖∞. If f(x) = 0, there is
nothing to prove, so assume f(x) > 0. Define fx ∈ C by fx(y) = f(x + y)
for 0 < y <∞. By Lemma 2.2(ii) we have

∫

(h− f)(f − fx) ≥ 0, or
∫

h(f − fx) ≥
∫

f(f − fx).

Since f − fx ≥ 0,
∫

h(f − fx) ≤ ‖h‖∞
∫

(f − fx) = ‖h‖∞
∫ x

0
f.

On the other hand,

∫

f(f − fx) ≥
∫

f2 −
(∫

f2
)1/2 (∫

f2
x

)1/2

=
(∫

f2
)1/2

(

(∫

f2
)1/2 −

(∫∞
x f2

)1/2
)

=
(∫

f2
)1/2

∫ x
0 f

2

(∫

f2
)1/2

+
(∫∞

x f2
)1/2

≥ 1

2

∫ x

0
f2 ≥ 1

2
f(x)

∫ x

0
f.

Combine the last three displays to conclude the proof.

Proof of Lemma 4.5. Let h =
(

f − f(m2)
)

+
. Define the function fm

on [0,∞) as the linear interpolation of h on {(k/m)2 : k = 0, 1, . . . ,m2} and
vanishing on [m2,∞). Clearly, fm belongs to Cm. We have

∫

(fm − f)2 ≤ 2

∫

(fm − h)2 + 2

∫

(h− f)2.

Now
∫

(h− f)2 = m2f2(m2) +

∫ ∞

m2

f2.

Since f is convex, it must stay above its tangent lines, whence 2tf(t) ≤
∫

f
or f(t) ≤ (2t)−1

∫

f for all t > 0. Substitute this inequality into the previous
display to get

∫

(h− f)2 ≤ 1

2m2

(
∫

f

)2

.
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In the remainder of the proof, we derive an upper bound for
∫

(fm −h)2.
The following notations will be useful: Put p = m2 and, for k = 0, 1, . . . , p+
1, put tk = (k/m)2 and hk = h(tk). Further, for k = 0, 1, . . . , p, put
∆tk = tk+1 − tk and ∆hk = hk+1 − hk.

Since h is convex, we have for k = 0, 1, . . . , p− 1 and tk < t ≤ tk+1,

h(t) ≤ h(tk+1) +
∆hk

∆tk
(t− tk+1) = fm(t),

h(t) ≥ h(tk+1) +
∆hk+1

∆tk+1
(t− tk+1),

whence

0 ≤ fm(t) − h(t) ≤
(

∆hk+1

∆tk+1
− ∆hk

∆tk

)

(tk+1 − t).

Integrating over t yields

∫

(fm − h)2 ≤ 1

3

p−1
∑

k=0

(

∆hk+1

∆tk+1
− ∆hk

∆tk

)2

(∆tk)
3

=
1

3

p−1
∑

k=0

(∆tk∆hk+1 − ∆tk+1∆hk)
2 ∆tk

(∆tk+1)2
.

Since, by convexity, every ∆tk∆hk+1 − ∆tk+1∆hk is non-negative, the in-
equality

∑

k akbk ≤ (
∑

k ak)(
∑

k bk) for non-negative ak and bk yields

∫

(fm − h)2 ≤ 1

3

p−1
∑

k=0

(∆tk∆hk+1 − ∆tk+1∆hk)(A.1)

×
p−1
∑

k=0

(

(

∆tk
∆tk+1

)2

∆hk+1 −
∆tk

∆tk+1
∆hk

)

.

Since hp = hp+1 = 0, the first summation on the right-hand side of the
previous display is equal to

∆t1h0 + {∆t2 − (∆t0 + ∆t1)}h1

+

p−1
∑

k=2

{(∆tk+1 − ∆tk) − (∆tk−1 − ∆tk−2)}hk.

As the function k 7→ tk is a second-order polynomial in k, all the terms in
the summation on the second line of the previous display vanish. Since also
h0 ≥ h1 and ∆t2 > ∆t0 + ∆t1,

p−1
∑

k=0

(∆tk∆hk+1 − ∆tk+1∆hk) ≤ (∆t2 − ∆t0)h0 =
4

m2
h0.
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Furthermore, since h is non-increasing and ∆tk is increasing in k, the second
factor on the right-hand side of (A.1) is bounded by

p−1
∑

k=0

(

(

∆tk
∆tk+1

)2

∆hk+1 −
∆tk

∆tk+1
∆hk

)

≤
p−1
∑

k=0

∆tk
∆tk+1

(hk − hk+1)

≤
p−1
∑

k=0

(hk − hk+1) = h0.

Summing up, we obtain
∫

(fm − h)2 ≤ 4

3m2
h2

0 ≤ 4

3m2
f2(0).

Combine the bounds for
∫

(fm − h)2 and
∫

(h− f)2 to finish the proof.

Proof of Lemma 4.6. By Lemma 3.1, for all positive integer m,

‖Π(hn | Cm) − Π(hn | C)‖2 ≤
(

2δm ‖hn − Π(hn | C)‖2 + δ2m
)1/2

where
δm = ‖Π(hn | C) − Π(Π(hn | C) | Cm)‖2 .

By Lemma 4.3(i), ‖Π(hn | C)‖1 ≤ ‖hn‖1 = Op(1). Moreover, by Lemma 4.4,
‖Π(hn | C)‖∞ ≤ 2 ‖hn‖∞ = Op(1). Now, by Lemma 4.5, for all positive
integer m,

δ2m ≤ 1

m2

(

‖hn‖2
1 +

8

3
‖hn‖2

∞

)

.

Since 1/mn = op(εn), we find δmn = op(εn). Combine this with the first
display in this proof to arrive at the stated result.

Proof of Lemma 4.7. Note that

f̂Cn = arg min
g∈C

∫

(g − f̃n)2 = arg min
g∈C

Q̃n(g)

with

Q̃n(g) =
1

2

∫

g2 −
∫

gf̃n, for g ∈ C.

For g ∈ C, we have on the one hand

∫

gf̃n =
1

n− 1

n−1
∑

i=1

1

Xi+1:n −Xi:n

∫ Xi+1:n

Xi:n

g

≤ 1

n− 1

n−1
∑

i=1

g(Xi:n) + g(Xi+1:n)

2

=
1

2(n − 1)
g(X1:n) +

1

n− 1

n−1
∑

i=2

g(Xi:n) +
1

2(n− 1)
g(Xn:n),



30 A. FILS-VILLETARD, A. GUILLOU, AND J. SEGERS

while on the other hand
∫

gf̃n ≥ 1

n− 1

n
∑

i=2

g(Xi:n).

Hence, for g ∈ C,

Qn(g) − Q̃n(g)

=

∫

gf̃n − 1

n

n
∑

i=1

g(Xi:n)

≤ − n− 2

2(n − 1)n
g(X1:n) +

1

(n− 1)n

n−1
∑

i=2

g(Xi:n) − n− 2

2(n − 1)n
g(Xn:n)

≤ 1

(n− 1)n

n−1
∑

i=bn/2c+1

g(Xi:n) ≤ 1

2n
g(Xbn/2c:n)

as well as

Qn(g) − Q̃n(g) ≥ 1

n− 1

n
∑

i=2

g(Xi:n) − 1

n

n
∑

i=1

g(Xi:n) ≥ − 1

n
g(X1:n).

By Lemma 2.2(iii),
∫

(

f̂GJW
n − f̃n

)2
≥
∫

(

f̂GJW
n − f̂Cn

)2
+

∫

(

f̂Cn − f̃n

)2
,

whence
1

2

∫

(

f̂GJW
n − f̂Cn

)2
≤ Q̃n(f̂GJW

n ) − Q̃n(f̂Cn ).

Combine this with the upper and lower bounds on Qn − Q̃n above to get

1

2

∫

(

f̂GJW
n − f̂Cn

)2

≤ Qn(f̂GJW
n ) +

1

n
f̂GJW

n (X1:n) −Qn(f̂Cn ) +
1

2n
f̂Cn (Xbn/2c:n)

≤ 1

n
f̂GJW

n (X1:n) +
1

2n
f̂Cn (Xbn/2c:n).

From [13], equation (2.6), case k = 1, we infer that

f̂GJW
n (0) ≤ 2 max

i=1,...,n

i/n

Xi:n
.

Moreover, since f̂Cn is a convex pdf on (0,∞), necessarily f̂Cn (x) ≤ 1/(2x) for
0 < x <∞; see for instance [13], equation (3.1). All in all,

1

2

∫

(

f̂GJW
n − f̂Cn

)2
≤ 4

n
max

i=1,...,n

i/n

Xi:n
.
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It remains to show that

max
i=1,...,n

i/n

Xi:n
= Op(1).

Since F←(u) ≥ u/c for 0 < u < 1, where F←(u) = inf{x : F (x) ≥ u} is
the generalized inverse of F and c = ‖f‖∞, the displayed statement holds
true for F as soon as it holds in the special case of the uniform distribution.
For this case, the property follows from the well-known representation of
uniform order statistics as ratios of partial sums of unit exponential random
variables, see e.g. [28], proposition 8.2.1, p. 335.

A.3 Proofs for section 5

Proof of Lemma 5.1. Put dk = m{A(k/m) −A((k − 1)/m)} for k =
1, . . . ,m and put d0 = −1. Furthermore, put ek = dk−dk−1 for k = 1, . . . ,m.

Let t ∈ (0, 1] and let k = 1, . . . ,m be such that (k − 1)/m < t ≤ k/m.
By convexity and the fact that A(t) ≥ 1 − t,

A(t)















≤ A

(

k − 1

m

)

+

(

t− k − 1

m

)

dk = Am(t),

≥ A

(

k − 1

m

)

+

(

t− k − 1

m

)

dk−1,

whence

0 ≤ Am(t) −A(t) ≤
(

t− k − 1

m

)

ek.

Integrate over t to obtain

∫

(Am −A)2 ≤ 1

3m3

m
∑

k=1

e2k.

Since −1 = d0 ≤ d1 ≤ . . . ≤ dm ≤ 1, we have 0 ≤ ek ≤ 2 for all k = 1, . . . ,m.
Moreover, as

∑m
k=1 dk = m{A(1)−A(0)} = 0, we have

∑m
k=1(m−k+1)ek =

∑m
k=1

∑k
l=1 el =

∑m
k=1 dk −md0 = m. Hence

m
∑

k=1

e2k ≤ sup

{

m
∑

k=1

x2
k : (x1, . . . , xm) ∈ [0, 2]m,

m
∑

k=1

kxk = m

}

.

This quadratic program can be solved using the knapsack heuristic, see e.g.
[20]. Its solution consists in fixing as many of the first variables as possible
at their maximum values, x1 = . . . = x`m

= 2, the next one, x`m+1, at a
value between 0 and 2 such as to ensure

∑`m+1
k=1 kxk = m, and the remaining

variables, the xi for i ≥ `m + 2, at zero. Formally, the supremum on the
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right-hand side of the previous display is therefore attained at the vector
(y1, . . . , ym) defined as

yk =















2 if k = 1, . . . , `m,
m

`m + 1
− `m if k = `m + 1,

0 if k = `m + 2, . . . ,m,

where `m = max{` = 1, . . . ,m : `(`+ 1) ≤ m}. Since `m ≤ m1/2,

m
∑

k=1

e2k ≤
m
∑

k=1

y2
k ≤ 4(`m + 1) ≤ 4(m1/2 + 1).

In case m ≥ 4, the right-hand side is bounded by 6m1/2, yielding
∫

(Am −
A)2 ≤ 2m−5/2. In case m ∈ {1, 2, 3}, the inequality stated in the lemma is
trivially fulfilled as

∫

(Am −A)2 ≤
∫ 1
0 {1 − max(t, 1 − t)}2dt = 1/12.

Proof of Lemma 5.2. (i) Fix f ∈ L2. By the dominated convergence
theorem, ‖f − f1[1/n,1−1/n]‖2 → 0 as n → ∞. Define gn ∈ L2 by gn(t) =
f(t)t−2(1 − t)−21[1/n,1−1/n](t). Since the set of polynomials is dense in L2,
there exist polynomials pn such that ‖gn − pn‖2 → 0 as n → ∞. Define
qn ∈ L2 by qn(t) = t2(1 − t)2pn(t). Then

‖f − qn‖2 ≤ ‖f − f1[1/n,1−1/n]‖2 + ‖f1[1/n,1−1/n] − qn‖2

≤ ‖f − f1[1/n,1−1/n]‖2 + ‖gn − pn‖2

→ 0, n→ ∞.

Now, let λn > 0 be large enough so that

λ−1
n sup

{

|q′′n(t)| : t ∈ [0, 1]
}

≤ inf
{

A′′(t) : t ∈ [0, 1]
}

.

Define An = A + λ−1
n qn. Clearly, ‖f − λn(An −A)‖2 → 0 as n → ∞.

Moreover, An ∈ A, as follows from An(0) = A(0) = 1, An(1) = A(1) = 1,
A′n(0) = A′(0) ∈ [−1, 0], A′n(1) = A′(1) ∈ [0, 1], and A′′n = A′′ + λ−1

n q′′n ≥ 0.
Together, f ∈ TA(A).

(ii) Let f be a convex, non-positive function on [0, 1]. For positive integer
n, define

fn(x) =







nxf(1/n) if 0 ≤ x ≤ 1/n,
f(x) if 1/n ≤ x ≤ 1 − 1/n,
n(1 − x)f(1 − 1/n) if 1 − 1/n ≤ x ≤ 1.

The function fn is convex, and since f ≤ fn ≤ 0 and fn(t) → f(t) for
all 0 < t < 1, also ‖fn − f‖2 → 0 as n → ∞ by dominated convergence.
Let λn > 0 be such that λn ≥ nmax{|f(1/n)|, |f(1 − 1/n)|} and define
An = 1 + λ−1

n fn. Then ‖f − λn(An − 1)‖2 → 0 as n → ∞. Moreover,
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An ∈ A as An(0) = 1, An(1) = 1, A′n(0) = λ−1
n nf(1/n) ∈ [−1, 0], and

A′n(1) = λ−1
n n|f(1 − 1/n)| ∈ [0, 1]. Hence f ∈ TA(1).

Conversely, let f ∈ TA(1). Then ‖f − λn(An − 1)‖2 → 0 for some se-
quence λn of positive numbers and some sequence An in A. Each fn =
λn(An−1) is non-positive and convex. Then, along some subsequence (nk)k,
we have fnk

(t) → f(t) as k → ∞ for almost every t ∈ [0, 1] (see [9], p. 68 and
p. 90). Hence f is almost everywhere equal to some non-positive, convex
function.

A.4 Proofs for section 6

Proof of Lemma 6.1. By the scaling property of support functions,
we can without loss of generality assume that c = 1. Let C be a compact,
convex set in R

2 with support function f . The assumption that ‖f‖∞ ≤ 1
means that C is contained in the unit disk.

Fix an integer m ≥ 3. Let g be the support function in Sm given by the
right-hand side of equation (6.6) with g(θi,m) = f(θi,m). Note that g is the
support function of the polygon P in equation (6.4). Since C is contained
in P , necessarily f ≤ g.

Because C is compact and the function x 7→ x′e(θ) is continuous, there
exist xi ∈ C such that x′ie(θi,m) = f(θi,m) for i = 1, . . . ,m. Further, let
v1, . . . , vm be the vertices of P . The support function g is determined by
these vertices through equation (6.6).

Let θ ∈ (0, 2π]. There exists i = 1, . . . ,m such that θ ∈ (θi−1,m, θi,m].
Since v′ie(θi,m) = g(θi,m) = f(θi,m) = x′ie(θi,m),

0 ≤ g(θ) − f(θ) ≤ (vi − xi)
′e(θ)

= (vi − xi)
′ (e(θ) − e(θi,m))

≤ ‖vi − xi‖ ‖e(θ) − e(θi,m)‖ ,

where ‖y‖ =
√
y′y is the Euclidean norm of y ∈ R

2. Since θ − θi,m is the
length of the arc of the unit circle connecting e(θi,m) and e(θ),

‖e(θ) − e(θi,m)‖ ≤ θ − θi,m ≤ 2π

m
.

Moreover, writing vi = ‖vi‖ e(αi), we have by the fact that vi ∈ P ,

1 ≥ f(θj,m) = g(θj,m)

≥ v′ie(θj,m) = ‖vi‖ cos(αi − θj,m), for j = 1, . . . ,m.

There exists j such that |αi − θj,m| ≤ π/m. For this j, the inequality in
the above display implies ‖vi‖ ≤ 1/ cos(π/m) ≤ 1/ cos(π/3) = 2. By the
triangle inequality and the fact that xi lies in the unit disk, we arrive at

0 ≤ g(θ) − f(θ) ≤ 6π

m
.
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Since θ was arbitrary, the proof of the lemma is finished.

Lemma A.1. There exists a positive constant c such that ‖Π(h | S)‖∞ ≤
c ‖h‖∞ for every uniformly bounded, measurable h : (0, 2π] → R.

Proof. Put a = ‖h‖∞ and f = Π(h | S). If ‖f‖∞ ≤ a, then there is
nothing to prove, so assume that ‖f‖∞ > a. Let C be the convex, compact
set with support function f . There exist 1 < b < ∞ and 0 < α ≤ 2π such
that x = ab e(α) belongs to C.

On the one hand, as the zero function is the support function of the
origin in R

2, necessarily

∫ 2π

0
(f − h)2 ≤

∫ 2π

0
h2 ≤ 2πa2.

On the other hand, f(θ) ≥ x′e(θ) = ab cos(θ − α) for all θ ∈ (0, 2π], whence

∫ 2π

0
(f − h)2 ≥

∫ 2π

0
{ab cos(θ − α) − a}2

+dθ = a2

∫ 2π

0
(b cos θ − 1)2+dθ.

Combining the two displays above yields
∫ 2π
0 (b cos θ − 1)2+dθ ≤ 2π. Hence,

a possible choice for c is the supremum of all b ∈ (1,∞) for which the latter
inequality holds.

Proof of Lemma 6.2. The proof is completely analogous to the proof
of Lemma 4.6, this time using Lemma A.1 above.
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