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8 Interactive learning between industry
and knowledge infrastructure in a
high-tech region

An empirical exploration of competing and
complementary theoretical perspectives

Marius Meeus, Leon Oerlemans and Jerald Hage

Introduction

In the last decade, there has been an ongoing debate on the role of universities
and the broader knowledge infrastructure (educational institutes, R&D
organisations in the public sector) in the innovative performance of Dutch
industry (Ministry of Economic Affairs 1995, 1997). Special attention has been
given to the linkage between knowledge infrastructure and industry. On the one
hand, the dramatic decrease in Dutch R&D investment in the early 1990s and
the negative effects of this on the competitiveness of the Dutch economy
intensified this debate. On the other, the attention given to the alignment of
university research with the knowledge demands of industry resulted from the
relatively large public expenditure on university research, compared to the
smaller sums contributed by industry.

In recent work, we have reported that a majority of Dutch firms tend to
underutilise university research and public research laboratories, whereas R&D
collaboration in the value chain occurs quite frequently (Meeus et al. 2000). In
Table 8.1, data from four different surveys are presented, We found a strong
variation in types of R&D collaboration. In general, the involvement of buyers
and suppliers in R&D collaboration was found to be the strongest. An
exception was found in the data on man—machine Interaction, where 61 per
cent of innovating firms were found to practise R&D collaboration with
universities and professional education and simultaneously there is a
significantly higher percentage of R&D collaboration with R&D centres.
Furthermore, our surveys of 1997 and 1998 revealed that in the networks of
organisations involved in image processing technologies and man-machine
interfacing technologies, the Dutch universities and TNO (Dutch Centre for
Applied Research) were considered to be very important knowledge suppliers
(Meeus et al. 1997, Oerlemans et al. 1999).

In sum, these findings suggest a rather loose coupling between knowledge
infrastructure and the innovation processes of innovating firms. This ambivalent
relation between industry and the knowledge infrastructure was also found by
Rosenberg and Nelson (1996) and Mansfield (1991). However, other researchers
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Table 8.1 Percentage of R&D collaborators with external actors in four Dutch surveys

R&D Collaboration MINT Swrwey  CINT Survey ~ Man-machine  Image processin
(1992/1993) (1996)” Interaction Survey (1997)
North-Brabant)® Survey (1998)°

Competitors 5 8 8 0

Education (universities,

professional education) 12 17 61 21

R&D centres 18 23 26 21

Buyers 48 47 37 28

Suppliers 43 47 50 66

Notes

a Listwise N of R&D collaborators = 420.
b Listwise N of R&D collaborators = 224.
¢ Listwise N = 47.
d Listwise N = 35.

reported that this loose coupling was not invariable and may sometimes be
transformed into very intense collaboration (Mitchell 1991). Galli and Teubal
(1997) argue that this ambivalence toward the knowledge infrastructure is
changing at present. Before the Second World War, NSIs (National Systems of
Innovation) developed within a relatively well-defined sectoral or sub-system
configuration schematically based on three R&D performing sectors (business
sector, public sector, and universities), with relatively weak linkages between
them, and a fourth basic infrastructural sub-system (bureau of standards, patent
office, etc.). Every organisation within a building block fulfilled a specific role or
function. For universities, this was higher education and basic research; for
government labs, mission-criented research; for business firms, applied research
and technological development. Nowadays, it is necessary to distinguish between
function and organisation, as the latter tends to play increasingly multiple roles.
The major trends in all three sectors can be summarised by, on the one hand, a
growing connectivity within and between the building blocks, and, on the other,
a stronger alignment of knowledge generation and knowledge demand. For all
actors involved, there seems to be a growing emphasis on linkages, on
interaction, and on knowledge exchange and transfer (Galli and Teubal 1997).
Although these observations are very appealing, they lack a sound theoretical
explanation and an empirical basis. The aim of this chapter is to contribute to a
more complete and theoretical understanding of the probability of interactive
learning in innovator firms and the knowledge infrastructure in the context of
innovation. Our research question is: why do firms develop linkages, and interact
with actors in the knowledge infrastructure?

Our theoretical effort adds to the growing body of literature on technological
collaboration, knowledge transfer, and boundary spanning of organisation, and
performs several functions. First, we combine linkages, interaction, and learning
into ‘interactive learning’ (Lundvall 1993) and advance an empirical measure for
this concept. Second, we explore empirically the complementarity of activity and
resource-based explanations of cooperation between innovator firms and actots in
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the knowledge infrastructure. In this chapter, we develop a theoretical account
for interactive learning, synthesising the resource-based organisation theories in
economics and sociology (Barney 1991; Hékansson 1987; Pfeffer and Salangik
1978) with elements of the knowledge-based theories on networks and learning
(Cohen and Levinthal 1990; Edquist 1997; Grant 1996; Hage and Alter 1997; Jin
and Stough 1998; Kogut and Zander 1992; Teece and Pisano 1998). Third,
whereas much empirical literature focuses on dyadic relations of innovator firms
with one external actor, we analyse the innovator firms’ interactions with both a
technical university (Eindhoven University of Technology, TU/e) and a public
research organisation (Dutch Centre for Applied Research, TNO). This allows a
comparison that has never been made before.

The structure of this chapter is as follows. Fist, we describe the components of
our theoretical framework. Second, we describe the research design, including the
sample and the analytical procedures. Third, we describe our results. Finally, we
discuss these results and derive some theoretical and policy inferences.

Research model

Interactive learning

Theoretically, Lundvall’s notion of interactive learning specifies the resource
dependence argument in the context of innovation (see Figure 8.1). The basic
premise of resource dependence theory is that organisations are open systems.
From this, it follows that organisations (1) are not self-sufficient; (2) cannot

Complexity of
innovative
activities

Strength of

the internal
knowledge
resources Level of interactive

learning with TU/e

__//——» and TNO
Structuring of

innovative
activities
Sectoral T
technological Size of the
dynarnics innovator

Figure 8.1 A research model of the relationship between interactive learning of
innovating firms with divergent actors, the complexity of innovative activities, the
strength of the internal knowledge resources, the structuring of innovative activities,
effects of sectoral technological dynamics, controlling for size
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generate all the necessary resources internally; and (3) must mobilise resources
from other organisations in their environments if they want to survive.
Acquiring the necessary resources involves interaction with other organisations
that control these critical resources (Pfeffer and Salangik 1978: 25-28).

However, given the nature of innovation, the control assumption applied in
the context of interactive learning has to be relaxed due to counteracting
forces. On the one hand, the non-exclusive and transitory nature of technical
knowledge (Cohendet et al. 1993) makes the acquisition and protection of
information a core competence that enables firms to profit from the innovation,
and explains innovator firms’ inclination to formalise innovative ties. On the
other hand, the complicated nature of technical knowledge (Von Hippel 1987;
Lam 1997; Senker and Faulkner 1996; Szulanski 1996), its range, and
significance are so difficult to assess that any contractual arrangement pursuing
a specification of knowledge transactions would become an unworkable
straitjacket. In the context of innovation, the control assumption is also put
in perspective by the uncertain outcomes of knowledge exchange and
knowledge sharing. Several authors have pointed to the loss of autonomy and
increased dependence between collaborating firms (Alter and Hage 1993;
Galaskiewicz 1985: 282; Hage and Alter 1997; Saxenian 1994: 148-149). The
reluctance to initiate external knowledge acquisition (Huber 1991: 98), and the
enhanced imitation risks diminishing innovation rents (Kogut and Zander
1992) also illustrate the limited control possibilities.

If the control of critical resources in innovation — in this case, technical
knowledge — is so troublesome, the question arises as to why innovator firms
engage in interactive learning. Galli and Teubal’s main assumption is that the
changing roles of actors in NSIs and the very nature of innovation generate a
mutual interest for the producers of innovations and the knowledge
infrastructure to interact and to learn.

Lundvall (1985) transformed the notion of user—producer interaction,
introduced in the 1970s by Von Hippel (1976), Teubal (1976), and others, into
the concept of interactive learning. The level of interactive learning between
the innovator firms and external actors indicates the extent to which innovator
firms have access to and acquire knowledge from external actors in order to
innovate their products and/or processes, Operationally, the level of interactive
learning is defined as the frequency with which innovator firms acquire
knowledge inputs from external actors and transfer knowledge to external actors
in order to effectively innovate products andfor processes. By engaging in
interactive learning, firms expect to enhance their innovative and overall
economic performance and to create value due to the pooling of complementary
knowledge.

Resources

The central tenet of the resource-based approach is that firms select actions that
best capitalise on their unique endowments of resources, and that they focus on
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the production and maintenance of strategic resources in order to remain
competitive (Combs and Ketchen Jr. 1999). Performing product or process
innovations induces firms to draw on their internal and external environments
and forces them to pool all resources conducive to innovation. In the context of
innovation, technical knowledge is the primary strategic resource to be acquired
and developed (Cohen and Levinthal 1990; Hage and Alter 1997; Kogut and
Zander 1992). Without technical knowledge, new technical opportunities
would not be recognised, and hence neither product nor process innovations
could be achieved. The heterogeneity of the resources — specialised skills,
facilities and money — needed in innovation urges firms to actively monitor
their resource bases as well as their financial position and to decide how to solve
their resource deficits. The strength of internal knowledge resources determines
their ability to cope with this heterogeneity. If resources are occupied or not
available, a search for complementary resources starts. In that context, the
intensification of existing relationships or the formation of new linkages with
other firms or, institutional actors like universities are behavioural alternatives
enabling innovation strategies. Each external actor can be evaluated with
regard to its competencies to complement the resource base of the innovating
firm.

Freeman and Soete (1997: 133) contend that knowledge deficits explain the
university—industry collaboration. In the chemical sector, the larger firms have
tried to develop new specialised products themselves. However, as they did not
have the necessary scientific research experience, they were often obliged to
collaborate with universities. Monsanto, Hoechst, and ICI all made major
agreements with selected university departments &nd hospitals in the fields of
biotechnology.

Therefore, the interaction between innovating firms and a broad variety of
firms and institutional actors is, on the one hand, the corollary of their needs for
heterogeneous resources. On the other, it is an indication of external actors’
capabilities to supplement their partners’ resource deficits or shortages (Aiken
and Hage 1968: 930; Combs and Ketchen Jr. 1999: 868; Hakansson 1987,
Lundvall 1992). Summarising, interactive learning of innovator firms with
actors in the knowledge infrastructure permits firms to share resources and
thereby overcome resource-based constraints for innovative activities. This
yields the following proposition:

Proposition 1 The stronger the innovator firm’s internal knowledge resources, the
lower the probability of interactive learning with actors in the
knowledge infrastructure.

While Proposition 1 suggests a negative monotonic relationship between the
level of interactive learning and the innovator firm’s internal knowledge base,
there are two arguments for alternative propositions. First, Cohen and Levinthal
(1990) and Gulati (1995) argue that the ability to evaluate and utilise outside
knowledge — firms’ absorptive capacity - is largely a function of prior related
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knowledge. There are few direct tests of the influence of absorptive capacity, but
the results of such tests are broadly supportive of this argument (Gambardella
1992; Mowery et al. 1996). This yields a competing resource-based hypothesis:

Proposition 2 The stronger the innovator firm’s internal knowledge resources, the
higher the probability of interactive learning with actors in the
knowledge infrastructure.

The second argument pertains to the nature of the empirical relation suggested
in Propositions 1 and 2. Both suggest a monotonic relationship between the
probability of interactive learning and the strength of the internal knowledge
base. However, there are two arguments for a non-monotonic relationship that
suggest that a stronger internal knowledge base only leads to a higher
probability of interactive learning up to a certain point, after which stronger
internal knowledge bases are associated with a lower probability of interactive
learning. On the one hand, there is the marginal information value argument
(Chung et al. 2000; Gulati 1995), which suggests that if knowledge resources are
sttonget, the probability of diminishing returns of knowledge exchange and
knowledge sharing grows, which, in turn, decreases the probability of
interactive learning. On the other, there is the monitoring-reassessment
argument, which suggests that firms are myopic, and hence have limited
capabilities to value their internal knowledge base. As a result of the
monitoring of external actors’ knowledge bases, innovator firms simultaneously
reassess their internal knowledge resources’ applicability, Especially for firms
with stronger internal knowledge bases, this reassessment reduces the potential
complementarity of external knowledge, because of the identification of slack
resources. This decreases the probability of interactive learning. Therefore, we
propose;

Proposition 3 Innovator firms with knowledge resources of moderate strength have a
higher probability of interactive learning with actors in the knowledge
infrastructure than innovator firms with weak or strong knowledge
TesouTCes.

Complexity of innovative activities

The major flaw of the resource-based view of the firm is the fact that resources
and activities are conflated (Barney 1991: 101; Wernerfelt 1984: 172), which
limits their analytical value. Lundvall's (1988) original account for interactive
learning turns out to be more activity-based. In his view, the rate and
radicalness of innovations occasion interactive learning. Therefore, it is
theoretically useful to extend the resource-based view on interactive learning.

Kogut and Zander (1992: 388) define the complexity of a task as the number
of operations required to solve a task. Jones et al. (1997: 921) stress another
dimension of task complexity by referring to the number of specialised inputs
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needed to complete a product or service. In accordance with this, we define the
complexity of innovative activities in terms of the innovator firm’s learning and
problem-solving efforts induced by the implemented innovative activities. We
discern two complexity dimensions that both significantly enlarge this number
of learning and problem-solving operations: first, the heterogeneity and
intensity of perceived innovation ptessures that compel innovator firms to
adapt, and, second, the actual innovation rate. Innovation pressures include,
e.g. perceived customer needs, competitor behaviour (Lundvall 1993),
proliferation of new technical knowledge, new technical findings (Hage and
Alter 1997), legal requirements, emergence of new markets, standardisation
(Anderson and Tushman 1990), and cost reduction (Duncan 1972). More
heterogeneous innovation pressures imply that more divergent, and probably
less compatible, criteria have to be met in the product or process innovation,
which requires additional specialised skills and knowledge (Dewar and Hage
1978; Jones et al. 1997), or makes existing competencies obsolete (Leonard-
Barton and Doyle 1996). The higher the likelihood of incompatible innovation
pressures, the higher the required capacity for problem solving, thus the more
firms must go beyond the incremental improvement of existing competencies
associated with learning by doing and learning by using (Windrum 1999: 1539).
If innovation pressures are more heterogeneous, the number of innovation
opportunities can grow and this demands more interaction with external actors,
primarily buyers and suppliers, but also with the knowledge infrastructure
{Freeman and Soete 1997; Mitchell 1991).

The rate of innovation measures the actual innovative behaviour of the
innovator firms. The higher the number of implemented product and process
innovations, the higher the actual intensity of the problem solving and
associated (un-)learning (Dodgson 1993; Henderson and Clark 1990;
Rosenbloom and Christensen 1998). High innovation rates erase exjsting
communication codes between users and producers (Lundvall 1992: 58), and
raise the likelihood of the innovator firm’s needing additional specialised skills
of third parties, such as knowledge producers.

In sum, both the heterogeneity of innovation pressures and the rate of
innovation demand more coordination and cooperation, the building of
external linkages, and the control of many discrete activities, which in tandem
generate a higher complexity of innovative activities (Evan 1993: 230; Hage
and Alter 1997). The general proposition derived from the complexity
argument is as follows:

Proposition 4 Innovator firms performing more complex innovative activities have a
higher probability of interactive learning with actors in the knowledge
infrastructure.

As was the case with the resource-based propositions, the relation between
complexity and interactive learning could be either monotonic or non-
monotonic. On the one hand, the argument is that innovative activities with
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low complexity probably do not require interactive learning, because neither
innovation pressures nor innovation rates are high, hence there is no need for
complementary knowledge. On the other, innovator firms are more inclined to
perform extremely complex innovative activities within organisational
boundaries. First, because the innovator firm’s reputation might be damaged if
external actors find out that the innovator firm cannot solve its own innovation
problems (Huber 1991). Second, because the likelihood of finding partners that
are able to solve problems associated with highly complex innovative activities
decreases after a certain threshold point. Firms initiating innovations with
moderate levels of complexity are more likely to detect problems they cannot
solve themselves than firms initiating innovations of low complexity, and,
simultaneously, the risk of a damaged reputation is lower than when extremely
high complexity levels are involved. This increases the chance that a moderate
complexity of innovative activities induce a comparatively high probability of
interactive learning. This yields the following proposition:

Proposition 5 Innovator firms performing innovation projects with moderate levels of
complexity have a higher probability of interactive learning with actors
in the knowledge infrastructure than firms performing innovative
activities with low or high levels of complexity.

The interaction between complexity of innovative activities and the strength of
the knowledge resources

An additional reason to combine Lundvall’s activity-based and the resource-
based explanation of interactive learning is that we expect that their effects are
complementary. Actually, a synthesis of the resource-based and the activity-
based explanation for interactive learning yields a more comprehensive
theoretical account of interactive learning. The complexity of the innovator
firms’ innovative activities determines whether the strength of the internal
knowledge resources is sufficient, and therefore determines the level of
interactive learning. More complicated innovative activities draw more heavily
on a firm’s resource base than routine distribution activities with lower
complexity, hence they reveal resource deficits or shortages and affect the
probability of interactive learning. This yields the following proposition:

Proposition 6 The effect of the strength of the internal knowledge resources on the
probability of interactive learning with actors in the knowledge
infrastructure is moderated by the complexity of the innovative
activities.

A non-monotonic version is also explored for this proposition. We expect that
moderate levels of complexity and moderate quality of the resource base are
associated with the highest probability of interactive learning. The argument
runs parallel with the arguments pertaining to Proposition 3 and Proposition 5.
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Proposition 7  Innovator firms combining moderate levels of complexity of innovative
activities with a moderate strength of their knowledge resources are
more inclined to interactive learning with actors in the knowledge

infrastructure than innovator firms with low or high scores on the
interaction term.,

Structure of innovative activities

A final extension of the resource-based perspective on interactive learning
concerns the conflation of resources and structures, This conflation of resources
with the structuring of organisations contrasts strongly with the newer versions
of the resource-based theories, such as the knowledge-based theory of Cohen
and Levinthal (1990), Grant (1996), Kogut and Zander (1992) and Teece and
Pisano (1998). These authors stress the significance of organisational structuring
enhancing relationships between knowledge sharing and knowledge diversity
across individuals and departments and plants. The pooling of internal
departments’ innovative activities becomes more important in the case of a
higher complexity of innovative activities (Lawrence and Lorsch 1967). It has
become generally accepted that complementary functions or departments
within organisations (e.g. R&D, sales and marketing, purchase, production)
ought to be tightly interrelated. After all, some amount of redundancy in
expertise may be desirable to create what can be called cross-function
absorptive capacities (Cohen and Levinthal 1990: 134; Dougherty 1992: 179;
Teece and Pisano 1998: 198-200). To the extent that an organisation develops
a broad and active network of internal relationships, individual awareness of
others’ capabilities and knowledge will be strengthened. Inward-looking
(production, engineering) and outward-looking (R&D, sales/marketing)
departments enable a comparison of the internal and external opportunities
for cooperation in innovation projects.

Proposition 8 A higher level of integration of internal innovative activities increases
the probability of interactive learning with actors in the knowledge
infrastructure.

In the systems of innovation literature, a new aspect of the organisational
structuring of innovative activities is advanced: the embeddedness of
innovating firms in so-called bridging institutions (Edquist 1997; Midgley et
al. 1992). This may be the central government, but also agents such as
technology centres responsible for local knowledge transfer, regional develop-
ment authorities, trade or industrial associations, chambers of commerce, etc.
These organisations are interfacing units that link innovating firms to external
actors and facilitate information and technology transfer, as well as
technological collaboration (Galli and Teubal 1997: 356-357). Because
Buropean and Dutch technology policies are geared toward clustering and
networking (Cooke et al. 2000), in many EC countries technology subsidies are
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assigned only if the submitted innovation projects induce (international)
collaboration. Many bridging institutions operate in this technology subsidy
niche and are rewarded for their ‘network’ activities, which is conducive to their
legitimacy. This yields the final proposition:

Proposition 9 Stronger links with bridging institutions induce a higher probability of
interactive learning with actors in the knowledge infrastructure.

The generality of our claims

The theoretical model we have developed is probably contingent on several
factors one would like to control for, because they limit the generality of our
claims. The first contingency we control for is firm size, which is often
considered a proxy for resource availability. Empirical research shows that firm
size has dual effects, On the one hand, resource availability tends to grow as
firms grow. Large firms have qualitatively and quantitatively more comprehen-
sive resource bases and are, therefore, better equipped to innovate successfully
and to compete proactively and aggressively. Compared to small and medium-
sized firms, large firms are favoured by the availability of internal funds in a
world of capital market imperfections. Cash flow, for instance, a measure of
internal financial capabilities, is empirically associated with higher levels of
R&D intensity (Cohen and Levin 1989: 1072). Simultaneously, slack resources
buffer firms from competition and promote insularity, affording economies of
scale that capitalise on inertial routines (Miller and Chen 1994). On the other
hand, large firms are more bureaucratic than small and medium-sized
enterprises. The rigid rules and routines that so profoundly permeate many
larger companies may hamper resource utilisation (Miller and Friesen 1982;
Tushman and Romanelli 1985).

The second contingency is the enormous difference between sectoral
technological dynamics. Pavitt’s (1984) research revealed that the techno-
logical change between the high-tech and low-tech sectors differs significantly
due to higher R&D spending in the former.

Research design

In this research, we combined case study analysis with survey research. We
analysed twenty-three innovation projects in eighteen local firms. This helped
us to develop a questionnaire allowing for a full treatment of theoretical issues
related to innovative behaviour in innovation networks, issues which were left
out of the Community Innovation Survey (CIS). This survey was performed in
fifteen Member States of the European Union. Although the CIS questionnaire
contains 200 questions related to the innovative behaviour of firms, it contains
only a limited number of items about innovation networks and learning.
Sa(;hering data from a representative sample of firms allows us to generalise our
ndings.
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Sample

A survey was administered to industrial firms with five or more employees in
North Brabant (a province in the southern part of the Netherlands). The data
gathering took place between December 1992 and January 1993.

The data gathering was performed in a region with typical features. This
region is one of the most industrialised regions in the Netherlands. In 1992, the
total number of jobs in manufacturing in this region was roughly 210,000, i.e.
the manufacturing sector share of employment in the region was 28.8 per cent
(the Netherlands, 19.5 per cent). The region of North Brabant has features that
differ widely from agricultural regions (Zeeland, Groningen, and Drenthe), and
Dutch service-oriented regions like South and North Holland. Brabant’s
industrialisation started in c. 1850 and was based on traditional industries like
dairy, textiles and wool. The North Brabant region has two universities and
three innovation centres. A strong group of key players in internationalised
industries and its location near important distribution centres like Rotterdam
and Antwerp make this region highly attractive for foreign direct investment.
In the Dutch context this region is considered a high-tech region, housing
multinational enterprises such as Philips, DAF trucks, Royal Dutch Shell, Akzo
Chemical, DSM, former Fokker (aireraft) and Fuji. Brabant also accommodates
a number of important medium-sized niche international players, like ASM
Lithography, OCE and Rank Xerox (copiers), ODME (optical disc equipment),
Ericsson, EMI (CDs), General Plastics, etc.

The population of firms in the region consists of a mix of small, medium-sized
and large enterprises. About 84 per cent of the responding firms have one
hundred or less employees. Furthermore, the manufacturing sector has shown a
relatively high R&D and export performance (Meeus and Oerlemans 1995).

Qur sample is a reliable representation of the population of industrial firms
in North Brabant, in which sample strata and population strata deviated
within 8 per cent boundaries. The mean deviation between the percentages
in the sample and in the response is 6.4 per cent points. The sample of
industrial firms is classified according to Pavitt’s taxonomy (Oerlemans 1996)
(see Table 8.2).

Table 8.2 Population and sample divided into Pavitt sectors

Pavitt sector Sample of innovating
Population Total sample respondents
(%) (N) (%) (N) (%) (N)
Supplier-dominated 33.5 (1028) 25.7 (149) 22.9 (92)
Scale intensive 41.1 (1261) 36.1 (209) 34.1 (137)
Specialised suppliers 13.6 (478) 21.4 (124) 22.1 (89)
Science-based 11.8 (363) 16.8 (97) 20.9 (84)

Total 100 (3130) 100 (579) 100 (402)
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Measurement

Interactive learning is measured as a multidimensional construct, with a
learning dimension and an interaction dimension (for the items, see Table 8.3).

The learning dimension of interactive learning was measured in terms of the
contents of the transferred knowledge that supplement the innovating firms’
knowledge base (Dodgson 1993) and augments the range of their potential
behaviour (Huber 1991; Jin and Stough 1998). Our indicators measured the
extent to which TNO or TU/e actively contributed to the innovating firms’
innovations, either by active participation in or by their contribution of ideas to
the innovation process of the innovating firm.

The level of interaction was measured by asking the innovating firms to rate
the contact frequency between the innovating firms and the external actors.
Social interaction is defined as a sequence of situations in which the behaviours
of one actor are consciously reorganised, and influenced by the behaviours of
another actor and vice versa (Turner 1988: 14). The measure captures the level
of reciprocity between innovator firms and external actors, indicating, on the
one hand, the frequency of knowledge transfer initiated by external actors, and,
on the other, the frequency of knowledge transfer initiated by the innovator
firms.

Table 8.3 Measurement of the dependent variable ‘Interactive Learning’

Variable Indicators
Interactive Learning Two items were included in this variable: (1) firms were asked if they
with Technische acquired information and/or knowledge from Eindhoven University of

Universiteit Bindhoven Technology (TU/e); (2) firms were asked how often Eindhoven
(Eindhoven University ~ University of Technology (TU/e) contributed to their innovation
of Technology) processes by bringing up ideas, or participate actively.

Item 1 was coded: (1) No, or (2) Yes. For item 2 answers were coded:
(1) never; (2) sometimes; (3) regulatly; (4) often; (5) always. A sum score
was computed, If the resulting sum score equalled 2, this value was coded
0 indicating no interactive learning between the innovating firm and
Eindhoven University of Technology (TU/e). A resulting sum score
higher than 2 was coded 1 indicating interactive learning between
Eindhoven University of Technology (TU/e) and the innovating firm,

Interactive Learning Two items were included in this variable: (1) firms were asked if they
with TNO (Dutch acquired information andfor knowledge from the Dutch Centre for

Centre for Applied Applied Research (TNQ); (2) firms were asked how often the Dutch
Research) Centre for Applied Research (TNQ) contributed to their innovation

processes by bringing up ideas, or participate actively.

Item 1 was coded: (1) No, or (2) Yes. For item 2 answers were coded;
(1) never; (2) sometimes; (3) regularly; (4) often; (5) always. A sum score
was computed. If the resulting sum score equalled 2, this value was coded
0 indicating no interactive leaming between the innovating firm and the
Dutch Centre for Applied Research (TNO). A resulting sum score higher
than 2 was coded 1 indicating interactive learning between the Dutch
Centre for Applied Research (TNO) and the innovating firm.
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Resources

Scholars have different opinions with regard to the resources involved in
innovation. Hakansson (1989) and Smith (1995) defined resources broadly in
terms of money enabling investments, a physical and technological infra-
structure, a stock of knowledge, information and human skills enabling an
organisation to transform inputs into outputs, and decision-making. Hage and
Alter (1997) and Cohen and Levinthal (1990) argue that the ability to evaluace
and utilise outside knowledge — firms’ absorptive capacity — is largely a function
of prior related knowledge.

In our research model, we restricted the measurement of the strength of the
knowledge resources to three different knowledge-based indicators (see Table
8.4). First, R&D intensity (Baldwin and Scott 1987; Cohen and Levinthal
1990); second, the percentage of higher educated workforce (Jin and Stough
1998; Kleinknecht and Reijnen 1992); third, the number of problems firms had
expetienced during their innovation projects (Meeus, et al. 1996). A large
number of innovation problems indicates large resource deficits. In order to
align the meaning of this indicator with the other indicators, the raw scores
were recoded. High scores on this indicator represent few innovation problems
and hence a high problem-solving capability of the innovator firm.

Complexity of innovative activities

We have distinguished two dimensions of complexity of innovative activities,
which were combined in one compound independent variable (for separate
items, see Table 8.4). The first dimension is the heterogeneity and intensity of
perceived innovation pressures, which define the diversity of environmental
pressures (Duncan 1972) pushing firms to innovate. The items pertain to
customer demands, innovative behaviour of competitors, new market needs,
and technical findings, as well as institutional developments. Due to these
pressures, existing skills and capabilities can become obsolete and shift the locus
of technical expertise from industry incumbents to newly formed ventures and
firms from other industries (Pisano 1990; Schumpeter 1975: 83; Tushman and
Anderson 1986). The second dimension of complexity of innovative activities
is the rate of innovation. It is measured by the percentage of products and
processes that were innovated between 1988-93. The rate of innovation
measures the extent to which the innovator firm has responded to innovation
pressures. Jointly, these indicators represent the degree of difficulty of the
innovator firms’ learning efforts, which is higher in the case of intense and more
heterogeneous innovation pressures and high innovation rates.

Structuring of activities

The structuring of innovative activities is measured using two separate
variables: the level of integration of internal innovative activities and the
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level of support of bridging institutions. We measured the integration of internal
innovative activities keeping in mind the extent to which internal departments
contribute to the firm’s innovation process. The external dimension — the level
of support from bridging institutions ~ was measured by the frequency with
which chambers of commerce, industrial associations, and innovation centres
contributed to the innovating firms’ innovation process (for the items, see Table

8.4).

Control variables

The size of the firm {Baldwin and Scott 1987; Cohen and Levin 1989; Vossen
and Nooteboom 1996) is a proxy for a firm’s ability to invest in innovation (see
Table 8.4). We used a dummy variable for the measurement of technological
dynamics. We made a distinction between traditional industries (supplier-
dominated and scale-intensive industries) and modern industries (specialised
suppliers and science-based industries). Empirical research confirmed the
differences in participation and R&D spending between Pavitt sectors in the
Netherlands. R&D spending in Dutch industries has the following ranking:
(4) supplier-dominated; (3) scale-intensive; (2) specialised suppliers; and
(1) science-based industries (Vossen and Nooteboom 1996: 165). Earlier
research (Qerlemans et al. 1998) suggests that patterns of interaction with
distinct external actors yield different innovation outcomes in different Pavitt
sectors, The impact of sectoral differences requires a control for its effects.
Therefare, we distinguish high-tech sectors — the so-called science-based
industries (e.g. electronics, chemical industry) and the specialised suppliers
(instruments) — and low-tech sectors (the so-called supplier-dominated and
scale-intensive industries, e.g. building and construction, textile, and leather),
which are dominated by economies of scale.

Analyses

In this chapter, we restrict our analyses to exploratory analyses. After all, no
empirical research has tested the same models. For this reason, one must be
cautious in generalising the empirical findings. In testing our propositions, we
used stepwise logistic regression. Owing to the skewed distribution of the level
of interactive learning, and the ordinal dependent and independent variables,
ordinary least square regression was not allowed. Six separate models were
estimated, exploring the probability of interactive leaming with (1) TU/e
(Eindhoven University of Technology); (2) TNO (Dutch Centre for Applied
Research); (3) TU/e for small and medium-sized innovator firms with less than
100 employees; (4) TU/e for firms with 100 employees or more; (5) TNO for
small and medium-sized firms with less than 100 employees; and (6) TNO for
firms with 100 employees or more.

The interpretation of our research findings differs for the monotonic and
non-monotonic propositions. The variables interactive learning, complexity of
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innovative activities, the strength of the knowledge resources, the cross-product
term ‘complexity — strength of the knowledge resources’, and the structuring of
innovative activities were coded from low to high scores. A significant Exp(b)
larger than 1.0 signifies that higher scores on the independent variables are
associated with a higher probability of interactive learning. A significant Exp(b)
smaller than 1.0 means that higher levels of complexity are associated with a
lower probability of interactive learning.

To control for non-monotonic effects, we included squared terms for the
strength of the knowledge resources, the complexity of innovative activities,
and their cross-product term. For the squared variables, the interpretation is as
follows. A significant Exp(b) larger than 1.0 means that the relation between
that independent variable and the probability of interactive learning is U-
shaped. So, low and high scores on the independent variable are associated with
a higher probability of interactive learning, and the moderate scores on that
independent variable are associated with a lower probability of interactive
learning. A significant Exp(b) smaller than or equal to 1.0 signifies an inverted
U-shaped relation between independent variables and the probability of
interactive learning. In this case, moderate scores on the independent variable
are associated with the highest probability of interactive learning, and low and
high scores of the independent variable are associated with low probabilities of
interactive learning.

Results

First, we will review the outcomes of our descriptive analyses. Then, the results
of Propositions 1-8 will be reviewed.

Table 8.5 reveals that there are only weak correlations between interactive
learning and the independent variables. The structuring of innovative activities
turns out to be associated positively with interactive learning between innovator
firms and both TU/e and TNO. The complexity of innovative activities and the
strength of the internal knowledge resources are only correlated with the
interactive learning of innovator furms with TU/e. As expected, sectoral
technological dynamics impacted on the probability of interactive learning.

Table 8.6 displays the results relevant to our propositions. Proposition 1 and
2 predicted either a positive or a negative effect of the strength of the internal
knowledge resources on the probability of interactive learning with external
actors, Qur findings in Table 8.6 (model 3 Exp(b) = 1.44, p. = 0.05; model 6 Exp
(b) = 1.40, p. = 0.10) support Proposition 2 and confirm the absorptive capacity
argument. The resource deficit argument rendered in Proposition 1 is rejected
by these findings.

Proposition 3 predicted an inverted-U shaped relation between the strength
of internal knowledge resources and the probability of interactive learning with
external actors. This proposition is supported only for interactive learning of
small and medium-sized innovator firms with the TU/e (model 2: Exp(b) 0.85,
p. = 0.05). This finding refines the absorptive capacity argument in several
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senses. First, because stronger knowledge resoutces occasion higher probabilities
of interactive learning only up to a threshold, beyond which the presumed
absorptive capacity effect is inverted. Second, the effect only holds for small and
medium-sized innovator firms’ interactive learning with TU/e.

Proposition 4 predicted that a higher complexity of innovative activities
would occasion a higher probability of interactive learning with external actors.
As Table 8.6 reveals (model 1 (Exp(b) = 1.25, p. = 0.10; model 3 (Exp(b) = 1.58,
p. = 0.10), this proposition is supported for the probability of interactive
learning with the TU/e. A sample split, controlling for size effects, shows that
this complexity effect is significant for innovator firms with more than 100
employees. Proposition 4 was not supported for interactive learning with TNO.

Proposition 5 predicted an inverted U-shaped relation between complexity
of innovative activities and the probability of interactive learning. This was
confirmed in model 1 (Exp(b) = 0.87, p. = 0.10), model 2 (Exp(b) = 0.75,
p. = 0.05) and model 4 (Exp(b) = 0.90, p. = 0.10). This means that innovator
firms performing innovative activities with moderate levels of complexity have
the highest probability of interactive learning, and innovator firms performing
innovative activities with low and high levels of complexity have relatively
lower probabilities of interactive learning. However, these findings turned out
to be quite sensitive for size effects. In the case of interactive learning with the
TU/e, a sample split revealed that Proposition 5 was only valid for innovator
firms with more than 100 employees. For the models estimating Proposition 5
for TNO the predicted effects disappeared when the sample was split into two
size classes.

Proposition 6 was not supported at all. Proposition 7 predicted an inverted U-
shaped relation between the cross-product term of ‘complexity of innovative
activities and strength of knowledge resources’ and the probability of interactive
learning. This proposition was rejected by our findings, which showed that for
both TU/e and TNO there was a U-shaped relation between the interaction
effect and the probability of interactive learning. A sample split again showed
that this interaction effect occurred especially among small and medium-sized
innovator firms.

The results with respect to the effects of the structuring of innovative
activities — P8 and P9 — again informed us about the rather specific patterns of
interactive learning. Proposition 8 was not supported at all by our findings. The
level of support of bridging institutions was found to affect the probability of
interactive learning with TU/e and TNO positively (model 1 Exp(b) = 1.27,
p. = 0.10; model 2 Exp(b) = 1.39, p. = 0.05; model 4 Exp(b) = 1.56, p. = 0.01;
model 5 Exp(b) = 1.72, p. = 0.001). Again, the control for sample size revealed
that the effect of embeddedness in bridging institutions was particularly strong
among small and medium-sized firms. The effect of sectoral technological
dynamics was contrary to our expectations in the sense that the traditional
sectors especially (supplier-dominated and scale-intensive) turned out to induce
higher probabilities of interactive learning. As was the case with many other
tested effects, the technological dynamics appeared to be contingent on the
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type of actor and size, and were only valid for small and medium-sized innovator
firms’ interactive learning with TNO.

Conclusion

This study sheds new light on the way in which innovative behaviour affects
the link between individual firms and the knowledge infrastructure. Economic
theorists have focused on the institutional effects of interactive learning
without theorising on its antecedents, whereas network theorists, learning
theorists, and resource-base theorists have concentrated either on the
governance, structures, outcome effects, or resources shoved around in networks
and ignored the specific learning processes going on in networks (Oliver and
Ebers 1998). Our theoretical model brings interactive learning into the realm of
organisation theory and unites several perspectives by exploring levels of
interactive learning with a theoretical model that combines resource
dependence, resource-based, and activity-based arguments.

This study provides evidence suggesting that a singular theoretical
perspective would yield a very partial explanation of interactive learning
between innovator firms and the knowledge infrastructure. Neither a singular
resource-based explanation (Cohen and Levinthal 1990), nor a singular
activity-based explanation (Lundvall 1992) would explain the probability of
interactive learning sufficiently. The significance of the interaction effect
between the complexity of innovative activities and strength of the knowledge
base of innovator firms convincingly supports our approach of combining
theoretical perspectives. Our model of interactive learning suggests that the
interactive learning of innovator firms with actors in the knowledge
infrastructure can and should be studied by considering the internal knowledge
base, the complexity of innovative activities and the external embeddedness of
innovator firms in bridging institutions.

The relations we proposed between the complexity of innovative activities,
the strength of the internal knowledge resources, the structuring of innovative
activities, and the level of interactive leaming turned out to be very sensitive
for the contingencies we have specified. The significant effects were found
either after a sample split (Table 8.6: P1/2, model 3 and 4; P3 model 2), or
disappeared after a sample split (Table 8.6: P5, model 4), or remained significant
after a sample split for one of the size categories (Table 8.6: P4, model 1 and 3;
P53, model 1, and 3; P7, model 1, 2, 4, and 5; P9, model 1, 2, 4, and 5). There
were also differences between the .science-ariented TU/e and TNO, which
performs applied science. The empirical findings suggest that our theoretical
model yields more significant results for the interactive learning with TU/e. For
the small and medium-sized innovator firms, a proximity effect might explain
this phenomenon, as TNO’ head office is located in another province.
However, such an explanation does not hold for larger firms.

Qur approach of testing monotenic effects in combination with non-
monotonic effects, interaction effects, and a control for size and type of actor
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proved to be very fruitful theoretically. It allowed us to specify the main
arguments advanced. The significance of non-monotonic effects allowed for a
refinement of the absorptive capacity argument (Cohen and Levinthal 1990)
and the rescurce deficits arguments of Aiken and Hage (1968) and Evan (1993).
The significance of the non-monotonic effects of the complexity of innovative
activities enhances a refinement of the complexity argument (Lundvall 1988;
Pfeffer and Salangik 1978), and illustrates that the absorptive capacity effect is
conditional on the complexity of innovative activities. Our findings contrast
strongly with the general notion of interactive learning in the systems of
innovation literature (Edquist 1997; Lundvall 1992, 1993). The results suggest
that there is more than one avenue for initiating interactive learning between
the enormous variety of actors involved in the innovation process. Practically
speaking, it may be possible to facilitate interactive learning by investing in a
highly skilled workforce and pooling social and technical disciplines by means
of intelligent organisational designs and project management. However, this
would probably yield different effects on the level of interactive learning with,
e.g. the customers, than on the level of interactive learning with the (public)
knowledge infrastructure, and it would work out differently in distinct industrial
sectors. For future research, this implies that scholars of interactive learning
should include and specify a broad variety of external actors and industrial
sectots in their analyses.

Caution is needed in assessing the contribution of our study, as there is no
comparable research available that has empirically tested explanations of
interactive learning. Caution should also be exercised because an important
control variable — regional economic difference — was not included here. As
described in our sample section, this region has specific features that, combined
with a consensus-driven Dutch tegulatory style, might induce very distinct
pattems of interaction between industry and knowledge infrastructure. A
strategy for dealing with this problem might be a comparison of external
linkages of innovating firms within several comparable regions. Furthermore,
given the low utilisation of regional resources in this specific region, we
recommend research focusing on the comparison of strategies for the acquisition
of distinct resources and their relative contributions to innovative performance.
This would allow us to support the efficiency of network strategies as well as the
efficacy of regional innovation systems more solidly.
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