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1 PROLOGUE

The recent successes of speech technology have led to a renewed interest in an old ideal:
communicating with machines by voice. Of course, Science Fiction provides a nearly un-
bounded resource for examples of such ‘voice interfaces’, ranging from HAL, the hyper-
intelligent and very communicative computer in Stanley Kubrick’s 2001, A Space Odyssey
(1968),1 to K.I.T.T., the talking car which helped David Hasselhoff during his fight against
crime in Knight Rider (1982-1986). But also, and this is more relevant for our current pur-
poses, in Artificial Intelligence communicating with machines has long been a topic of in-
terest. This interest derived from a famous article written by Alan Turing in 1950, in which
Turing outlined a test for computational intelligence. This test, which is currently known as
the Turing test, is a game consisting of a conversation on any topic between a judge and two
agents, where the judge has to determine which of two agents is human and which a com-
puter. If the judge is unable to decide which of the two agents is the machine, the machine
may be called intelligent. The underlying idea is that any program that can be mistaken
for a human by its conversational behavior must be intelligent. Turing predicted that in the
year 2000 computers would be able to pass the test to a large extent. More in particular, he
suspected that on average an interrogating judge would not be able to identify the computer
in 70% of the cases after a conversation of 5 minutes.

One of the first programs, and arguably the most famous AI program to date, which
could enter the Turing test is ELIZA, the computational therapist developed by Joseph Weizen-
baum at MIT in the mid-sixties.2 Here is (part of) a transcript, taken from Weizenbaum
(1966):

Patient: Men are all alike.
Eliza: In what way?
Patient: They are always bugging us about something or other.
Eliza: Can you think of a specific example.
Patient: Well, my boyfriend made me come here.
Eliza: Go on.
Patient: Perhaps I could learn to get along with my mother.
Eliza: Tell me more about your family.
etc.

This may look like a quite impressive dialogue, but in fact the program is of a stunning
simplicity. Essentially, all of Eliza’s conversation capabilities are stored in a ranked database
of key-words. This database contains entries such as the following:

word rank pattern output
mother 10 ?X “Tell me more about your family.”
are 3 ?X are ?Y “What if they were not ?Y.”

Thus, each word is associated with a number (the rank, maximum value 10) an input pattern
and an associated specification for the output. Eliza’s entire algorithm can now be specified
as follows:

1For an intriguing comparison of the techniques simulated by HAL and the current state of the art, see Stork
(1996). This book, which is partly on-line, contains chapters by leading scientist such as Donald Norman (usabil-
ity and design), Raymond Kurzweil (speech recognition), Joseph Olive (speech synthesis) and Daniel Dennett
(philosophy/ethics). See http://mitpress.mit.edu/e-books/Hal (checked on 15/09/2000).

2Note that ELIZA only took typed not spoken input.
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• Scan the patient’s input for a keyword of which the pattern in the database matches
the input.

• If there are several of these key-words, pick the one with the highest priority rank.

• Use the relevant specification to generate output.

• If there are no matching key-words say, “tell me more”, “hmm, continue” etc.

Two important lessons can be learned from ELIZA. The first one is that, even though ELIZA
would have a hard time passing the Turing test, cooperative people were fooled (at least for
some time) by the system. To Weizenbaum’s dismay, various psychotherapists actually rec-
ommended using ELIZA or similar systems. One of these is Kenneth Colby, the psychother-
apist responsible for ELIZA’s output statements as well as for PARRY3. In fact, Colby and as-
sociates have developed a “talk therapy” program called “Overcomming depression” (Colby
1999), which has reportedly been used by thousands of people, and which functions along
exactly the same lines as ELIZA (but the database of Overcomming Depression is much
larger, containing more than 40.000 key-words). Thus, such extremely simple techniques
can bring you quite far. It illustrates that building conversational interfaces is to some extent
an art; it requires careful attention to the way the system responds to the user’s input and to
the way the system expresses itself.

However, and this is the second lesson, fine tuning ad hoc techniques will only bring
you so far. Given the simplicity of ELIZA’s algorithm, it will be obvious that ELIZA has no
knowledge about natural communication whatsoever. And in fact, a sceptic will soon find
out that he is being fooled: some of the replies make no sense at all4 and over time it soon
becomes clear that ELIZA keeps no track of the progress of the conversation: there are many
repetitions and the system clearly does not “remember” the information that was exchanged
during earlier turns in the dialogue. In general, ELIZA completely lacks knowledge about
language and about conversation.

That the lack of knowledge about language and conversation is troublesome becomes es-
pecially clear when looking at the winners in the yearly Loebner contest, which is a watered-
down version of the the Turing test initiated by the New Jersey philanthropist Hugh Loebner.
The Loebner contest offers two prizes: a big one ($100.000) for the first system which fully
passes the test as Turing devised it exactly 50 years ago, and an annual smaller one ($2000)
for the system which, in a limited setting, is judged the most human-like by a jury of ex-
perts. Fifty years after Turing’s seminal paper, it is evident that there are no conversational
systems forthcoming which are able to pass the Turing test (not even with a probability of .7
as Turing prophesied in 1950). The winners of the small prize tend to be collections of tricks
in the spirit of ELIZA (applying random insertions of typing errors, for instance). As Shieber
(1994), among others, pointed out: this is not the way to go. If we want to be able to devise
better conversational machines, we should not opt for a bigger bag of tricks, but focus on
the science of conversational interfaces. In the long run, it is essential to have knowledge and
computational models of how to communicate.

3PARRY is one of the many ELIZA-inspired programs to have emerged over the past decades, this one mim-
icking a paranoid mind (e.g., Schank and Colby, 1973). Such programs are currently often referred to as “chat
bots”, a comprehensive overview can be found at http://www.toptown.com/hp/sjlaven/index.html
(checked on 15/09/2000).

4If Saddam Hussein, say, were to consult ELIZA and remark that The gulf war is the mother of all wars ELIZA
would reply with Tell me more about your family, given the high rank the key-word mother has in the database.

[3]



2 INTRODUCTION

This report addresses both the art and the science of designing and building voice interfaces.
It provides an overview of the techniques for designing and building such interfaces which
are currently available or which will be available in the near future. The report consists of
two parts: Part I addresses the science of voice interfaces, while Part II focusses on the art.
In Part I, the emphasis will be on the architecture of voice interfaces and on various compu-
tational models of dialogue. Different voice interfaces are based on different computational
models of dialogue, each with its own advantages and disadvantages. Unfortunately, there
is no single reference describing and comparing each of these models, hence the description
in Part I is primarily based on separate articles, integrated here for —as far as we know—
the first time.

Part II looks at the design and development of voice interfaces, more or less independent
of the technological issues. Recently a number of articles and books have appeared describ-
ing this process (e.g., Bernsen et al., 1998, Gardner-Bonneau 1999 and Hulsteijn 2000). It is
interesting to observe that these references essentially recast many of the findings from the
general field of user interface design in terms of voice interfaces. Here, we have opted for
taking a general user interface perspective and apply it to voice interfaces.

In both parts the emphasis is on the underlying theories and processes rather than on
systems, in this way we can largely abstract over task- and implementation-dependent fea-
tures. It is hoped that this makes the contents of the report more generally applicable. It is
also worth stressing that this report does not provide a state of the art of the “enabling tech-
nologies” for voice interfaces. Thus, we do not discuss the current state of affairs for speech
recognition, natural language processing or speech synthesis, even though the limitations of
these technologies have a strong impact on how voice interfaces should be designed.

It is important to realize that a voice interface is not always the most suitable interface for
a particular system. “Speech is the bicycle of user-interface design,” according to Shneider-
man (1998:328), “it is great fun to use (. . . ), but it can carry only a light load. Sober advocates
know that it will be tough to replace the automobile: graphic user-interfaces.” The ‘bicycle’
status of speech is probably due to two factors. First, correcting speech recognition errors
in spoken mode is difficult and reduces user satisfaction (see e.g., Weegels, 1999, Krahmer
et al. 2000, Swerts et al. 2000 and section 7 of this report). A second limitation is that
for some tasks (such as presenting lists) speech is a sub-optimal modality. Nevertheless,
Shneiderman’s statement is highly misleading for two reasons. First, and Shneiderman ac-
knowledges this, there are various situations in which a graphic user-interface is of limited
usage, e.g., when one is away from the PC, in so-called eyes-busy-hands-busy situations, etc.
Second, it suggests that speech and graphical interfaces are mutually exclusive. This is cer-
tainly not the case, as shown by the recent emergence of sophisticated multimodal interfaces
which combine the advantages of speech, graphics and other modalities (see e.g., Oviatt and
Cohen 2000). It seems likely that multimodal interfaces with speech as an in- and/or output
modality will gain popularity in the future. Even though we do not discuss multimodality
in this report, most of the contents applies to multimodal interfaces with speech as well.

This report is primarily aimed at people with an interest in voice interfaces, both from
a technical and from a usability point of view. Especially in the first part I have tried to
be very explicit about the various models of dialogue, and consequently some parts can be
skipped by those readers who only want to have a basic understanding of the problems and
prospects of developing voice interfaces. I have explicitly marked such technical digressions
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as digressions, and readers can skip these without losing track of the main line of this report.
The report is structured as follows. Section 3 gives a short overview of the kind of voice

interfaces that exist and introduces some of the terminology. Then, in section 4 we discuss
the main components of voice interfaces and describe two common architectures for voice
interfaces. The two next sections form the core of part I. In section 5, a number of struc-
tural models of dialogue are described. These are models which allow navigation through
a predefined structure of possible dialogue states. In particular, we discuss finite state mod-
els of dialogue and slot-filling approaches to dialogue. We also pay attention to methods
which use statistics and machine learning techniques to learn optimal dialogue strategies
automatically. In section 6, two alternative methods are discussed, one treats dialogue as a
goal-directed process, the other aims at developing conversational agents. In section 7, ex-
tra attention is paid to one of the central problems of current voice interfaces: dealing with
communication problems. Subsequently, in Part II we focus on the design and development
process of voice interfaces. In section 8, it is defined what it means for a voice interface
to be usable, and one usability engineering method is discussed which aims at optimizing
the chances of developing such a usable voice interface. Section 9 describes a collection of
general guidelines for user interface design, supplemented with specific guidelines for voice
interfaces. Finally, section 10 discusses various methods to evaluate voice interfaces. In the
final section various pointers for further reading are given.

Part I: The science of voice interfaces

3 DIALOGUES WITH VOICE INTERFACES

In a nutshell, a voice interface enables users to interact with some application using spoken
language. This application can be a variety of things, and it goes without saying that the
kind of application has a strong impact on the nature of the voice interface. For example, the
application in question can be a piece of hardware (e.g., a PC, a PDA or a TV set). In that
case, we speak of voice control or command & control, allowing users to operate the piece of
hardware using their voice. This can be handy for a variety of reasons, for example, oper-
ating a PC using voice is very practical for someone who has RSI (repetitive strain injury).
Similarly, the trend towards ever more miniaturization and disappearing keyboards, makes
voice control an attractive alternative for operating PDAs. Voice control is also beneficial
in “eyes-busy, hands-busy” situations. A good example is the voice control of a car stereo
or navigation system. Finally, a good voice control interface may simply be easier to use
and arguably is more fun than a conventional interface. However, currently little is known
concerning the perceived benefits of voice control during prolongated usage. A voice con-
trol interface will typically be used by a limited set of users (for instance, all members of a
family) in a specific environment (the home), they will use a limited vocabulary (primarily
consisting of brief commands, e.g., “start recording”) and the system’s responses will mainly
be feedback messages (a substantial amount of which need not even be spoken ones; e.g.,
the system starts recording).

A different kind of application is sometimes referred to as interactive voice response (IVR).
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IVR systems are the ’modern’ counterparts of the touch-tone (or DTMF) dialogues. Instead
of ”press 1 if you have questions about your latest telephone bill”, people are now offered
the possibility of saying 1. In this case, the application is centered around a highly structured
form of information exchange. IVR systems are typically used by a non-homogeneous set
of users, and they have a very limited vocabulary (for instance, only the digits, from 0 to 9,
plus ”yes” and ”no”). The dialogue is extremely rigid; the system asks a series of questions,
forcing users to stay within the highly limited confines of the dialogue (”Enter your access
code digit by digit!” (user utters access code) “Your access code is 1234. Is this correct, say ’yes’
or ’no’!”). In general, these IVR dialogues have the same ’functionality’ and the same ’feel’ as
DTMF dialogues and one might conjecture that the use of voice does not really add much in
this case. However, one should not underestimate the number of non-touch tone telephones
still in circulation, and moreover one can hardly overestimate the number of mobile (GSM)
telephones in circulation, and touch tone dialogues are obviously not suitable for GSMs. A
simple but very efficient IVR-like system is one used by AT&T for the management of collect
and credit-card calls. It asks only questions such as ”Do you accept this call?” and accepts
only answers such as ”yes” and ”no”. Nevertheless, AT&T reported that this service has
saved several hundred million dollars over a period of six years (Business Week, February
23, 1998).5

The application can also be a kind of database, which users can access over the telephone.
In that case, the voice interface is often referred to as an spoken information systems. Such spo-
ken information systems have been developed for, for instance, weather information (Zue et
al. 2000, Sadek and de Mori, 1998), jobs (Sadek and de Mori, 1998), theatre information and
booking (van der Hoeven et al., 1995), telephone and address information (Souvigner et al.
2000), and train or air travel (Aust et al., 1995, inter alia). These systems are intended for a
large set of users, who will typically query the system in natural language and the system ac-
cordingly produces spoken replies. Spoken information services are currently an active area
of research and development. This is partly due to the fact that many information providers
cannot handle the increasing amount of requests for information. A variant of the spoken
information systems are the systems which support user’s in performing a certain task, like
using an electron microscope (Ahn et al. 1995), constructing a logistical plan (Allen et al.
1995, 2000) or repairing an electrical circuit (Smith & Hipp, 1994). Various researchers refer
to spoken information systems and task-support systems as (real/full-fledged) spoken dialogue
systems or conversational interfaces. It is true that of the systems discussed here these come
closest to natural, human dialogues. Nevertheless, many of the theoretical and practical is-
sues discussed in this report apply to the whole range of systems and hence we prefer to use
the more neutral voice interfaces.

Still, different kinds of voice interfaces have to deal with different technical constraints
(size and perplexity of the vocabulary, number of speakers that need to be recognized etc.)
and, more importantly, require different dialogue strategies. As the application becomes
more complex or the interaction becomes more natural, the burden on the communicative
abilities of the voice interface increases. As our running example throughout this report, we
shall consider developing a voice interface for a TV and VCR combination, where the user
has the possibility of issuing spoken commands (”Switch to BBC1!”), browsing an electronic

5This special issue of Business Week contained an interesting special report devoted to the applications of
speech technology, entitled Let’s Talk. The articles are available on-line at
http://www.businessweek.com/datedtoc/1998/980223.htm (checked on 29/11/2000).
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TV guide (”Can I watch a nice western movie tonight after nine ’o clock?”) and may receive
spoken guidance for programming the VCR. In this way, the application encompasses es-
sentially all kinds of voice interfaces that we just distinguished, and this allows us to discuss
a variety of dialogue models.

4 ARCHITECTURES OF VOICE INTERFACES

In this section the main components of a voice interface are introduced, and two different
architectures using these components are described.

4.1 The circular pipe-line architecture
Figure 1 shows one way in which a voice interface can be constructed. This architecture,
modulo some minor variations, can be found in, for instance, Aust et al. (1995), Souvigner
et al., (2000), Cole et al. (1996), and Bernsen et al. (1998). Here we refer to it as the “circular
pipe-line architecture” because the flow of information proceeds in a loop and each module
takes as input the output of the module which precedes it in the loop.6

AUTOMATIC SPEECH RECOGNITION (ASR) This module takes the speech signal of the user
as its input, and tries to determine which words were actually spoken. The output typically
consists of a word graph, i.e., a lattice consisting of word hypotheses.

The majority of the ASR engines is based on a statistical technique known as Hidden
Markov Modelling (for a comprehensive overview of the underlying statistical methodol-
ogy, see Jelinek 1997). The occurrence of acoustic and phonetic variability in the speech
signal (no two speakers have the same acoustic properties, even worse, a speaker never
utters a given word in exactly the same way twice), implies that misrecognitions are un-
avoidable. Nevertheless, the current generation of ASR systems performs very well. Of
course, the error-rates increase if the vocabulary of words to be recognized increases of if
vocabulary contains many similar sounds. Many state-of-the-art recognizers are claimed to
have an error-rate of less than 5%. Such good recognition results are typically obtained in a
laboratory setting. When the speech recognized is embedded in a dialogue system, and used
by ’naive’ (untrained) users, the error rate tends to show a marked increase (various articles
report error-rates of between 30% and 40%, see e.g., Weegels 1999, Walker et al. 2000).

An important distinction is the one between speaker-dependent and speaker-independent
recognition. A speaker-dependent recognized “adapts” to the voice characteristics of the
user. The main advantage of speaker-dependent recognition is that the vocabulary of words
that the system can recognize can be large (in the order 50.000 word forms). The down-side
is that the user has to spend some time training the recognizer. A speaker-independent rec-
ognizer, by contrast, does not require such a training phase. The recognizer is “pre-trained”
using the data of a large collection of speakers. However, speaker-independent recognition
only works for limited vocabularies (a few hundred word forms).

6This, and the other alternative architectures to be discussed below are slightly misleading in that they sug-
gest that the separate modules have no internal structure. This is typically not the case. For instance, in the ASR
module usually a strict distinction is made between the acoustic part and the language model part. In the DM
module, one typically finds separate modules dedicated to reference resolution, user modelling, reaction plan-
ning, context management etc. This ‘internal modularity’ has obvious advantages from a development point of
view (easier to build, debug and modify). The current section is primarily devoted to the interaction between
the various building blocks.
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Figure 1: The circular pipe-line architecture

NATURAL LANGUAGE PROCESSING (NLP) This module takes a word graph as input, and
outputs a meaning representation. First, it has to be determined which of the hypotheses
in the word graph is the most likely one, and subsequently, what the ‘meaning’ of the most
likely word sequence is. In many practical voice interfaces, the first step is done on the basis
of acoustic confidence scores and the second step is performed using concept spotting. Acoustic
confidence scores are scores which indicate how confident the ASR module is about the
various word hypotheses. They are currently an active field of research (see also section 7).
Concept spotting techniques do not perform a complete linguistic analysis of what the user
said, but rather try to extract some pieces of information from the input. For example, after
a system question like (1):

(1) Which program do you want to record?

the concept-spotter would scan the input for words like record and store the program name
immediately following it.

One of the advantages of concept-spotting is that it nicely circumvents the disfluencies
inherent in spoken spontaneous communication (e.g., Euh, I eh I want eh to record Pokémon).
On the other hand, in some cases only spotting concepts is definitely too limited (consider
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the following response to (1): Well I definitely do not want to record ”het spijt me”).7 Recent
work by van Noord et al. (1999), among others, shows that it is possible to use full-fledged
grammatical analysis on word-graphs.

DIALOGUE MANAGER (DM) The dialogue manager is arguably the central module of a voice
interface, in the sense that it functions as an intermediate agent between the user and the
application and is responsible for the interaction between them. In fact, the lion share of this
document will be about dialogue management. Here it suffices to give a brief overview of
its main functions.

The dialogue manager operates on a meaning representation, modelling what the user
(presumably) has said. On the basis of this information, the dialogue manager can do a num-
ber of things. It has direct access to the application, and thus, for instance, has the option
to change the state of the application (in the case of voice control) or to retrieve a piece of
data from the database (in the case of an information service). In addition, the DM can send
messages to the user. These messages can be of different kinds: the DM can provide feed-
back about the current state of the system, it can ask questions for further information or it
can present information. Usually, the DM module produces a symbolic meaning represen-
tation, containing a specification of the form and the content of the message that should be
conveyed. The Natural Language Generation module, discussed below, takes this symbolic
representation as its input and converts into natural language.

In general, the dialogue manager is responsible for the dialogue strategy that the voice
interface uses. Usually, the kind of application, and thus the kind of voice interface, codeter-
mines the dialogue strategy. For example, IVR systems, with their limited vocabulary, tend
to employ rigid, system initiative dialogues. That is: the system asks very specific questions,
and the user can do nothing else but answer them. Of course, such a strategy is required due
to the highly limited set of inputs the system can cope with. Command & control applica-
tions tend to have rigid, user initiative dialogues; the system has to wait for input from the
user before it can do anything. The ideal of many researchers and developers is a natural,
mixed initiative dialogue strategy; user and system would both have the possibility of taking
the initiative when this is opportune given the current state of the dialogue, and the user
can converse with the system as (s)he would with another human. Such a strategy is diffi-
cult to obtain in general, for at least two reasons. First, it is technically difficult, because the
user should have the freedom to say basically anything at any moment, which is of course a
severe complication from a speech recognition and language processing point of view. Sec-
ond, apart from such technical hurdles, mixed initiative dialogue is difficult from a dialogue
point of view, because it is not always an easy matter for a system to track initiative (but see
Chu-Carroll & Brown, 1997) and to flexibly react to or initiate a shift in initiative.

Another ideal which is difficult to obtain but which would have a large impact on per-
ceived user-friendliness of a voice interface is cooperativity (see e.g., Sadek and de Mori, 1998).
Suppose the user asks ”Is there an episode of Tatort at 21.00 this evening?” If there is no
Tatort at 21.00 this evening, then ”no” would be a perfect answer. But now suppose that
there is a Tatort starting at 22.00, or that there is an episode of Derrick instead. In such cases
it would be highly cooperative of the system to inform the user of this. For this to work, the
system should have some idea of the underlying intention of the user’s query; in this case,

7Notice that there is a certain similarity with ELIZA here: the concept spotter scans the input for known
keywords, and this only works for cooperative speakers.
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the underlying intention is presumably something like ‘user wants to watch a crimi tonight’.
For instance, it would not be very cooperative of the system to inform the user that there
was an episode of Tatort yesterday.

NATURAL LANGUAGE GENERATION (NLG) The natural language generation module takes
a non-linguistic meaning representation as input and converts it into natural language.8 In
many existing voice interfaces the number of potential messages to be conveyed is limited,
and moreover, often there is a one-to-one mapping between the kind of meaning represen-
tations which the DM can produce and the way they should be expressed. This means that
it is possible to simply list all potential output strings, and that a straightforward string ma-
nipulation technique suffices for “generating” natural language output. In general, it is to
be expected that as the range of possible inputs increases, the demands on natural language
generation will increase as well (see e.g., Cole et al. 1996, Zue, 1997).9

AUTOMATIC SPEECH SYNTHESIS The speech synthesis module converts the generated lan-
guage into speech. It is important to keep in mind that in a pure voice interface the spoken
output is the part of the system that the user perceives directly and as such has a strong
impact on the overall judgement of the system.10 This implies not only that the quality
should be good (understandable and preferably pleasant to listen to), but also that special
care should be taken so as to select the ‘right’ synthesis method. There is a trade-off between
quality and flexibility. Diphone synthesis is an example of a synthesis technique which is
highly flexible, since it is based on the concatenation of very small speech segments, namely
diphones (basically, a diphone is a transition between two speech sounds or phonemes). The
quality of diphone synthesis is not optimal; the output is understandable but rather unnat-
ural. One alternative method is phrase concatenation, in which pre-recorded phrases are
combined to form new utterances. If done properly, the result approaches natural speech,
but of course this method is rather inflexible. Unit selection is a synthesis technique which
tries to combine the advantages of the two methods by allowing the concatenation of units
of arbitrary length from a given corpus. For an extensive discussion of these methods see
Klabbers (2000).

The choice of output technique is not only a balancing act of quality and flexibility. It has
been suggested that the high quality of concatenative speech may backfire, because subjects
may feel more social pressure to converse with the system if the speech output is of a very
high quality (Leiser 1993). In addition, Nass & Lee (2000) have shown that even changing the
parameters of a single speech synthesis system, has consequences on how subjects judge the
system; if pitch range, fundamental frequency and speaking rate are high, subjects tended
to judge the system as extravert, whereas if the pitch range, fundamental frequency and
speaking rate are low, subjects tend to find the system more introvert.

8In some systems (such as OVIS), the NLG module does not output plain but enriched text. This is text
with additional markers, indicating which words should receive a pitch accent and at which positions a phrase
boundary is required. To determine placement of pitch accents and phrase boundaries, syntactic, semantic and
discourse information is required, which is readily available in more advanced NLG systems (see e.g., Theune
2000).

9See also section 9 on the importance of having balanced interfaces.
10Souvigner et al. (2000:60) report on the usability studies for PADIS-XXL: A striking (and from a technology-

oriented point of view disappointing) experience was that people judged the system mainly by the speech output and did not
regard speech recognition as a difficulty at all.
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4.2 The DARPA communicator architecture
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Figure 2: The Darpa communicator architecture

Recently another architecture has been proposed, the Darpa communicator architecture
in figure 2 (Goldschen & Loehr 1999).11

The architecture is organized around a central process called the Hub, which is connected
with a variety of servers performing specialized tasks (such as speech recognition, natural
language processing, etc.). The Hub has thee primary functions: (i) it handles the message
transfer between the various servers, (ii) it keeps track of the current state information which
is accessible for all servers and (iii) it makes sure that an utterance is processed in the right
way. Note that the flow of information does not necessarily follow a prescribed “circular
pipe-line” architecture. Rather, the Hub may be ‘programmed’ (using so-called hub scripts)
so as to start the servers in a variety of orders.12 This becomes particularly relevant when
additional servers are included the architecture (e.g., for gesture recognition and interpreta-
tion, which should probably run in parallel with speech recognition and natural language
processing. In addition, if the Hub notes that communication problems arise, it may re-start
earlier servers with the request to compute alternative hypotheses. But it may also initiate a
new sub-dialogue with the user.

In general, the expectation is that the communicator architecture enhances the develop-
ment of mobile and multi-modal voice interfaces. It is also expected to promote resource

11http://fofoca.mitre.org/ (checked on 29/08/2000).
12The architecture of TRIPS (see section 6.1) is also centered around a hub, but crucially does not make use

of hub scripts. Their motivation for not using such scripts is that is takes the initiative away from the modules
themselves, and consequently makes it impossible for ‘intelligent’ modules to make their own decisions about
which other module or service they want to use.

[11]



sharing and development at multiple sites. These expectations are based on the fact that it is
relatively easy to plug-in new modules; they only need to be interfaced with the HUB, and
the HUB script needs to be updated to provide for the proper flow of information through
the system.

The first system which was build using this architecture is JUPITER, a telephone service
for weather information developed at MIT.13

5 STRUCTURAL MODELS OF DIALOGUE

The previous section indicates that the Dialogue Management (DM) module is the central
module of a voice interface, because it is responsible for the structure of the communication
between the user and the application. This implies that every DM incorporates some kind
of dialogue model. These models have to meet at least one specific criterion: they should be
computationally tractable.

In this section we discuss a number of structural models to dialogue. In such approaches
a dialogue basically follows a predefined path. Even though this is usually a practical ap-
proach, it is not very principled and tends to lead to relatively rigid dialogues. In the section
6 we describe a number of approaches to dialogue which are not structural, but which are
driven by independent ’dialogue principles’.

Even though all the dialogue models discussed here are explicitly aimed at spoken dia-
logues, they do not pay special attention to the particular problems associated with spoken
dialogue systems (in particular, the possibility of recognition errors and the resulting inher-
ent uncertainty of the communication). The models discussed here simply assume that deal-
ing with communication problems is just another aspect of the dialogue model. However,
since dealing with communication problems is such an important aspect of voice interfaces,
we shall pay special attention to it in section 7.

5.1 Dialogue as a finite state model
Probably the most basic way to describe a dialogue is as a finite state model. This is based on
the idea that during a dialogue the voice interface can only be in a limited number of states
and that for each state there is a limited number of actions which move the dialogue to a
possibly different state. Formally, a finite state dialogue model is a quintuple 〈S, s0, sf ,A, τ〉,
where S is a set of states, s0 ∈ S is the initial state and sf ∈ S is the final state, A is a set of
actions (including the empty action, ε), and τ : S × A → S is a transition function. This τ
function determines for each state, which actions lead to which follow-up states. A dialogue
can now formally be defined as a path in the state space starting in the initial state and
ending in the final state.

Figure 3 contains an example of a finite state dialogue model which aims at finding out
which tv channel someone wants to watch. What kinds of dialogues can this model give
rise to? We enter the model via the ’start’ state (s0), and from there we immediately move
to the next state (technically this is done by performing the empty action). In this state, the
system asks the user which tv channel he or she wants to watch. Depending on the number
of word hypotheses the speech recognition module returns, three things can happen. If the
speech recognition module returns no output, for instance because the user failed to answer
the question, then the system repeats the question. If the speech recognition module returns
only one tv channel, say ”BBC1”, the aim of the dialogue has been reached and the system

13Call 1-617-258-0300. Or visit http://www.sls.lcs.mit.edu/jupiter .
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Figure 3: A simple finite state dialogue model

moves to the final, exit state (sf ). If a non-empty set of possibilities is returned, for instance
{”BBC1”, ”BBC2”}, the system asks whether the user wants to watch one of these (e.g., ”Do
you want to watch BBC1?”). If the speech recognizer returns ”yes”, the dialogue has also
reached its goal. If the recognized answer is ”no”, the system repeats its initial question.

It is worth stressing that even though this is an extremely simple example, it can already
describe an infinite number of dialogues. But the model should obviously not be imple-
mented in this way; for instance, it does not take the possibilities of misrecognitions into
account, and if the speech recognizer returns more than one possibility, it would probably
be more efficient to iterate through the list of possibilities than to repeat the initial question
if the first possibility is rejected. However, extending the finite state model along these lines
is not a difficult matter.

Advantages and disadvantages
The idea to describe dialogue as a finite state model has a number of advantages. First of all,
finite state models are formally well-understood and computationally attractive (e.g., Lar-
son 1992). Second, as figure 3 illustrates, it is conceptually very simple. One can imagine
designing a voice interface by, starting with the start state, considering what could possi-
bly happen in that particular state and iterating this process for all consecutively created
dialogue states. This process, often referred to as design by intuition, is even enhanced by
the existence of various toolkits for finite state methods. The most relevant one for current
purposes is the CSLU toolkit (see e.g., Sutton et al. 1998) developed at the OGI, the Oregan
Graduate Institute of Science and Technology.14 The CSLU toolkit is a general toolkit for

14http://cslu.cse.ogi.edu/toolkit , checked 28/08/2000.
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the development of voice interfaces. It integrates most of the standard components required
for voice interfaces: two speech recognition engines (one based on neural networks, one on
hidden markov models), a so-called semantic parser (an advanced kind of concept-spotter),
the Festival speech synthesis engine (from Edinburgh, see e.g., Black and Taylor, 1997) and
various animated characters (most notably, Baldi, developed at UCSC, see e.g., Massaro et
al. 2000). In addition, it contains a rapid application developer, which allows the user to specify
the dialogue as a finite state model using a drag-and-drop interface. The CSLU toolkit has
been used by children in elementary school to make simple voice interfaces.

However, when moving beyond the simplest applications, it soon becomes clear that the
strategy of defining all the possible states in which the dialogue can be, as well as all the
transitions between these states, is very cumbersome. First of all, the method quickly leads
to an explosion of states and transitions. More seriously, the resulting dialogues are very
rigid; in a given state, the system can only accept a predefined number of actions. This im-
plies, among other things, that it is difficult to deal with recognition errors which, almost by
definition, cannot be anticipated. A different limitation is that the finite state methodology
is completely domain- and application dependent: porting a finite state dialogue model to
a new domain or application, de facto amounts to developing a completely new finite state
model. One reason for this is that there is no systematic distinction between the task (what
the dialogue manager want to achieve) and the dialogue strategy (how the dialogue man-
ager proceeds towards its goal). A final limitation is related to the “design by intuition”
strategy that are commonly used for the development of finite state models of dialogue. The
problem with this strategy is that it is generally very difficult to predict which situations the
voice interface may encounter when really being used. The only way to find out is through
extensive experimentation, and iterative development.

These limitations are well-known and broadly two kinds of alternative approaches have
been investigated. One is still based on finite state methods, but either tries to describe them
at a higher, more general level (see section 5.2) or tries to enrich them with probabilistic rea-
soning (see section 5.3). The other approach takes a different perspective and focussed on
the goal directedness of dialogue. On this approach, either explicit plans are constructed
how to reach this goal (section 6.1, or the underlying communicative principles are formal-
ized and the dialogue process is a consequence of applying these principles (section 6.2). As
we shall see, different approaches are useful for different kinds of voice interfaces, and each
approach has its own its own advantages and disadvantages. The problems with iterative
design are discussed in 5.3, where an alternative is explored, namely automatic learning of
dialogue strategies.

5.2 Dialogue using a slot filling metaphor
A number of problems of the finite state model of dialogue can be solved using the slot fill-
ing metaphor. This is probably the most common method used for practically oriented voice
interfaces, and consequently we shall pay special attention to it here. This approach is par-
ticularly useful in situations where the voice interface needs to obtain a number of pieces
of information (in terms of the metaphor: fill a number of ”slots” with these pieces of infor-
mation) from the user to do database look-up or to perform an action. For example, a train
time table information system can only provide information about a definite train journey.
For that purpose, it needs to know the required departure and arrival station and the time
and date of travel. Once it has these pieces of information, it can look in the underlying
database for the requested information. Similarly, a spoken TV guide can only make sug-

[14]



gestions for viewing if it knows something about the current preferences of the user. In such
cases, there is a potentially large set of a priori possibilities (each day, there are thousands
of train journeys one can make, and not much less tv programs one might want to watch).
The task of the dialogue manager is to come up with a number of constraints which select
the right one(s). A dialogue strategy now corresponds with a sequence of questions about
slots (or attributes) obtaining the relevant pieces of information (the slot fillings, or values).
Notice that in this way the task and the dialogue strategy are separated; the task is to fill
the slots, and various strategies can be used to achieve this. Since these strategies are now
independent of the contents of the slots, they can be reused when the system is ported to
a new domain. Notice that when there is a finite set of slots, and for each slot a finite set
of values (and this typically is the case), the underlying dialogue model is still a finite state
model, but the states and the transactions between them are not made explicit.

General slot-filling dialogue models are described by e.g., Aust et al. (1995), Pierracini
et al. (1997), Veldhuijzen van Zanten (1999, 2000), Souvigner et al. (2000) and Langley et al.
(1999). The latter contains a particularly concise way of formulating the basic algorithm,
which we shall consider in some detail here. The application Langley and co-workers de-
scribe is a ”restaurant advisor”, here we take the spoken TV guide as our running example.
A spoken TV guide, which may recommend programs for viewing, needs to have a database
of program descriptions. A program can be represented as a feature structure, that is a collec-
tion of attribute-value pairs (or properties). Typical attributes for TV programs are program
name, channel, duration, start time, kind of program etc. A simple example is given here:




program Teletubbies
channel Nederland 3
broadcaster teleac
date 23/10/2000
start 16.00
duration 25 min.
genre child TV




It is possible that certain attributes take a feature structure as value themselves (for example,
one could describe genre in terms of different properties). In this way, a hierarchy of slots
emerges.

During the interaction, the spoken TV guide will try to find out a number of requirements
of the programs that the user may want to watch, and on the basis of this a number of
recommendations can be made. At each stage in the conversation, we can keep track of the
user’s wishes using a partial description of items. For instance, the system may know that
the user wants to watch a movie today, but does not yet know what kind of movie nor at
what time. This is modelled by a description of the following kind: genre = movie ∧
date = today . With each partial description D there is a set associated of TV programs
which match it (notation: match (D)). In the case of the current example, this is the set of
movies which are on today.

The particular dialogue strategy described here is aimed at arriving as soon as possible
at partial description which is matched by 1 to 3 items which can subsequently be presented
to the user. To do this in an efficient way, the system has to keep track of information about
attributes that have not been asked so far, attributes that the user has indicated are undesired
or conversely are so important that they should be fixed, etc.
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INIT Let Descr be an empty description
Let Unasked be all possible attributes
Let Asked be the empty set
Let Undesired be the empty set
Let Fixed be the empty set
Let Rejected be the empty set
Let Recommendedbe the empty set
Welcome the user

CONSTRAIN If Match(Descr) > 4
Then let Attribute be Select-Constrain (Descr, Unasked, Undesired)

Remove Attribute from Unasked
Add Attribute to Asked
Ask-Constrain (Attribute)

RELAX If Match(Descr) = 0
Then letAttribute be Select-Relax (Descr, Asked, Fixed)

Ask-Relax (Attribute)

PRESENT If 0 < Match(Descr) < 4
Then let Recommendbe Select-Candidate (Descr, Rejected)

Recommend-Item (Recommended)

Figure 4: Control rules for presenting questions to the user in a slot-filling dialogue, after
Langley et al. 1999

The four rules in figure 4 determine the kind of question that the system may ask, de-
pending on the number of items which meet the description under construction. INIT initial-
ized the interaction. CONSTRAIN tries to add constraints to the description under construc-
tion when the set of matching items is still too large to be presentable to the user. It does
so by selecting an attribute from the set of attributes which have not been asked to the user
and which are not known to be undesired by the user. It can happen that the description is
so constrained that no program matches the required specification. In that case the system
will try to relax the description by proposing to the user to leave out an attribute from the
description (though not an attribute that in one of the previous turns has been rejected as a
candidate for relaxation by the user). Finally, if there is a highly limited set of items which
match the description, one of these is selected and recommended to the user (but not if in
one of the previous turns the user has rejected this particular recommendation).

The rules in figure 5 are responsible for handling user inputs.15 Rule R1 handles situ-
ations in which the user answers a question with some value, thus adding a constraint to
the partial description under construction. Rule R2 operates when the user has rejected an
attribute. Where rules R1 and R2 are concerned with constraining, rules R3 and R4 deal with

15Langley et al. (1999) contains four additional rules, not shown here. One covers situations in which the
user rejects the current attribute under discussion or re-addresses an attribute discussed earlier. Two other rules
allow users to ask questions about the set of attributes the system knows or about the set of values which are
allowed for a given attribute. A final rule states that when there is no Response the system has to wait for one.
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what happens when a user accepts c.q. rejects a proposal for relaxing the partial description.
The last two rules operate in an analogous fashion, but now for acceptance and rejection of
a recommendation.

R1 If Response is Answer-Constrain(Attribute, Value)
Then add Attribute = Value to Descr .

R2 If Response is Reject-Constrain(Attribute)
Then add Attribute to Undesired ,

Remove Attribute from Asked .

R3 If Response is Accept-Relax (Attribute)
Then remove Attribute = Value from Descr ,

Remove Attribute from Asked .

R4 If Response is Reject-Relax (Attribute)
Then add Attribute to Fixed .

R5 If Response is Accept-Item(Recommended)
Then say farewell to the user.

R6 If Response is Reject-Item(Recommended)
Then add Recommendedto Rejected .

Figure 5: Control rules for handling user responses in a slot-filling dialogue, after Langley et
al. 1999

[begin digression] One important open issue is how to select an attribute from the set
of Unasked attributes, for which the user is subsequently asked to provide a constraining
value. One option is asking a question about the attribute that provides the most informa-
tion and thus leads to the most drastic reduction of uncertainty in the set of items C which
match the partial description constructed so far (i.e., the attribute which rules out the most
alternative candidates still available in C). For this, Langley et al. propose to use the en-
tropy measure (well-known from information theory, Shannon 1948). Formally, they select
the attribute a which minimizes, for the random variable c of items in the set C, the entropy
measure:

H(c|a) = −
∑
vj∈a

∑

ck∈C

P (ck, a = vj)log2P (ck|a = vj),

where ck ranges over the items in the set C and vj is a potential value for attribute a. The
probability P (ck, a = vj) = P (ck) if item ck matches the revised partial description and is 0
otherwise. The probability P (ck|a = vj) can be calculated as follows:

P (ck|a = vj) =
P (ck)∑

cj∈C′ P (cj)
,

where C ′ is the set of items which match the revised description that includes a = vj . To
simplify, we may assume that all items are equally likely. Thus,
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P (ck) =
1
|C| .

Using this entropy-based measure, the function SelectConstrain can calculate for
each attribute the amount of information to be gained by asking it, selecting the one with the
lowest entropy, making a random selection in the case of equally informative alternatives.
This already has some nice consequences. For instance, if the system has the choice between
asking a question that divides the remaining items in two roughly equally sized groups and
one that results in a highly unbalanced split, the first one is chosen. [end digression]

This is a concise and neat way of formalizing a slot-filling algorithm, and an approach
such as this one, modulo some relatively minor changes, can be found in various practically
oriented voice interfaces. The description above is still lacking in two respects. First of all,
there are no rules to deal with communication problems. This is due to the fact that Langley
et al. (1999) use this dialogue strategy in a graphical user interface. Thus, there is no danger
of speech recognition or interpretation errors and hence there is no necessity to deal with
them. However, incorporating verification rules in the previously outlined dialogue strategy
is relatively straightforward.16 The described strategy also does not specify what form the
system question should take. For instance, should it be an open question (”What kind of
program do you want to watch?), an alternative question (”Do you want to watch a thriller
or a comedy?”) or a yes/no question (”Do you want to watch a thriller?”)? Veldhuijzen van
Zanten (1999, 2000) presents an interesting solution to this problem which crucially involves
the slot-hierarchy; if the communication is running smoothly, the system can ask high-level,
open questions. In the case of communication problems, the dialogue manager can zoom
in and ask more specific questions. This approach is fully compatible with the approach of
Langley et al. 1999.

Advantages and disadvantages
The slot-filling approach to dialogue management effectively circumvents a number of prob-
lems associated with the finite state approach to dialogue. It does not suffer from an explo-
sion of possible states, since states are no longer made explicit. There is an elementary dis-
tinction between the task and the dialogue strategy, which enhances portability. If, instead
of an electronic TV guide we want to develop an air travel information system we only need
to make some minor modifications of the rules presented in figure 4 and 5. For such an
application we are only interested in one solution (one plane connection). All this makes
the slot-filling approach the most practical of dialogue management techniques described
here and as such it is not surprising that it is the most frequently used one in practical sys-
tems. Again, tools exist, most notably Philips’ HDDL. This is the dialogue description language
which is used in SpeechMania. The advantage of this particular system is that, just like the
CSLU toolkit, it is a full package allowing for the development of complete, integrated voice
interfaces. It is presumably not usable for children in elementary school, but a one-week
specialized course offers the basic knowledge for developing voice interfaces using Speech-
Mania. The resulting voice interfaces are more advanced and robust than those developed

16For instance, an explicit verification strategy can be incorporated as follows: add a fifth rule VERIFY to figure
4 which states that if an response is still unverified, it should be verified using a yes-no question. In addition, the
rules in figure 5 should now only apply to verified responses, and additional rules need to be added to handle
responses to verification questions.
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using the CSLU toolkit.17

The slot-filling approach also inherits a number of limitations of the finite state approach.
It is arguably less rigid, but still the resulting dialogues are not very flexible. It is an open
question how scalable the approach is. Most applications based on the slot-filling metaphor
are concerned with only a handful of slots. Finally, even though task and dialogue strategy
are separated, which is beneficial for portability, the dialogue strategies themselves are still
hand-crafted. Developing a new dialogue strategy implies the development of a new set of
rules.

5.3 Stochastic Dialogue Management
There is no standard way to build a voice interface. Currently, most systems rely on hand-
crafted rules, primarily based on the designer’s intuitions and implemented in a trial-and-
error way. As noted above, this approach has at least two problems: (i) the systems are very
much domain and application dependent; and (ii) it is generally very difficult to predict in
advance which situations the system may encounter when really being used. To reach a
good level of performance it is therefore necessary to do an iterative design and perform
extensive evaluations of each successive version of the system.

One recent, promising approach to tackle these problems is based on the data-driven
approach which has proven to be so successful for speech and language technology. The
idea is to formalize the dialogue process in a mathematical way and use machine learning
techniques to find optimal dialogue strategies on the bases of dialogue data, see e.g., Singh
et al. (2000), Roy et al. (2000), Young (2000), Litman et al. (2000b) and Levin et al. (2000).. In
this section we describe this data-driven approach to dialogue, primarily following Levin
et al. 2000. Levin and co-workers show that their approach works for both the finite state
approach using a tutorial day-and-month dialogue system, and for the slot-filling approach
(using the ATIS (air travel information systems) task.18 Here we focus on the former.

Consider a simple voice interface which asks the user for the current date (day and
month). In terms of the slot-filling metaphor: the system tries to fill two slots: one for the
day (d) and one for the month (m). The underlying finite state model can be described as
follows:19 we have a set A of actions consisting of three questions (day?, month? and date?
asking for the current day, month and date respectively) and a closing action (bye!). We have
a set S of 411 states. This includes the initial state s0 in which both the day and month slots
have no value (d = 0,m = 0) and the final state sf (with d = −1 and m = −1). There
are 12 states where the month variable has a value but the day variable does not and 31
states where the opposite holds. Moreover, there are 366 complete dates. Finally, we have to
specify the transition function τ , which specifies, for each state, what is the next action to be
invoked. Different dialogue strategies correspond with different transition functions.

Figure 6 depicts three possible strategies (there are more options) : in strategy 1 the sys-
tem immediately ends the dialogue, in strategy 2 the system first asks for the date (using a
single action) before terminating the dialogue, in strategy 3 the system first asks for the day,
then for the month and finally terminates the dialogue.

17From a dialogue perspective a disadvantage of SpeechMania is that everything is intertwined to such an
extent that modular development is impossible. Typical SpeechMania rules integrate information about speech
recognition, verification, utterance generation and dialogue management.

18Interestingly, automatically learned optimal dialogue strategy for this task is exactly the one of Langley et
al. (1999) just described.

19Remember that a finite state model is fully specified by a quintuple 〈S, s0, sf ,A, τ〉, see section 5.1.
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Figure 6: Three possible strategies for the Day-and-Month dialogue

The question now arises which of these strategies is the best one. The answer is: that
depends on the (derived) goal of the system. Let us assume that the goal is to get the right
day and month values from the user as quickly as possible. On the basis of this goal, an
objective function C can be defined which measures the costs of a particular dialogue. Three
terms are relevant: the number of turns (Nt), the number of errors (Ne) and the number of
missing values (Nm). Each term is associated with its own weight (w) indicating the relevant
importance of the particular terms.

C = wt〈Nt〉+ we〈Ne〉+ wm〈Nm〉

On the basis of this cost function, we can determine the costs associated with the three
strategies in figure 6. Strategy 1 takes only one turn, there are no errors, and there are two
missing, hence C1 = wt+2.wm. If we assume that the chance for misrecognitions following a
complex question like date? is P1, then the costs associated with the second strategy are C2 =
2.wt + 2.P1.we: the dialogue takes two interactions, there may be 2 recognition errors (with
probability P1) and there are no missing values. Finally, let us assume that the probability of
speech recognition error following a simple question like day? or month? is P2, then the costs
associated with the third strategy are C3 = 3.wt + 2.P2.we. Now an optimal strategy can be
defined as a strategy which minimizes the costs.20 For example, strategy 1 is more efficient
than strategy 3 when the likelihood of recognition errors is too high.21 Similarly, strategy 3
is more efficient than strategy 2 when the difference in error probabilities justifies an extra
turn, that is, when P1 − P2 > wt/2.we.

In sum: given an objective cost-function, it is possible to determine the costs of a given
strategy and compare it with the costs of other strategies. However, since the number of
potential strategies is exponential (there are ‖A‖‖S‖ possible strategies), it would be use-
ful to have a method for automatically finding the optimal strategy. Fortunately, there is a

20In the literature one also encounters reward functions, where an optimal strategy is one that maximizes the
reward.

21To see this, consider when the costs associated with strategy 1 (C1) are less than those of strategy 3 (C3):
wt + 2.wm < 3.wt + 2.P2.we =⇒ 2.wm − 2.wt < 2.P2.we =⇒ wm − wt < P2.we =⇒ (wm − wt)/we < P2.
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mathematical model, closely related to the finite state model, which allows for the automatic
determination of the optimal strategy, namely Markov Decision Processes (MDPs).

[begin digression] An MDP differs in two essential respects from the finite state model.
First of all, instead of a transition function τ , we specify transition probabilities. That is: when
at time t, an action at is taken in state st we move to state st+1 with probability PT (st+1|st, at).
Notice that the probability of moving to state st+1 only depends on the previous state and
action, and not on what might have happened before time t. This property is known as
the limited horizon Markov property.22 The second addition concerns the stochastic mod-
elling of costs. If in state st action at is performed, this costs the system ct, with probability
PC(ct|st, at). The cost distributions need to be assigned in such a way that at the end of
dialogue the accumulated costs will be equal to the objective cost function C. Thus:

t=Tf∑

t=0

ct = C

where Tf is the moment in time when the final state is reached (sTf
= sf ). Spelling out

the cost distributions is relatively straight forward now. Any time a question is asked (day?,
month? or date?), the system incurs a constant cost wt with a probability of 1: c(s, day?) =
c(s, month?) = c(s, date?) = wt, for any state s. Furthermore, when the dialogue is closed
(using the bye! action), this costs wt + we〈Ne〉 + wm〈Nm〉, where Ne is the number of errors
and Nm is the number of missing values.

Now, we can calculate the best action to be taken from a state s: is will be that action a
which minimized the expected costs. More precisely, the best action to be taken in a state s,
notation V ∗(s), is that action that minimizes the sum of the directly incurred costs and the
expected costs for the next state using the best action available from that state:

V ∗(s) = mina[c(s, a) +
∑

s′
PT (s′|s, a).V ∗(s′)]

The optimal strategy π∗ can be computed simply as the chain of actions which minimizes
the expected costs. The optimal value function V ∗ is unique, and can be calculated using
standard value iteration techniques (see Sutton 1991), provided that all the parameters of the
model are known.23

However, in the context of voice interfaces, not all model parameters (transition prob-
abilities and cost distributions) will be known in advance. In that case the parameters can
be obtained automatically using reinforcement learning. Using this method, the optimal strat-
egy is learned through interactions. For this to work, a large number of interactions are
required (typically in the order of tens of thousands, depending on the number of states
and the number of actions). Clearly, it is not feasible to collect these interactions with real
users. Therefore, Levin et al. (2000) propose an alternative: using a simulated user. A sim-
ulated user is simply a stochastic process that generates replies with a certain probability

22Sometimes we do want to keep track of history. For example, sticking to our date-example, it seems reason-
able to assume that the chances of misrecognition depend on the kind of question; a simple question like day? is
assumed to have a lower error rate than a complex question like date?. Therefore we want to know what kind of
action was performed to fill the day d or month m slot. This can quite easily be done by introducing additional
variables qd and qm which are set to 1 if the corresponding slot was filled using a simple question and to 0 of it
was filled using a complex action.

23And provided that the state space is finite.
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in response to dialogue acts. The probabilities can be estimated on the basis of a corpus of
complete, annotated dialogues.24

One way to use reinforcement learning to learn the optimal strategy is known as “Monte
Carlo with exploring starts” (see Sutton and Barto 1998 for an overview). The goal of this
approach is to estimate the optimal state-action value function, denotated as Q∗(s, a). which
is defined as the expected costs of a session starting in s and moving to state s′ with action
a, and proceeding in the optimal way until the final state is reached.

Q∗(s, a) = c(s, a) +
∑

s′
PT (s′|s, a).mina′Q

∗(s′, a′)

(And notice that V ∗(s) = minaQ
∗(s, a).) This algorithm is an iterative algorithm, starting

with an arbitrary setting of Q∗(s, a) and iteratively improving it. In each iteration, the algo-
rithm explores for each state s and action a what the costs are of a dialogue session which
starts in state s with action a and proceeding with the current estimation of the state-action
function Q∗ until the final state has been reached. The algorithm will quickly learn that it is
generally very expensive to immediately terminate the dialogue using the bye! action. Levin
et al. (2000) show that, as the number of iterations in the reinforcement learning algorithm
grows, the learned strategy converges to the optimal one. [end digression]

Advantages and disadvantages
The use of reinforcement learning for finding the optimal strategy great potential for the
development of voice interfaces. The procedure provides a quantitative criterion for devel-
oping good interfaces, using well-understood mathematical concepts. The task of designing
an optimal dialogue strategy is taken over by the computer; there is no need for a dialogue
expert during development. Moreover, the approach is essentially independent of the task
and the application: all that is needed for developing a new application, is a new corpus of
dialogues or a simulated user tailored to the new application and task. Of course, collecting
a corpus of dialogues is generally a costly undertaking. However, devising a new simulated
user may be done quite effectively. Recent work on reinforcement learning suggests that it
may not be necessary to estimate the parameters of the simulated user in a precise way from
a corpus, since it has been shown that only a very low accuracy of the transition probabilities
is needed for finding a good approximation to the optimal strategy (Kearns and Singh, 1998).
Finally, it has been shown (Litman et al. 2000b) that the approach can lead to a measurable
improvement of the performance in an experimental system. It seems likely that stochastic
dialogue management will be an active area of research in the near future.

Nevertheless, there are various open questions. So far, the learning approaches have
been applied to a carefully hand-crafted state space. Naturally, the choice of states has a
strong influence on the learned strategy: a state which is not present in the state space will
never be visited using the learned optimal strategy. One way to solve this limitation is by
devising methods for learning the state space. A second question concerns the objective
function. Clearly, the objective function is the main determinant of the learned, optimal
strategy. However, determining the objective function is not always straightforward. The
terms may be rather straightforward, but how to assign weights to them? And how to deal
with highly subjective features such as user-satisfaction? These questions are related to the

24Notice that it is not possible to use this corpus of dialogues directly for learning the optimal strategy; the
system would only learn the strategy that is already implicit in the dialogues themselves.
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general problems associated with evaluation of voice interfaces. We discuss this issue in
section 10. A more principled problem concerns the notion of an optimal strategy. Is it
plausible that there is one optimal strategy which suits everyone? It may well be that a
strategy which is optimal for an expert user differs from a good strategy for a novice user,
just like ‘sheep’ and ‘goats’ may be served by different strategies.25 In general, it seems
likely that some people have a subjective preference for strategy A, while other may prefer
strategy B. This points in the direction of a “meta-strategy”, which given particular user
characteristics learns the optimal strategy. Whether such meta-strategies are indeed required
and how they should be learned is an open question.

6 NON-STRUCTURAL MODELS OF DIALOGUE

6.1 Dialogue as a goal directed process
So far, the dialogue models we discussed are all based, in one way or another, on a finite
set of states and a finite set of actions, and the dialogue model attempts to couple states and
actions in an efficient way. The actual dialogue always has to follow some predefined path.
Such models have particularly been used for information dialogues and for command-and-
control applications. However, for other kinds of dialogues their usefulness is less straight-
forward. One class of dialogues for which this is the case are so-called task-oriented dialogues;
that is, dialogues about a task that is carried out during the interaction. Typically, in such
dialogues, the system and the user need to cooperate to achieve a certain goal, generally that
of solving a problem. An example would be a voice interface to a VCR, which helps the
user in programming a program. For such applications, the user is assumed to have insuf-
ficient knowledge to solve the problem alone, while the system has complete knowledge of
the task. Prime examples of plan-based dialogue systems are the circuit fix-it shop, described
in detail in Smith & Hipp (1994), and the Trains/Trips26 systems developed in Rochester
(see e.g., Allen et al., 1995, 2000, Traum et al. 1996). Both approaches are firmly based on
the planning approaches known from (‘old’) artificial intelligence (AI). The circuit fix-it shop
helps users in repairing electronic circuits, the Trains/Trips systems help users with the con-
struction of a plan (typically in a logistical setting). Note that these are tasks for which a
slot-filling metaphor seems inappropriate.

Grosz & Sidner (1986) have argued that in task-oriented dialogues the structure of the
task co-determines the structure of the dialogue. In general, a task typically consists of a
sequence of sub-tasks. Consequently, a task-oriented dialogue consist of a sequence of sub-
dialogues, each addressing a specific sub-task. Consider the task of programming a VCR.
To perform this task, one has to perform a sequence of subtasks (insert a video tape, select
the channel which broadcasts the relevant program, enter the start and end time, etc.). A
voice interface which helps the user programming his or her VCR has to address each of
these subtasks, in the correct order, to complete the main task successfully. During the task,
both the system and the user have various goals, which are aimed at achieving certain states
or which trigger certain actions. The actions are a complicating factor here, because they
typically lead to a change of the ‘state of the world’. For example, initially there may be
no tape in the VCR, while after completion of the first subtask a tape has been inserted.
This means that the system has to be able to track changes in the outside world and take

25This terminology derives from Doddington et al. 1998: ’sheep’ are people who are generally well recognized
by automatic speech recognizers, while for ’goats’ it is much more difficult to be recognized.

26http://www.cs.rochester.edu/research/trains/ , checked on 28/08/2000.
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the repercussions of the changes for the ongoing dialogue into account. (If the system were
not capable of detecting changes in the outside it world, it would continue instructing the
user to insert a video tape.) In addition, the system also has to have knowledge about the
competence and knowledge of the user, since these have a clear influence on how the task at
hand should be tackled.

The circuit fix-it shop, developed and described by Smith and Hipp, provides an inter-
esting view on how these different issues can be integrated in a single voice interface. One
of the main insights of Smith and Hipp is that the interface should be able to reason about
the task, the application and the user in an integrated fashion. Accordingly, the core of their
system is an automated reasoner, a theorem prover, that is: a module that is capable of de-
riving logical conclusions from a set of premisses. The theorem prover is used primarily to
determine whether a certain (sub-)goal has successfully been completed. The approach is as
follows: completeness for a subgoal is defined by a theorem. The system now determines
whether the subgoal has been accomplished by automatically trying to find a proof of the
theorem, using the axioms in its knowledge base (axioms are logical expressions which are
‘assumed’ to be true and thus do not require a proof themselves) and the laws of logic.

Consider the following (rather simplified) situation: the theorem is “the VCR has been
successfully programmed” (this proposition is represented as p). Suppose that the system’s
knowledge base contains the following two axioms: “if the red light is on, all pieces of infor-
mation have been entered” (represented as a → b) and “if all pieces of information have been
entered, the VCR has been successfully programmed” (b → p). On the basis of these two ax-
ioms, the system can infer a → p (“if the the red light is on, the VCR has been successfully
programmed”), but not the theorem p itself. Of course, it would be able to prove the theo-
rem if the system had access to the information that “the red light is on”. In other words, the
theorem p could be proven to be true if the axiom a were not missing from the knowledge
base. The key-insight of Smith & Hipp is that missing axioms require interaction with the
user (they dub this the missing axiom theory); the system should just ask whether a is true or
not (system: “Is the red light on?”). A positive answer from the user is taken to imply that
the system may add a as an axiom to its knowledge base and subsequently can complete its
proof of p. Notice that this approach requires an “interruptible theorem prover”; a theorem
prover which can suspend its proof construction when it encounters a missing axiom and
can wait for input from the user.

The flexibility of the interruptible theorem prover is beneficial for other things as well, for
instance for the management of subgoals. How should a new subgoal be selected? Smith &
Hipp propose to choose the goal which has the highest probability to lead to success given
the current state of the dialogue. Now, it may well be that during the interaction another
subgoal suddenly seems more promising (for instance, because the user takes the initiative
and provides important information regarding a different goal than that which the theorem
prover is working on). In that case, the theorem prover should be able to abruptly switch
to that subgoal. In a similar vein, Smith & Hipp also keep track of the competence and
knowledge of the user in a user-model. Interestingly, information about the user is also
stored in the form of axioms, which provides a seamless integration of information about
the user in the proof under construction.

While the circuit fix it shop is primarily a practical approach, the Trains/Trips projects
carried out at the University of Rochester are mainly a long term research vehicle. Vari-
ous demo-systems have been developed, all concerned with interactive plan building; that
is, system and user cooperate on the construction of a (logistical) plan. The various Trains
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demonstrators are concerned with finding efficient routes for trains in the north-east part
of the United States. This is a ”very simple task” (Allen et al. 2000), typically involving
three trains. Based on the experience with Trains, a new dialogue architecture was devel-
oped in the second part of the eighties (not unlike the communicator architecture discussed
in section 4.2), resulting in TRIPS (The Rochester Interactive Planning System). With TRIPS
various demo systems have been developed for tasks like planning the evacuation of a group
of people from an island threatened by an impending hurricane or the coordination of emer-
gency vehicles in response to a simulated 911 call.

Trains/Trips continues in the well-established AI tradition of formalizing speech acts
using traditional planning mechanisms. The notion of a speech act is due to Austin (1962),
and further developed by Searle (1969). Speech act theory essentially claims that utterances
should be treated as actions. Thus by uttering a sentence a speaker performs an action (e.g.,
inform, request, threaten, commit, demand, etc.). Cohen and Perrault (1979) and Allen and
Perrault (1980) show that speech acts can be formalized by specifying necessary and suffi-
cient conditions (felicity conditions in the terminology of Searle 1969) for the performance of
a specific speech acts which, when executed, have certain effects. The conditions and effects
are primarily defined in terms of the beliefs, desires and intentions of speakers and hearers.
How utterances relate to the beliefs, desires and intentions is described in the BDI model of
Bratman et al. (1988), see Figure 7.

Intentions Action

Beliefs

Desires

Perception

Reasoning

Figure 7: The Beliefs, Desires and Intentions (BDI) model

According to the BDI model, an agent has beliefs about the current state of the world, and
in addition the agent has certain desires about how it would like the state of the world to be
(usually, this set of desires is predetermined). On the basis of its beliefs and desires, the agent
selects a goal to achieve; an intention. Typically, the agent then constructs a plan (consisting
of a sequence of actions) which it believes will result in achieving its goal. Once a plan has
been constructed, the agent can initiate the execution of the plan by executing the initial
actions. Typically, these change the state in the world. As the agent makes observations
about the changing world, this will generally lead to a modified set of beliefs, called plan
motoring in AI. Given these new beliefs, it may well be that the agent no longer believes
that its current plan is the most effective, and consequently it may repair its plan or even
construct a new one.

This is a general action planning mechanism, but it can also be used to construct a con-
versational agent (as required for a voice interface). In that particular context, the beliefs and
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desires can typically be concerned with the beliefs and desires of the user (for instance, the
system can believe that the user does not know how to program a VCR but has the intention
to do so). On the basis of the current (communicative) beliefs and desires, the system may
select communicative goals and construct a plan on the basis of these goals. The execution
of this plan will typically consist of a sequence of speech acts, conveyed to the user. The exe-
cution of these speech acts and, more importantly, the reactions of the user will lead to a new
state of the world. On the basis of these the system can update its set of beliefs (for instance,
it may now believe that the user is at least partially capable of programming its VCR or even
no longer has the intention to program it) and, if necessary, change its plan accordingly. The
core of the TRAINS/TRIPS systems is a conversational agent of this form.

Advantages and disadvantages
The circuit fix-it shop provides an integration of many theoretical results (primarily from
80s AI), and is arguably one of the first full-fledged spoken dialogue systems (completed
by 1991). Smith & Hipp (1994) is still the only comprehensive description of how a spoken
dialogue system can be constructed, including details on the various algorithms, the imple-
mentation and the evaluation. Many of the central aspects of the system are still relevant
today (interruptible theorem proving, user modelling, variable initiative dialogue). Even
though both language and speech technology have matured considerably in the past decade
(the vocabulary of the circuit fix-it shop consisted of only 125 words), the book is still a
worthwhile read. It is interesting to note that in recent years there is an increased interest
in ‘computational logic’. In this field special attention is paid to the trade off between ex-
pressive power and computational complexity (see for instance Areces 2000). It would be
highly interesting to investigate the usefulness of ‘computational logic’ for more advanced
voice interfaces in the spirit of the missing axiom theory.

The TRAINS/TRIPS system is probably the largest (in terms of effort) and most am-
bitious project in the area of conversational interfaces. It has been running for at least a
decade and is still very much in development. It is firmly based in the traditional planning
approach, and has shown the usefulness of such techniques for conversational agents. It
should be stressed that many other aspects of voice interfaces receive a detailed treatment
as well; for instance, in the framework of TRAINS/TRIPS seminal work on computational
models of information grounding was carried out (Traum 1994). However, given the large
scale and the varying focus of attention it is difficult to obtain a general idea of the perfor-
mance and general usefulness of this approach.

In general, the goal directed approach to dialogue has a number of potential advantages
over approaches such as the finite state approach or the approach based on the slot-filling
metaphor described above. First of all, it is difficult to see how these latter approaches could
deal with the task-oriented dialogues. Conversely, the goal-directed approach described in
this section could well be applied to information dialogues. Moreover, the goal-directed
approach is more principled than the approaches described earlier, in that they are more
(Trains) or less (circuit fix-it shop) based on a general theory of communication. Arguably
this makes them less domain- and application-dependent and gives them better prospects of
obtaining ”natural”, human-like communicative abilities. Finally, there is no doubt that the
BDI approach to conversational agents has led to many insights on how humans communi-
cate.

However, the traditional AI planning approach in general has its problems, and many
of these carry over to the approaches described here. One of the main problems of plan-
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ning is that, in its general form, it is computationally very expensive (see e.g., Kautz 1991).
In addition, given that speech acts are modelled as actions with certain preconditions and
effects, a number of notorious AI problems manifest themselves and should be dealt with.
The most important of these is probably the frame problem (McCarthy 1980); how to specify
which things in the world remain unchanged after a certain action has been executed?

Another general problem with the tradition BDI approach is that the notions of belief
and intention lack proper formalizations. This makes it very difficult to model reasoning
processes, or to maintain a proper balance between beliefs and intentions. Consequently, the
link between beliefs and intentions and the associated actions is purely operational. Rules
are defined which state that if an agent beliefs x and has intention y, than action z should
be performed. There are no explicit, independently motivated rationality principles which
explain why an agent performs certain acts. These issues will be described now.

6.2 Rational conversational agents
[begin digression] Even though the traditional plan-based approach to conversation comes
much closer to the human communication process than the structural approaches described
in section 5, they leave certain aspects of human communication out of consideration, most
notably the (alleged) rationality of human behavior. Of all the computational models of
dialogue discussed here, the rational approach to conversational agency is the most explicit
in its aim to mimic human (intelligent) communicative behavior (cf. Turing 1950). Sadek and
de Mori (1998:538): “a system capable of carrying on an “intelligent dialogue” has to be an
intelligent system, in which the communication ability is not primitive, but is grounded on a
more general competence that characterizes rational behavior”.

The rational agency approach can be understood as a reformulation in a formal (logical)
framework of the plan-based approach. The foundation of this approach is formed by the
seminal work of Cohen & Levesque (1990) which aims at specifying ”the ’rational balance’
needed among the beliefs, goals, plans, intentions, commitments, and actions of autonomous
agents” (p. 33). Sadek has provided a number of modifications and extensions of this ’ra-
tional balance’ (see e.g., Sadek 199427) and is one of the main advocates of the approach for
voice interfaces. His views are concisely summarized in Sadek and de Mori (1998). The
approach consists of a number of ingredients: (i.) since we want to reason about beliefs, de-
sires/goals and intentions, these notions need to be formalized in logic, and (ii.) on the basis
of these notions, a ’rational unit’ is constructed; this is essentially a method to determine
which actions should be undertaken.

First, the notions beliefs, goals and intentions need to be formalized. If an agent i beliefs a
proposition p, this is denotated as B(i, p). The logical behavior of the B operator is governed
by a number of axioms (which have a long history in logic, see e.g., Montague 1960, and
have been discussed for belief by Hintikka 1962):

B(i, ϕ) ∧B(i, ϕ → ψ) → B(i, ψ) (K)
B(i, ϕ) → B(i, B(i, ϕ)) (4)
¬B(i, ϕ) → B(i,¬B(i, ϕ) (5)
B(i, ϕ) → ¬B(i,¬ϕ) (D)

The first axiom essentially says that beliefs are closed under consequence: if an agent i be-

27The main difference lies in Sadek’s use of his observation principle, which accounts for a distinction between
what an agent observes from another agent and the action the latter has really performed.
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lieves that ϕ and that ϕ → ψ, then i also believes ψ. The second and third axioms are
concerned with positive and negative introspection (if an agent i believes that ϕ is true, then
i believes that he believes that ϕ is true (4), and if an agent i does not believe that ϕ is true,
then i believes that he does not believes that ϕ is true). The last axiom states that beliefs
should be consistent (thus, if i believes that ϕ, then it can not be the case that i also believes
the negation of ϕ). Moreover, the following ”necessitation” rule (N) applies (which states
that an agent believes everything that is always true):

necessitation rule (N)
if ϕ is always true, then so is B(i, ϕ)

The resulting logic of belief is known as NKD45 (or weak S5).28

In a similar vein goals can be formalized; the notation G(i, ϕ) is used to represent the fact
that an agent i has a goal ϕ (that is: wants to be in state where ϕ is true). At this point, it is
a good exercise for the reader to consider the axioms for belief given above, and determine
which of those are intuitively applicable to goals. Some reflection will show that introspec-
tion (and certainly negative introspection) is not a useful property of goals.29 Probably, all
we want is to state that goals are closed under consequence and that goals are consistent:

G(i, ϕ) ∧G(i, ϕ → ψ) → G(i, ψ) (K)
G(i, ϕ) → ¬G(i,¬ϕ) (4)

Moreover, the connections between beliefs and goals needs to be modelled. For example,
Cohen & Levesque’s ”realism constraint” essentially states that an agent cannot have a goal
which the agent believes to be false.

realism constraint
B(i, ϕ) → G(i, ϕ)

In addition, if ϕ is a goal of an agent, then so are the expected consequences of this goal.

expected consequences constraint
G(i, ϕ) ∧B(i, ϕ → ψ) → G(i, ψ)

All these rules are simple and intuitive; the basis of rational agency is elegant enough and
largely uncontroversial. Unfortunately, things soon become more complex. One thing that
is missing, according to Cohen & Levesque (1990) is a notion of commitment. There is no
guarantee that an agent will not easily give up a goal. To compensate for this, Cohen &
Levesque introduce a notion of a persistent goal (a so-called p-goal, abbreviated as PG). An
agent’s goal is persistent if the agent will not give up the goal until it has been satisfied or
until the agents thinks that it will never be true.30

PG(i, ϕ) if and only if G(i, (Future ϕ))∧ (1)
B(i,¬ϕ)∧ (2)

28Interestingly, Hintikka (1962) argued that belief is best modelled by the logic NKT4 (also known as S4). This
logic omits the axioms 5 and D and adds the T (for truth) axiom which states that if an agent i beliefs ϕ, then ϕ
is true (B(i, ϕ) → ϕ).

29If you don’t have a particular goal, then you typically also do not have the goal of not making this your goal.
30Cohen & Levesque use additional operators Future ϕ, Necessary ϕ and Before ϕψ, all with precise definitions

which guarantee that ϕ will be true at some future point of time, that ϕ is necessary and that ϕ is true before ψ
is true respectively.
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[Before ((B(i, ϕ) ∨B(i, (Necessary ¬ϕ)))¬G(i, (Future ϕ)))] (3)

Thus, an agent has a persistant goal ϕ if (1) the agent has a goal to the effect that ϕ will be true
in the future, (2) the agent believes that ϕ is not true now, and (3) the agent will not discard
the goal ϕ before this goal has been obtained or is necessarily unobtainable. Intentions can
now be defined as persistant goals.31

The resulting formalized notions of belief, goal and intention serve as input for what
might be called ”the rational unit” of a voice interface (i.e., a dialogue manager based on
rationality). The rational unit has a number of communicative actions to its disposal, each
associated with preconditions (or ”feasibility preconditions” in Sadek’s terminology) and ef-
fects (dubbed ”rational effects” by Sadek). For example, one communicative act an agent i
may perform is inform an agent j of ϕ. The precondition is that i believes that ϕ is true and
i does not believe that j already believes ϕ (formally: B(i, ϕ) ∧ ¬B(i, B(j, ϕ))). If the pre-
conditions are satisfied and the inform action is carried out, the effect will be that j believes
ϕ.

The rational unit is centered around two rationality principles. The first one states that if
an agent has the intention to achieve a certain goal, then the agent will select an act whose
effect corresponds to the goal. Put differently, the agent should select actions in accordance
with its goals. The second principle states that once an agent has the intention of performing
some action, it also adopts the intention of making the preconditions of this action true.
Notice that these two principles, taken together, define a planning algorithm that deduces
plans of actions by inferring chains of intentions. For this, as for the circuit fix-it shop, an
automatic theorem prover is used, albeit in a rather different way. The system does not ask
the user for missing axioms, but only asks the user if the preconditions of an asking action
are met and the effects of this asking action (i.e., the answer) contributes to achieving the
current goal of the system.

Above, it was stated that the effect of the inform action is that the hearer comes to believe
the proposition about which he or she was informed. This is not the case in every form of
communication (we typically do not believe everything we are told), but only of cooperative
communication. Roughly, cooperativity can be obtained if an agent (say the system) has the
intention of helping another agent (say the user) obtain his or her intentions.

The rational dialogue manager outlined here has been implemented and forms the core
of ARTIMIS32, which itself is the ‘rational core’ of AGS, a directory of voice servers hosted
by France Télécom (applied to the areas of jobs and weather). The rational dialogue agent
manages the dialogue by drawing inferences from the representations of the user’s input
and the axioms for rational behavior outlined above. For this purpose, a special theorem
prover was developed for the first-order model logic described above (see Bretier & Sadek
1996). To get a feeling of how this works consider the following example. Assume that after
processing the most recent user input, the system understands that the user wants to know
whether p (say, for the sake of concreteness, whether there will be an English detective on
channel 1 tonight). On the basis of this, the system derives that it is the intention of the
user to know if p, and consequently, that the user does not already believe that p or that

31Cohen & Levesque argue that intentions are (even more) complex than persistant goals in that intentions
should not be achieved accidentally or unknowingly. Therefore, Cohen & Levesque define that an agent i has
the intention of performing an action α if and only if i first has the persistant goal of believing he is about to
perform α and then doing it.

32Short for Agent Rationnel à base d’une Théorie formelle de l’Interaction mise en œvre par un Moteur d’Infŕence
Syntaxique
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¬p. The cooperation principles imply that the system takes over this intention. Based on the
first rationality principles, the system adopt the intention of informing the user that p or of
informing him/her that¬p. Based on the second rationality principle, the system determines
which of these two intentions is currently feasible (i.e., of which the preconditions are met).
If the system believes that p, this means that the preconditions of the first action are met
(the system, but not the user, believes p). The system then selects this action, sends it to
the natural language generation module (“Yes, there is an English detective on channel 1
tonight.”) and updates its knowledge base. One effect of carrying out this action is that the
user now believes that p.

Advantages and disadvantages
Since the method outlined here is explicitly aimed at a logical reconstruction of the beliefs,
desires and intentions model, many of the advantages and disadvantages of that model
carry over to the rational approach. On the positive side, of all the computational models
of dialogue discussed here, the rational agency model comes closest to modelling human
communicative behavior, and as such it holds the promise of being able to communicate in
an efficient and cooperative way. Moreover, the theory is, in principle, completely domain
and language independent. For building a new application, all that needs to be done is
axiomatize the knowledge relevant for the new domain (this is not always a trivial matter,
see below). Naturally, the rationality and cooperativity principles remain the same.

A general criticism that can be levelled against the approach of Cohen & Levesque and of
Sadek’s modifications of it, is that the logic they use is very complex and powerful; it com-
bines classical first-order logic, with epistemic logic (for reasoning about beliefs), temporal
logic (for reasoning about time) and dynamic logic (for reasoning about actions). This makes
it difficult to determine which parts of the logic serve which purposes. Also the process of
updating a realistic set of beliefs is computationally extremely difficult (see e.g., Pulman 1996
for a good discussion of this issue). This can easily be illustrated with an example. Suppose
that the system’s current belief set ∆ = {a, a → b}. The system now observed that in the
world ¬b is the case. Obviously, this belief cannot simply be added to the belief set ∆ as it
would cause an inconsistency. This means that one of the elements of ∆ should be removed
(this process is known as belief revision). Which one? To solve this problem it is generally
assumed that there is some priority ordering on proposition in the belief set. Notice that
this requires an additional mechanism. Notice also that a theory of belief revision requires
a method for consistency checking (without such a procedure inconsistent beliefs cannot be
detected). This is typically done using the notion of entailment or logical consequence. We
can say that a belief set ∆ is inconsistent if the contradiction (i.e., a formula which is always
false, usually denoted as⊥) is a logical consequence of ∆. The notion of logical consequence
has two problems: (i) if the logic is expressive enough, the notion of logical consequence may
become undecidable. This is the case already for standard first-order predicate logic. And
(ii), it may lead to the problem of logical omniscience. This is the problem that an agent be-
lieves everything that is true (which is typically not the case in real life; there are many true
propositions about which we do not have any beliefs). A final problem is that this method
requires a formalization of all the relevant knowledge in the domain, which is generally a
very hard task. [end digression]
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7 ERROR SPOTTING AND HANDLING

One of the main problems of current spoken dialogue systems is that speech recognition is
not perfect: errors will occur. The computational models of dialogue described so far do not
explicitly address this issue. The reason is that these models implicitly assume that dealing
with communication problems is just one part of dialogue and as such requires no special
attention. Nevertheless, error spotting and handling is one of the main stumbling blocks
for current voice interfaces, and consequently, in practice “(...) the lion’s share of dialogue
management intelligence in the present generation of [voice interface] systems is mainly
needed to cope with recognition errors” (den Os, et al., 1999:1528).

Unfortunately, there are no reliable methods (yet) to decide whether the speech recog-
nition engine made an error or not. For instance, one attempted solution for the detection
of errors is the use of acoustic confidence scores. Recognition systems use these to decide
whether they should ‘believe’ the recognized string. However, there is not a simple one-
to-one relation between low confidence scores and (recognition) errors, nor between high
confidence scores and correct recognitions (see, e.g., Bouwman et al., 1999). Other research
has shown that prosodic cues and lexical information from the recognized strings — in ad-
dition to acoustic confidence measures — may also help to distinguish erroneous utterances
from correct ones (e.g., Hirschberg et al., 1999), but, again, these do not completely elimi-
nate misunderstandings.33 It should be noted that both these strategies are only concerned
with recognition errors, whereas communication problems may also be due to other fac-
tors, e.g., because the system may make wrong default assumptions. For instance, the train
timetable information systems discussed below always assume that the user wants to travel
today, which is not necessarily the case.34 In conclusion, a voice interface cannot fully rely
on confidence scores and other prosodic or lexical features to decide whether or not it can
believe a recognized utterance. This means that current voice interfaces are forced to verify
the utterances they recognized.

Consider the following (translated) dialogue ([ppn1-Reuver]) from the corpus of Weegels
(2000). Here U is a human user who interacts with a Dutch spoken information system S that
provides train timetable information.

S1: Good morning, this is the talking computer. From which station to
which station do you want to travel?

U1: From Eindhoven to Reuver.
S2: On what day do you want to travel from Eindhoven to Winsum?
U2: I want to travel at 8 ’o clock from Eindhoven to Reuver.
S3: On what day do you want to travel from Eindhoven to Utrecht CS

at 8 ’o clock in the morning?
U3: No, in the evening at 8 ’o clock I want to travel from Eindhoven to

Reuver.
S4: From which station do you want to travel on Saturday July 18 at

8 ’o clock in the morning to Utrecht central station?
U4: I want to travel tonight at 8 ’o clock from Eindhoven to Reuver.

33Conversely, in some cases, the recognizer might tolerate misrecognitions without causing communication
errors, i.e., when the recognized string is conceptually identical to the intended meaning of the user’s utterance
(e.g., “yeah” vs. “yes”) (Taylor et al., 1998).

34For a more exhaustive analysis of potential sources of errors, see Dybkjær et al. (1998), who report on a
Wizard of Oz experiment.
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S5: So you want to travel from Eindhoven to Zutphen today at 20.00?
U6: No, I want to travel from Eindhoven to Reuver today at 20.00.
S6: From which station to which station do you want to travel?

etc.

This dialogue is certainly suboptimal by all conceivable standards, even though the user
ultimately receives the desired information later on in the actual dialogue. It is difficult to
generalize over different voice interfaces, but the example illustrates some of the key aspects
of current practice in voice interfaces.

The dialogue system under consideration employs both explicit and implicit verifica-
tion questions to find out whether it has understood the user correctly.35 Examples of im-
plicit verification are S2, S3 and S4. An implicit verification question serves two purposes:
it attempts to verify whether the preceding user utterance was correctly understood, and it
proceeds with the conversation by immediately asking a follow-up question. The main ad-
vantage of implicit verification is that its combination of purposes is efficient; verification
does not have to slow down the dialogue. The downside of this strategy is that when the
system makes an error, users become rather confused (see, e.g., Weegels, 2000). Correcting
an implicit verification amounts to denying a presupposition, which is known to be difficult
for speakers. This is most clear for question S4. To answer it the user both has to supply
the requested information and correct the system’s assumption. An alternative for implicit
verification that is often employed is explicit verification, of which S5 is a typical example.
This question is solely aimed at verifying that the system’s current assumptions are correct.
Of course, this requires extra turns, which users may find annoying. However, the advan-
tage over implicit verification is that it is generally easier for the system to deduce whether
the verified information is indeed correct. Unfortunately, this is not always as simple as one
might think, for even though explicit verification questions typically are of the form of a
yes/no question, it turns out that users do not always answer with a simple “yes” or “no” to
confirm or disconfirm the system’s assumptions. In other words, for the detection of prob-
lems following explicit verifications, the system cannot rely on the mere presence of a “yes”
or a “no” (see, e.g., Hockey, Rossen-Knill, Spejewski, Stone and Isard, 1997). For instance,
sometimes users confirm verified information by simply repeating it, or disconfirm it by
immediately correcting it. In sum, neither explicit nor implicit verification is by itself a satis-
factory solution for dealing with the uncertainties in spoken human-machine interaction. It
would be good practice to use a strategy that combines the advantages of both verification
strategies, while simultaneously minimizing the disadvantages. Thus, it would be a better
strategy to start with implicit verification and immediately change to explicit verification
when communication problems arise. This only works if the system has some reliable and
automatic strategy to determine whether the communication is going well or not based on
the user’s input.

In recent years this has been an active field of research, and it appears that user’s signal
problems in a number of different ways. For example, Krahmer et al. (1999, 2001a) have
shown that user’s reactions to problems are linguistically marked in various ways: post-
error utterances contain more words, more syntactically marked constructions, more repe-
titions, less new information etc. In addition, user’s reactions to problems are prosodically

35Even though explicit and implicit verification are the most common verification strategies, this is not to say
that they are the only ones. For instance, some systems do not verify immediately, but only when they think
they have collected all the relevant pieces of information (compare S5 above).
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different from non-problem signalling utterances in that they are longer, loader, slower, and
higher (Swerts et al. 2000, Krahmer et al. 2001b).

The question is whether such features can be detected automatically. Recent work of
van den Bosch et al. (2001) suggest that this is indeed the case (see also Walker et al. 2000).
Van den Bosch et al. describe a number of machine learning experiments, performed with
instance-based learning (Aha et al. 1991) as well as with RIPPER (Cohen, 1996), on a variety
of features available in the vast majority of voice interfaces. The best results were obtained
with the types of the six most recent system questions and the lexical information from the
two most recent word graphs, corresponding to the two most recent user answers. The
underlying assumption is that various of the linguistic features found in the aforementioned
descriptive studies have correlates in the word graph. On the basis of these features, RIPPER

was able to detect communication problems with a 91% accuracy. In the end, we believe
that the best results for on-line error detection will be obtained by a combination of factors:
the history of system questions, lexical information derived from the word graph, but also
acoustic confidence scores and prosodic information.

Here are two examples of how an on-line, quantitive error detection method along the
lines advocated here, may be used by the dialogue manager to adapt its strategy to the cur-
rent state of the dialogue. First, in the introduction, it was noted that neither implicit nor
explicit verification is by itself a satisfactory solution for dealing with the uncertainties in
human-machine dialogue. An attractive compromise would be to use implicit verification
when the user sends ‘go on’ signals, switch to explicit verification when errors are detected
(thus, for instance, it would have been better to pose S3 of the example dialogue in section 2
in the form of an explicit verification) and back again when the dialogue is on the right track.
In this way, the dialogue manager is capable of adapting to the current state of affairs (cf. also
Veldhuijzen van Zanten, 1999, Litman and Pan, 1999). A second example situation in which
it might pay off to look at positive and negative cues is the following. Levow (1998) found
that the probability of experiencing a recognition error after a correct recognition is 16%,
but immediately after an incorrect recognition it is 44%. This increase is probably caused
by the fact that speakers use hyperarticulate speech when they notice that the system had a
problem recognizing their previous utterance. One can imagine a system using two recog-
nizers, one trained on normal speech and one on hyperarticulate speech. If post-processing
would reveal that the current user utterance is a likely indicator of problems, then the system
could decide to focus on the recognition results delivered by the engine trained on hyper-
articulate speech. Whether such a strategy is feasible given the current state of technology
(and whether it is at all possible to develop an efficient recognizer tuned for hyperarticulate
speech) is still an open question. In any case, such applications trade on the assumption that
errors can be spotted automatically and accurately.

How does all this relate to current practice in voice interface design? Some current dia-
logue systems use a combination of explicit and implicit verification, where the choice of ver-
ification strategy is determined by acoustic confidence scores (e.g., Sturm et al., 1999). Given
that currently used acoustic confidence scores are not fully reliable, it seems worthwhile to
employ user feedback to verification utterances as an additional source of information. It
is also relatively common practice to backtrack if the user disconfirms verified information.
An example of this is S6 in the example dialogue discussed in the introduction. While this
is a reasonable strategy in general (due to the hyperarticulation effects it is often better to
just start anew rather than repeatedly try to solve errors), it is also a pity that the system in
this example had finally managed to collect all but one of the relevant pieces of information
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and then was forced to throw away the results. However, using the combined findings just
described, an alternative suggests itself: the speaker uses various cues to signal a commu-
nication problem, and, moreover, the word “Reuver” is typically associated with a narrow
focussed pitch accent. This would provide the dialogue manager with more fine grained
information and makes it possible to decide upon a more suitable follow-up question (one
specifically focussing on the arrival station). Another common strategy that current voice
interfaces often employ is repeating the question when the user failed to provide an answer.
The following excerpt from one of the dialogues we studied is an example:

S1: When do you want to travel?
U1: On the first day of Christmas.
S2: What time do you want to travel on July 12?
U2: (silent)
S3: Sorry, I did not understand you. What time do you want to travel

on July 12?
etc.

Here, as above, it seems that a better choice would have been to switch from implicit to
explicit verification after U2.

In sum, it seems to be beneficial to pay attention to the cues users actually employ when
they are confronted with communication problems. Paying attention to these cues paves the
way for principled decisions about follow-up actions in the dialogue. In particular, paying
attention to combinations of cues will enable a substantial improvement of the somewhat
crude techniques which form current practice (such as backtracking after a disconfirmation,
simply repeating the question when the user fails to provide an answer or sticking to implicit
verification questions when the user clearly has difficulty answering these).

Part II: The art of voice interfaces

In the prologue it was argued that developing voice interfaces is both a science and an
art. So far, we have concentrated on the science side; architectures for voice interfaces have
been discussed, a number of computational models of dialogue have been reviewed, and we
paid special attention to dealing with communication problems. All these issues are essen-
tial for developing a voice interface, but making principled decisions regarding architecture,
dialogue model etc. is not sufficient for developing good voice interfaces. It is also important
to design the voice interface in a principled way, and this brings us to the art of voice inter-
faces. In this part of the report we will pay attention to the design and development of voice
interfaces. In general, there has been, and still is, a lot of interest in designing user interfaces
and as we shall see many of the principles of general user interface design are applicable to
voice interfaces as well. In this part we focus on the voice interface design and development
process (section 8) and discuss some of the more important do’s and dont’s in the form of a
collection of guidelines in section 9.
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8 DESIGNING AND DEVELOPING VOICE INTERFACES

8.1 What is a usable voice interface?
Probably the main characteristic of a ‘good’ voice interface is that is usable.36 Usability is
a widely discussed concept in the field of interfaces, and various operationalizations have
been proposed. One is from Nielsen (1993:26): Nielsen states that usability is a multidi-
mensional concept comprising learnability, efficiency, memorability, errors and satisfaction, and
describes ways in which each of these can be measured. For a clear and informative discus-
sion of these concepts we refer to Nielsen (1993), here we want to discuss what they mean in
the context of a voice interface.

First, a voice interface should be easy to learn. In a way, this property is easier to obtain
for voice interfaces than for other interfaces, since a voice interface builds on an interaction
style which come natural to most users: speaking. However, given the limitations of current
speech recognizers, the number of possible inputs is limited. This implies that users must
learn which inputs are possible in a certain context and which are not. For instance, in the
case of voice control, the user must learn which keywords will be recognized and which will
not. The easiest way to determine learnability is by measuring the average time which naive
users (i.e., users who have no prior experience with this voice interface or even with voice
interfaces in general) need to acquire a certain level of proficiency in using it.

A voice interface should also be efficient to use. This property is related to previous one in
the following way: typically, new users have an initially steep learning curve which gradu-
ally flattens as they grow more experienced. Efficiency is now defined as the level of perfor-
mance in this latter part of the learning curve. Of course, it is very difficult to decide for a
given user where he or she is currently located in the learning curve. Therefore, it is usually
assumed that users are experienced when they have interacted with the system for a speci-
fied amount of time. One way to measure efficiency is to formulate some typical tasks and
measure the time it takes users with the required expertise level to finish these tasks.

Memorability is primarily relevant for casual users, i.e., users who interact with a system
occasionally. This is not generally the case for voice control interfaces, but it is certainly
characteristic of potential users of information services. Memorability is typically measured
with a memory test; after having interacted with the system, users are asked to explain the
effect of certain inputs and/or to explain which vocal actions are required to perform certain
tasks. Another method is to measure the time users need to carry out certain tasks, when
they have not been using a particular voice interface for some period of time.

The fourth dimension is concerned with errors. In general, users should make few errors
and no catastrophic ones. It is worth stressing that in the usual definition of usability this
really refers to user-errors, defined as any action from the user which does not directly con-
tribute to accomplishing the desired goal (for instance: the user may ask the wrong kind of
question or issue a command which is not applicable in the current context). Naturally, in the
case of voice interfaces it is highly likely that the system will be responsible for the majority of
errors. From a usability perspective this is immaterial: it seems a reasonable hypothesis that
the number of (speech recognition and/or interpretation) errors is inversely proportional to
the perceived usability of the voice interface. Naturally, the number and frequency of errors
(both from the user and from the system) are easily determined, one can simply count the
errors which occurred when the earlier usability attributes are measured.

36In general, usability is only one aspect of a variety of factors which determine the acceptability of a system.
Here we will have little to say about other relevant factors such as cost, reliability, compatibility, utility etc.
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1. Know the user
(including task analysis, functional analysis)

2. Competitive analysis

3. Setting usability goals

4. Parallel design

5. Participatory design

6. Coordinated design of the total interface

7. Apply guidelines and heuristic evaluation

8. Prototyping

9. Empirical testing

10. Iterative design

11. Collect feedback from field use

Figure 8: The 11 stages of Nielsen’s (1993) Usability Engineering Lifecycle

The fifth and final metric is subjective satisfaction: do users find the voice interface pleas-
ant to use. There are various ways to measure subjective satisfaction, the most common is
by letting users fill in a questionairre after completing the interaction. Typically, these ques-
tionairres are very short. Often, a list of statements is used (e.g. “I found this system very
pleasant to use”), and users are asked to rate their degree of agreement using a so-called
Likert scale. Such a scale may have a range from 5 to 10. In the 5 scale case, 1 = strongly dis-
agree, 2 = partly disagree, 3 = neither agree nor disagree, 4 = partly agree and 5 = strongly
agree. An alternative method is to use psychophysical measures such as heart rate and blood
pressure. Such measures are more objective and reliable, but they are impopular for usabil-
ity measures since they generally require ‘intimidating experimental conditions’ and lead
to more tension in subjects. Swerts & Krahmer (2000) have suggested that also the users
speech signal may be used to estimate satisfaction; if the interaction is not running smoothly
subjects tend to modify their speech by making it overall higher, loader, slower etc.

8.2 The usability engineering lifecycle applied to voice interfaces
Defining when a voice interface is usable is one thing, developing one is quite another. It
is by now received wisdom that usability design is an iterative process which should be
integrated in the general development process. Several usability engineering lifecycles have
been described (see e.g., Nielsen 1993:71ff and Shneiderman 1998:104ff). All these methods
should be used throughout the more general software lifecycle, about which we will have
little to say here. In this section, we briefly describe the method described by Nielsen in the
context of voice interfaces.

Nielsen’s usability engineering lifecycle comprises 11 stages (see figure 8). The first step
is to know the user. Which people will use the voice interface and in which context? Obviously
this has consequences for the kind of speech recognizer that should be used, but also on the
kind of interaction. As part of this phase, a task analysis and a functional analysis should
be carried out. In a task analysis the users’ overall goals should be studied as well as the

[36]



way they currently carry out the task. The result will include a list of actions users want
to accomplish with the system and the information they need to be able to carry out these
actions. One should not only investigate how users currently perform their task, but also why
they do it the way they do. This is done in a functional analysis. For example, when looking
how users operate a TV it will soon become clear that they typically do this by pressing
buttons on the remote control. A naive voice interface might require ludicrous commands
like “press the volume button on the remote control”. A functional analysis would reveal
that what the user really wants is to modify the volume and the use of the remote control is
just a means to achieve this.

The second stage which Nielsen describes is an opportunistic one: if you want to make a
voice interface it is expedient to look at other voice interfaces that have been developed. The
reason is straightforward: these other voice interfaces have been fully developed and one
can learn a lot from what they did right and what they got wrong. One could even observe
users interacting with these systems and analyse the problems that were encountered.

As we have seen in section 8.1, there are various, measurable attributes which make a
voice interface usable. It is important to set usability goals in an early stage of development
(stage three), so that it can later be measured to what extent the goals have been met. This
also makes it possible to put more emphasis on certain attributes. For example, trying to
minimize errors is crucial for voice interfaces, but difficult to achieve given the current state
of the art. This puts extra weight on other usability features.

Then, with stage four (parallel design) the actual design starts. Nielsen (1993:85) states
that it is often a good idea to start the design with a parallel design process: several people
work out preliminary designs in a parallel fashion. In this way, one can explore various
strategies before settling on one single approach. Usually, this can a brief phase (from a
couple of hours to one or two days). Using this process, one can generate various rough
drafts of the basic design idea and select the most promising one(s) for further development.

Parallel design is particularly important for new systems, where little knowledge is avail-
able concerning which interface works best. For voice interfaces this may not be the most
obvious start. What is important for voice interfaces in the early stages of design and de-
velopment are a number of basic decisions. Will we use a speaker independent or a speaker
dependent recognizer? What dialogue model is the most suitable for the current task?

Stage five of Nielsen’s usability engineering lifecycle is concerned with participatory de-
sign. It is important to know what future users want of the voice interface that is being
developed. The best way to find out is by asking them as early as possible in the design and
development. These users need not be able to come up with design solutions for the current
system (since as Norman 1988 put it: users are not designers), but they generally are very good
at responding to first ideas. They typically can ask questions about practical usage which
designers would never consider (Norman 1988: designers are not users).

The sixth stage is concerned with coordinating the total interface in order to achieve
consistency. Consistency is one of the central properties of usable interfaces (see below).
An inconsistent user interface is difficult to learn, difficult to memorize, prone to error and
probably not very satisfactory. The best way to achieve consistency is by having some central
person or group of persons who can coordinate the various aspects of the interface.

The seventh stage is concerned with applying guidelines and heuristic evaluation. Essen-
tially, guidelines summarize basic user interface design principles which should be followed.
Guidelines come in two flavors: on the one hand there are small sets of general guidelines
which are applicable to all user interfaces, on the other hand there typically are larger col-
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lections of application specific guidelines (for instance guidelines for the development of voice
interfaces). In many cases, these specific guidelines fill in the details left unspecified by the
general guidelines. Guidelines are an important checklist for the developer (did I apply all
the guidelines correctly?), but they are also typically used as a background for a heuristic
evaluation. We come back to both kinds of guidelines and to heuristic evaluation in section
9.

It is generally not a good idea to start the actual, full scale implementation on the basis
of initial user interface designs. Usually, it is better to develop prototypes on the basis of the
early designs, and test these prototype with users. Prototypes allow designers to test their
ideas in an early stage and modify these ideas based on the test results. Making prototypes is
generally cheaper and faster than developing a complete system. It can thus be done various
times, until a good and stable design of the interface has been achieved. For voice interfaces
there are various tools which may be used for prototyping purposes, such as SpeechMania
and the CSLU toolkit (see section 5). An alternative which is used very often for the devel-
opment of voice interfaces is the Wizard of Oz paradigm (see e.g., Gibbon et al. 1997) idea.
This is basically a simulation of a voice interface, where users are led to believe they are
interacting with a voice interface, while in fact the voice interface is simulated by a person
(the wizard) in a different room. Given an input from the user, the wizard responds in an
appropriate way. In this way, voice interaction styles and dialogue strategies can be tested
without the need of developing a full interface. Usually it is a good idea to develop a Wizard
of Oz system which integrates part of the voice interface (e.g., speech recognition and syn-
thesis) while other parts are performed by a wizard. Such systems are typically referred to as
bionic wizards. These have a number of advantages over complete wizards: (1) it makes the
task of the wizard generally easier, (2) they are more realistic and thus more ‘believable’ for
subjects (they are faster), and (3) speech recognition errors need not be simulated: they are
simply there. Wizard of Oz experiments are also used to find out how subject will commu-
nicate with a given system. For instance, it will give crucial information concerning which
words/commands/phrases users may use when they are interacting with the voice inter-
face. This data is used to train the speech recognizer, but it also has important consequences
for how the system should express itself. In addition, it provides information on how users
interpret utterances from the system: do they understand what the system is saying and do
they respond in the way the designer expected?

The ninth stage concerns evaluation of the interface. This is a logical follow up on the
eight stage: the purpose of developing prototypes is that they allow one to evaluate the
design ideas. Evaluation is something that typically needs to be repeated a number of times,
also when the interface is nearing its final version. We return to the issue of evaluation at the
end of section 9, when we briefly discuss heuristic evaluation, and in section 10.

The tenth stage is arguably the crucial one: iterative design. On the basis of the usability
problems encountered during the evaluation of version n of the interface, one can produce
version n+1. According to Nielsen in each consecutive iteration all of the preceding nine
stages should be reconsidered. However, for some of the stages this is more important than
for others. It seems likely for instance that the user profile will not change as a consequence
of evaluating the last version of the system. Iterative design is of great importance for voice
interfaces since experience shows that is generally hard to predict how individual subjects
will react to prompts and questions from the system.

The eleventh and final stage of the usability engineering lifecycle starts once the system
has been released. It is important to continue gathering usability data, since these may have

[38]



a strong impact for designing and developing new versions or new, future systems.

Discussion
Nielsen’s Usability Engineering Lifecycle is a general work method which aims at producing
more usable systems. It is important to stress that it is not always necessary to follow each
step; some steps are more essential than others. Usability experts have rated the various
stages (Nielsen 1992) and the three highest rates were assigned to, in chronological order:

• task analysis of the user’s current task

• empirical tests with real users

• iterative design

As said above, there are various other methods for usability engineering, and these stages
are certainly important parts of these methods as well. In general, it is probably not so
important for the final result which usability engineering method was used. The important
point is that one should not start the actual development too early, which in general can
save a lot of time and money. In this way, the chances are minimized that unnecessary
functionality is developed or that the whole system needs to be modified due to usability
problems.

9 GUIDELINES FOR VOICE INTERFACES

There are two variants of guidelines: small collections of general guidelines which apply to
any kind of interface and larger collections of specific guidelines tailored to a certain kind
of interface (e.g., a voice interface). Typically, many of these second kind of guidelines are
specific instances of guidelines of the first kind. Various usability researchers have pro-
posed partially overlapping sets of general guidelines (e.g., Nielsen’s 1993 eleven usability
heuristics for usable interfaces, Norman 1988’s four principles of good design and Shnei-
derman’s eight golden rules of interface design). Similarly, the literature on voice interface
contains various partially overlapping collections of guidelines specific to this kind of appli-
cation (Cosky et al. 1995, Fraser 1994, Lea 1994, Leiser 1993, Hapeshi 1993, Karat et al. 1999,
Gardner-Bonneau 1999).

Many heuristic rules or guidelines can be understood as ways of helping the user in
forming a good conceptual model of the system. Consider the general picture (after Norman,
1986) in Figure 9. The user’s conceptual model captures how the user thinks a particular
system operates; it allows the user to mentally ‘simulate’ operating the system. A good
conceptual model allows a user to predict what the effects of his or her actions are. Users
build such a mental model largely through experience. Typically, designers and developers
also have a model of how the system operates, and in the ideal world the design model
and the user’s conceptual model coincide. This ideal is never achieved, since designers and
users typically do not interact directly. The user only interacts with the system. Therefore
it is important that the system helps the user in building a good conceptual model. This
is already difficult for general user interfaces but even more so for voice interfaces, since
there usually is no clear system image. Much of the functionality is not visible for the user,
thus the “system image” of a voice interface often does not help the user much in building a
mental model of how the system works. Multimodal systems with speech form one potential
solution to this problem.
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Figure 9: On conceptual models

In this section, we discuss Shneiderman’s eight golden rules for general user interfaces
and supplement them with specific guidelines for voice interfaces selected from the afore-
mentioned references, where this is relevant.

1. Strive for consistency

An interface should be consistent. This is usually a very difficult rule to obey, for one thing
because there are many forms of consistency: consistent sequences of actions should be re-
quired in similar situations, identical terminology should be used in prompts, etc. There are
various reasons why consistency of an interface is important. Consistency is essential for us-
ability: inconsistencies are a main source of error and a consistent interface is easier to learn.
In general, a consistent system makes it easier for the user to form a good conceptual model
of the system; the actions of a consistent system are easier to predict. Grudin (1989) notes
that sometimes it is better not to be consistent. An inconsistent, non-standard reaction will
alert the user and attract attention. This can for instance be useful in the case of problems.

The literature on voice interfaces contains the following specific consistency related guide-
lines:

1. Balance consistency with adaptivity. (Leiser 1993:287): be consistent, but also enable the
possibility to use more reduced dialogues.

2. As much as possible, assign the same machine response to the same input in all contexts. (Lea
1994:26)

2. Enable frequent users to use shortcuts

One of the difficulties of user interface design is that the population of potential users is far
from homogeneous. One distinction which has received a lot of attention is that between
novice and expert users. Novice users typically need support from the system in perform-
ing the tasks, while expert users want to be able to carry out their tasks in a quick and
straightforward manner. One way to accommodate both user-profiles in a single interface
is by providing shortcuts for frequent/expert users. Nielsen (1993:41) calls such shortcuts
accelerators: “UI elements that allow the user to perform frequent tasks quickly, even though
the same tasks can also be performed in a more general, and, possibly slower, way.” Var-
ious ways to introduce shortcuts/accelerators in voice interfaces have been proposed. For
command & control applications, it is possible, for instance, to define power-commands, i.e.,
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commands which capture various functions in a single keyword. Voice interfaces can ac-
commodate expert users by allowing for mixed initiative dialogue. In this way, expert users
can take the initiative and, for instance, provide the system with more information than it
requested. This can lead to a substantial speed-up of the dialogue.

3. Offer informative feedback

The third golden rule basically states that for every user action, there should be an appro-
priate system feedback (compare Norman’s principle of feedback 1988:27). In that way, the
user can perceive what action was performed and what result was accomplished. This is
especially important for voice interfaces, because (1) voice interfaces often do not have a
clear system image and (2) given the limitations of speech recognition there is always the
possibility that the user is misunderstood.

The golden rule states that feedback should be informative. But what is informative? In
some cases, it is enough if the system just performs the action, even if the possibility exists
that it is the wrong one. For instance, if the user in a command & control interface to a VCR
requests to play the tape, the system provides enough feedback by just starting to play the
tape. This holds in particular for ‘cheap’ actions which can easily be undone. In general, it is
sufficient to provide precisely enough feedback for the user to determine which action was
carried out. There is one exception to this rule of thumb: in the case of errors it is usually
expedient to provide over-informative feedback. This allows users to determine what went
wrong and makes it easier for them to infer what possible remedies there are.

Not only feedback is important, also the questions (prompts) that a voice interface pro-
duces need to be designed carefully. The literature on voice interfaces contains the following
specific guidelines for prompts.

1. Keep prompts as brief but explicit as possible without being terse. (Fraser 1994:137; Lea
1994:15)

2. Keep prompts as simple as possible. (Fraser 1994:137)
Wordy prompt (system: ‘I heard you saying . . . ’) lead to confusion. (Lea 1994:15)

3. Use a consistent linguistic style for prompts. (Fraser 1994:137)

4. Wherever technically possible, allow users to interrupt the prompt. (Fraser 1994:137; Lea
1994:30)

5. Where prompt interruption is not possible, ensure that either the recognizer starts listening
the instant the prompt stops playing, or use some audible signal to indicate when speech may
begin. (Fraser 1994:137)

6. If prompts are canned, either use a single speaker or, if more than one is used, ensure that each
speaker serves an intuitively distinct function. (Fraser 1994:137)

7. Different voices can be used to convey the equivalent of different ‘active’ windows. Use such
distinctions carefully. (Lea 1994:31)

8. Try to avoid mode switching (such as voice output, then key-board input etc.). (Lea 1994:16,27)
(Compare Reeves & Nass’ (1996) rule of matched modality: If an interface accepts only
text input, perhaps it should produce only text output. If the user can respond with voice, then
a voice-based interface might work better.
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9. Do not expect instructions presented to the user at the start of a dialogue to be remembered in
subsequent turns. (Fraser, 137; Lea 16)

10. Wherever possible, re-prompting after errors of user input should provide extra guidance to
help the user behave in the desired fashion. (Fraser 1994:137)
Repeat the attempt containing an error one time, so that the user can recognize the error, and
do something about it. If the user makes the same error again, rephrase the prompt in such a
way that misrecognition is unlikely. (Lea 1994:32)

11. Machine prompts should guide the naive user, while experienced users should be able to initiate
actions (including jumps ahead) without restrictions to prompted choices. (Lea 1994:30) (see
also rule 2)

12. Ensure that each prompt (except the last) finishes with an explicit question or command,
thereby moving to the next stage in the discourse. Proceed with the discourse rather than
stepping back to verify the past. (Fraser 1994:137; Lea 1994:15, 31)

The last statement of the last rule is not uncontroversial and is worth to examine in some
more detail. It has been said many times that speech recognition errors may always arise.
Hence current voice interfaces are in a constant need of verification. There are essentially two
kinds of verification: (1) explicit verification, where the system’s question is only concerned
with verifying whether it understood the user correctly (“Did you say channel one?”) and (2)
implicit verification, where the system’s question performs two tasks: verifying and asking a
follow up question (“Which program do you want to record on channel one?”). According
to the last guideline, implicit verifications should be preferred. However, as we have seen
in section 7, users have a lot of difficulty with implicit verification questions when there are
problems. It has also been found that even though explicit verification requires extra turns,
it does not lengthen the overall duration of the dialogue. In sum, a better rule might be: use
implicit verification if the dialogue runs smoothly, and explicit verification in the case of problems.

4. Design dialogs to yield closure

The fourth golden rule states that sequences of actions should be organized into groups with
a beginning, middle and end. This is important because it structures the interaction, and thus
makes it easier to learn and remember. In addition it is beneficial for the user’s conceptual
model of the interaction. A closely related guideline is Nielsen’s (1993:115ff) “simple and
natural dialogue”

The literature on voice interfaces contains the following more specific guidelines.

1. Use progressive disclosure of information; minimize the need to read lengthy manuals. (Lea
1994:28)

2. Make frequent things be done with easier, shorter inputs, while infrequent or critical things
require more complicated inputs. (Lea 1994:28)

3. Help the user to know where he or she is in a discourse, and what to do next. (Lea 1994:28)

4. Do not not force interaction. (Leiser 1993:286): input from the user should not be de-
manded, he or she should simply be made aware of the features and activities which
are available on a take it or leave it basis.
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5. Know the user. Identify novice, intermittent, and expert users, and their features. (Lea
1994:23)

6. Use natural speech output (not synthesis) for speech prompts to avoid focus on the quality of
the machine voice, and to prevent the common tendency of human users to mimic aspects of
prompting voice. (Lea 1994:25)37

7. Support interruption and recovery. (Leiser 1993:286): use the normal ‘manners’ for inter-
rupting the user in his current activities. I.e., only interrupt in ‘critical/urgent’ situa-
tions, and/or justify the interruption. Also reassure the user that the system is robust
against sudden interruptions (e.g., by using synthesized speech (less social urgency),
and by building up confidence by simply being robust).

8. Mark interaction context. (Leiser 1993:287): use visual and/or auditory cues to provide
context marking, also emphasize switches from one application to another.

9. Allow inputs which perform many steps, or which go from one point in a discourse to any other
point (‘jumps’). (Lea 1994:30)

10. Include best-choice default actions for when user inputs are not provided as allowed. (Lea
1994:30)

11. Structure tasks into small pieces, with frequent closure points, so the user doesn’t have too
much to remember at any point, and so that disruptions are minimized. (Lea 1994:28)

5. Offer error prevention and simple error handling

The motivation for this rule is straightforward: an absolute minimum of errors is a sine qua
non for usability. Just like golden rule 3, this rule is of special importance for voice interfaces.
The literature on voice interfaces contains the following specific guidelines.

1. Provide a visible or discernable (audible, interpretable) response for every spoken input (in-
cluding rejected ones), so the user knows that the machine received the input, and what inter-
pretation is assigned to the input. (Lea 1994:31)

2. Provide feedback after each input, to confirm recognition and signal moving ahead in the dis-
course. (Lea 1994:31)

3. Sparingly use unexpected machine outputs or contrasts to the normal condition (e.g, on-screen
highlighting, blinking of icon, spoken alert messages). Reserve them for major events. (Lea
1994:31)

4. For potentially ‘dangerous’, expensive actions include a confirmation step, in which the user
is asked if he or she really wants to have that action performed. Provide explicit explanations
of what will happen. Do not use these kind of confirmation steps for ‘harmless’, inexpensive
actions; they slow down the progress and negatively remind the user of the possibility of errors.
(Lea 1994:31) (see also rule 2)

37Interestingly, Leiser (1993) argues that the social pressure of the user to converse with the system may be
lower if the speech is synthesized.
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5. To prevent errors, make erroneous choices unavailable when the context of the input says the
action is inappropriate (compare the ‘dimming’ of unavailable menu options or visual icons).
(Lea 1994:31)

6. Use phonetically distinct words or phrases for allowed inputs. (Lea 1994:31)

7. When errors occur, have the system ‘take the blame’ for the error (“I didn’t understand that
input”) or assign no blame. Do not blame the user by phrases such as “Illegal input”. Focus
on recovering the error. (Lea 1994:32)

8. Permit user reversal of actions, with ‘undo’ commands. (Lea 1994:32) (see also rule 6)

9. Allow user correction of local errors, without entering the entire command again. (Lea 1994:32)

6. Permit easy reversal of actions

As much as possible, actions should be reversible (see also discussion on rule 3). This relieves
anxiety on the user’s behalf, since he or she knows that any errors which may occur can
easily be undone. It also encourages exploration of unfamiliar options, which is important
for building up a more complete and accurate conceptual model.

7. Support internal locus of control

In general, users do not like to be controlled by a system; users should be the initiators of
actions, not the responders. Gaines (1981) formulated this rule as the avoid acausality principle.
Again, an exception should be made in the in the case of errors, then the system should take
the initiative in providing a solution.

8. Reduce short-term memory load

This final rule is concerned with limitations of human information processing in short-term
memory. The seminal work of Miller (1956) indicates that humans can remember “seven-
plus or minus two chunks” of information. This implies that sequences of actions, keywords
etc. should be minimized. This golden rule poses an interesting paradox for voice interfaces.
On the one hand, the use of spoken natural language input frees the user from learning and
remembering a specific interaction style. However, due to the limitations of current speech
technology, users can generally only use a limited vocabulary. Thus, they still have to learn
and remember which are the allowed inputs in a given state. Unfortunately, it is difficult for
a voice interface to provide the user with all the relevant options in a given context (there is,
for instance, no voice counterpart to a pull-down menu with options).38

Discussion
Sets of guidelines such as the 8 golden rules and their refinements for voice interfaces are
useful for two reasons. They can be used as a checklist when developing a new (voice) in-
terface, and they can serve as the basis of a heuristic evaluation (see Nielsen 1993:155ff).39

A heuristic evaluation is typically performed by a small group of usability experts (± 3-5).

38In Cosky et. al. (1995) a general so-called Question + Options approach is discussed. Each system question is
followed by a short pause, which allows the experienced user to immediately give the desired command. After
this short pause, a menu is given, from which the novice user can make his or her choice.

39See also http://www.useit.com/papers/heuristic (checked on 05/02/01).
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They evaluate a (paper) prototype with respect to a list of usability principles (the “heuris-
tics”). A main advantage of this method is that it is quick and easy, but still may provide
very useful information.

However, collections of guidelines such as the eight golden rules also have their limita-
tions. One general problem is that most guidelines are easier to formulate than to carry out.
For example, defining a good ‘go back’ option is not a straightforward matter. Go back to
where? Similarly, dealing with errors is very difficult, certainly in the case of voice interfaces
(see section 7).

In general, Shneiderman’s golden rules are a very mixed bag: some rules are truly foun-
dational, others (6 and 7, for instance) seem less basic. A related question is: why eight? Why
not: “provide a good conceptual model” (Norman 1988), “provide a help and documenta-
tion” (Nielsen 1993), “make things visible” (Norman 1988). Surely these are also important
principles. There are also guidelines which are specific for voice interfaces that do not fit
well with the eight golden rules, such as:

1. When speech is involved, keep the added value of speech in mind. (Lea 1994:15)

2. Where possible, use human-human dialogue data to build an understanding of the domain and
its component tasks. (Fraser 1994:128)

3. In the absence of simulation data, use human-human dialogue data to create vocabularies, lan-
guage models, and dialogue automata, augmented where necessary by careful use of linguistic
intuitions. (Fraser 1994:128)

4. Conduct Wizard of Oz simulations to determine the effect of human-computer factors for a
specific task of application domain. (Fraser 1994:138)

In sum, any set of guidelines is somewhat arbitrary if there is no underlying theory.
In this respect it is perhaps interesting to briefly refer to the work of Paul Grice. Grice

was a philosopher of language who in 1967 formulated one basic principle and four rules
for natural communication. The principle is the cooperativity principle:40

cooperativity principle
Make your contribution such as is required given the current state of the dia-
logue.

The assumption is that this principle can never be violated by people who engage in a con-
versation. The four rules, known as the Gricean maxims, are the following

maxim of quality
Be consistent

maxim of quantity
Be as informative as necessary

maxim of relevance
Be relevant

40Interestingly, Norman and Lewis (1986) formulate a comparable principle when discussing error-handling
in UIs.
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maxim of manner
Be perspicuous

1. avoid obscurity

2. avoid ambiguity

3. be brief

4. be orderly

There are obvious relations between these maxims and the golden rules. The maxim of
quality is golden rule 1. The maxim of quantity is golden rule 3. The maxim of relevance
is related to golden rule 4. Finally, the maxim of manner is closely connected with rules 3
and 5. More interestingly, Grice explicitly allows for the possibility of violating the maxims,
and this gives rise to so-called “conversational implicatures”. For example, the following
sentence clearly violates the maxim of manner: Miss Singer produced a series of sounds corre-
sponding closely to the score of an aria from Rigoletto. The conversational implicature is obvious:
the person who wrote this sentence did not like the singing of Miss Singer. As we have
seen, many of the golden rules can also be violated for good reasons; being inconsistent at-
tracts the user’s attention, being over-informative provides clues for error-recovery, etc. The
connection between UI guidelines and the Gricean maxims has been noted by various re-
searchers (e.g., Baber 1993, Reeves and Nass 1996, and —in the context of voice interfaces—
Bernsen et al. 1998). These parallels have led people to speculate on the relations between
human-human and human-computer interaction. An interesting reference in this respect
is Nickerson (1977), who wrote the following about “conversational interfaces”: “Satisfy-
ing and effective interactions may resemble conversations in some respects; they may differ
from them markedly in others.” A somewhat opposite position is taken by Reeves and Nass
(1986) who basically claim that there are no differences between the two kinds of interac-
tions. Their central tenet is that humans treat computers as if they are social actors. Even
though their work is not uncontroversial, it contains many insights which are highly rele-
vant for the developers of voice interfaces.

10 EVALUATION

Evaluation is an essential part of usability engineering, and there are many studies on how
usability evaluations should be performed (see e.g., Nielsen 1993). However, in the case of
voice interfaces, evaluation is one of the main open research issues. Usually, three types
of evaluation for voice interfaces are considered relevant (see Hirschmann and Thompson
1996, Gibbon et al. 1997, Bernsen et al. 1998).

1. performance evaluation, measurements of the performance of the system (”black box
tests”) and of its components (”glass box tests”) in terms of a set of quantitative pa-
rameters,

2. diagnostic evaluation, which is essentially Nielsen’s heuristic evaluation, and

3. adequacy evaluation, study of how well the system and its components fit their purpose
and meet the actual user needs.

Here we focus on performance evaluation. Usually, this is done by applying a number of
objective and subjective tests to the voice interface. One objective metric which focusses on
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the complete system is task completion/transaction success, other objective metrics assess
the performance of components, e.g., speech recognition rate. A typical subjective measure
is user satisfaction.

Using a battery of diverse metrics has a number of disadvantages. For instance, it can
happen that different metrics contradict each other. Danieli and Gerbino (1995) (see also
Walker et al. 2001) compared two train time table information systems, and found that one
had a higher transaction success, while the dialogues with the other were approximately
half as long. Which system is better? In general, we want to know how various interacting
factors influence the way in which users perceive the performance of a system. Arguably,
this also makes it easier to generalize findings across different versions of one system and
across different systems.

Walker et al. (1997, 2001) have developed a general framework for evaluating voice
interfaces that intends to overcome the aforementioned disadvantages: PARADISE (short
for PARAdigm for DIalogue System Evaluation). PARADISE explicitly aims ”to develop
predictive models of the usability of a system as a function of a range of system properties”
and ”to make generalizations across systems about which properties of the system impact
usability”. This is done by deriving a combined performance metric for a dialogue system
as a weighted linear combination of a task-based success measure and dialogue costs. The
underlying idea is that voice interfaces attempt to maximize user satisfaction, which they
can do by maximizing the task success while at the same time minimizing the costs. The
framework works as follows: a dialogue corpus is collected under experimental conditions
and subjects are asked to subjectively rate their satisfaction on a per-dialogue basis. Then a
number of simple metrics that can be directly measured from the system’s log-files are used
to predict the values for user satisfaction. The measures used by Walker et al. (2001) are the
following:

• Dialogue efficiency metrics

– elapsed time, system turns, user turns

• Dialogue quality metrics

– mean recognition scores, timeouts, rejections, helps, cancels, bargeins (raw)

– timeout%, rejection %, help%, cancel%, bargein% (normalized)

• Task success metrics

– task completion

• User satisfaction

– sum of TTS performance, ASR performance, task ease, interaction pace, user ex-
pertise, system response, expected behavior, comparable interfaces, future use

The first three metrics are determined automatically from the corpus, the last metric is based
on a user satisfaction survey with questions like ”Was the system easy to understand?” (TTS
performance), ”Did the system work they way you expected him to in this conversation?”
(expected behavior). The decision to use both raw and normalized dialogue quality metrics
is based on the intention of Walker et al. 2001 to study the generalizabilty across systems.
Obviously, the raw data are very much task and domain specific and hence less likely to
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generalize across systems than the normalized features. ‘Timeout’ refers to the number of
prompts to which the user did not respond within the expected time frame, ‘rejects’ are cases
in which the system’s confidence score in understanding is so low it repeats the question,
‘helps’ and ‘cancels’ refers to the number of cases in which the system believes the user said
”help” or ”cancel” respectively, and ‘bargeins’ records the number of times a user interrupts
the system.

Walker et al. (2001) describe how they applied the framework to three different systems,
and showed that their framework indeed allows for generalizations across systems and user
populations. To do so, they first train their models (one for each system they studied) to pre-
dict user satisfaction for the various systems using multivariate linear regression, and then
test these models across different systems to see how well they generalize. The results show
that, in general, the models can predict about 50% of the variance in user satisfaction for the
training data and on average a little lower on the test data. In addition they find that some
models generalize better than others, partly due to differences in size of the test set. In addi-
tion, they performed a study of which features were the best (significant) predictors of user
satisfaction and, somewhat unsurprising, the two main factors are recognition performance
and task completion. Put differently, when the recognition performance drops or the task is
not completed, users are less satisfied with the interaction. However, other factors also play
a role, in particular rejects%, helps% and bargeins%.

In general, it seems fair to say that Walker and co-workers make an interesting contribu-
tion to the development of general, predicative models for the usability of voice interfaces.
At the same time, the results show that there must be various additional features which co-
determine user satisfaction, so more work is needed to develop additional metrics which
capture these features. The work by Walker et al. has two interesting additional uses. First,
notice that the idea of using a weighed linear combination of features also lies at the heart of
the stochastic dialogue manager discussed in section 5.3. In fact, PARADISE can be seen as
one way of determining the objective cost function. Second, it would be highly interesting
to use PARADISE on-line, i.e., to make on-line predictions of user-satisfaction (see Walker et
al. 2000). In this way, the system can adapt its strategy to the user. This would generalize the
error-recovery strategy discussed in section 7.

11 FURTHER READING

There is no single reference which captures everything described in this report. Concerning
the science of voice interfaces, one has to consult the individual articles mentioned in Part
I. Cole et al. (1996) and Jurafsky & Martin (2000) provide fairly accessible overviews of the
state of the art in speech and language technology, though both have little to say about
computational models of dialogue.

Recently, various books have appeared which are primarily concerned with the art of
building voice interfaces. The two handbooks which have been developed within the Ea-
gles project,41 Gibbon et al. (1997, 2000) are essential reading. They contain very detailed
descriptions of the kind of technology required (kind of microphone etc.), Wizard of Oz ex-
periments, data collection, etc. Baber & Noyes (1993) and Gardner-Bonneau (1999) are two
collections of usability studies carried out with and for voice interfaces. Both contain a num-
ber of interesting studies, and are worth looking into. Bernsen et al. (1998) describes the
entire process of designing and developing voice interfaces, based on experiences with the

41See http://coral.lili.uni-bielefeld.de/EAGLES/ (checked on 05/02/01).
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Danish Dialogue Project. The book is ”firmly applications-oriented” and has very little to
say about dialogue models.

A final, useful source for further information is the website of DISC project, focussed on
Spoken Dialogue Systems and Components: Best Practice in Development and Evaluation. One of
the main results of this project is a website, which contains a number of useful links to tools
which are relevant for the development of spoken dialogue systems.42 Also of interest is the
list of operational Spoken Dialogue Systems (compiled in summer 2000).43
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