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Abstract

Information retrieval (IR) research has been very active
over the last decades to develop approaches that allow ma-
chine indexing to significantly improve indexing practice in
libraries. However, due to practical limitations, this tech-
nology is not often used in large-scale libraries. We propose
a mix of existing technologies and new ideas that enable tra-
ditional libraries to adopt modern IR technology and offer
improved services to their customers, while leveraging their
existing infrastructure and legacy databases.

Keywords: Information retrieval, Decomate, legacy sys-
tems, bibliographical database, meta-data.

1 Introduction

Despite decades of research in information retrieval (IR),
few actual implementations of the results of this research
in large-scale libraries have come into existence. Partially
this is due to the discrepancies of researchers’ assumptions
and the reality (e.g., users are not willing to spend more
than a few moments on query formulation), partially due to
conservative library organizations that do not easily adopt
new technologies, and partially due to practical restrictions.

One of the most noticeable restrictions met in practice
is the fact that many existing library databases are the re-
sult of significant work, usually over several decades, and
are heavily optimized for the standard types of queries that
bibliographical reference systems should answer. These
databases are not open to experiments, cannot easily be
adapted to new environments, and usually do not even con-
tain the type of material that current IR research is targeting
at. In many senses, these databases arelegacy systems: sys-
tems that significantly resist modification and evolution to
meet new and constantly changing business requirements
– but that at the same time are absolutely essential for the
primary process of the library.

Although modern library databases begin to contain
much more material, such as abstracts or even full text of
resources in machine-readable form, the fact that most li-
brary databases are still plain bibliographical information
systems cannot be ignored. Even if full text is available,
that does not mean that it can be used for any other purpose
than just display to the end user.

What is required is a way to open up these traditional
(but sometimes technically very modern) bibliographical
databases so that they can be augmented by advanced IR
systems, plus a way to integrate the IR system’s output with
the current interface of the library. In this way, the existing
system can be maintained without any disruption of service,
while more advanced services can be gradually introduced
as they become available. We view this evolutionary instead
of revolutionary approach as the only viable way of intro-
ducing IR techniques to large existing libraries.

This paper describes an example of such a hybrid sys-
tem, currently in production at Tilburg University and sev-
eral other libraries in Europe. It outlines the basic architec-
ture of the system, the currently available modules, the new
ways of accessing traditionally organized information it en-
ables, several types of advanced IR techniques that could
successfully be implemented on top of the now available
information, and proposals on how to integrate the results
of these advanced IR techniques with the standard biblio-
graphical record list output.

2 Decomate

Several university libraries in Europe (Universitat
Autònoma de Barcelona, London School of Economics and
Political Science, European University Institute near Flo-
rence, and Tilburg University) have teamed up to create
the European Digital Library for Economics [20]. Partially
sponsored by the European Union through the Decomate-
II Project,1 they have linked up their individual library

1LIB-5672/B, http://www.bib.uab.es/decomate2
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Figure 1. The Decomate Architecture

databases and provide one large virtual library to their users.
By means of a common interface (tuned to local preferences
and language), all underlying databases are queried simul-
taneously, the results are merged and de-duplicated, and the
final result set is presented to the user in order of relevance
to the query. Lastly, users can retrieve a significant part of
the journal collection of all four participating libraries in full
text thanks to the participation of several publishing compa-
nies in the project, noticeably Elsevier Science Publishers,
Swets & Seitlinger, Kluwer Academic Publishers and full
project partner SilverPlatter Information Ltd.

2.1 Decomate Architecture

The Decomate architecture emphasizes (library) stan-
dards wherever possible. Most library (bibliographical)
databases use the Z39.50 access protocol. AMulti-Protocol
Server(MPS) maps differences between protocols (not nec-
essarily Z39.50 at all) into one, Z39.50-based canonical
protocol. The MPS also takes care of the parallelization
of queries to all databases. Through the canonical proto-
col, the MPS can be treated as a single Z39.50-like database
that is divided in several sections. At the user end, aBro-

ker converts the Z39.50-like canonical protocol into stan-
dard HTML and adds session awareness. The Broker in
fact decides exactly what the local implementation of the
user interface and the whole library application looks and
feels like. Both the MPS and the Broker are the same soft-
ware for all participating libraries. However, especially the
Broker is extremely configurable through a dedicated lan-
guage. In the Decomate project, each library maintains its
own Broker configuration, but the MPSes are generic (ex-
cept for the connected databases) and all modules speak the
same canonical protocol in XML. This means that from any
Broker (interface), all MPSes can be reached, and multiple
MPSes can be chained if required.

When offering full text2 to users, there must be an au-
thentication and authorization mechanism in place, plus a
thorough logging system, since publishers require these to
block public access to their copyrighted material and bill
users in case of pay-per-view access. Decomate includes all
these features, which was one of the reasons the publishers
joined the project team.

Another major improvement over existing systems is the
Current Awareness Server that can compile new additions
to the library (usually journal articles) according to per-user
interest profiles. The CAS offers these compilations in the
form of ‘personal journals,’ with regular monthly issues that
can be called up like any other journal issue, plus E-mail
notification if required.

Lastly, all current Decomate systems include a Docu-
ment Server which gives users instant access to the full text
versions of many journals. The Document Server basically
is just a PDF file store; specifically, it does not add any form
of full text indexing.

2.2 Decomate Advanced Access

Next to the basic parts, extra modules can be easily
added to the system. For example, the optionalResult Op-
timizer [11] is a module that sits in between a Broker and
a MPS. Its task is to convert incoming MPS multiple result
sets from multiple databases into one large result set, group-
ing duplicate records together in the process. The Result
Optimizer never changes or removes information, it only
collates it. When enough additional information is avail-
able, the Result Optimizer can also reorder the result set
(the bibliographical records). Standard rankings are on au-
thor and on publication date, but the Result Optimizer also
has the possibility to do relevance ranking.

For proper relevance ranking an extensive query is pre-
ferred. Relevance ranking on the basis of a simple Boolean
query is not often very successful. Since most current li-

2Full text in this paper means: the unabridged, formatted article ex-
actly as it has been published, usually in PostScript or PDF, but possibly in
scanned TIFF.



Figure 2. Prototype Concept Browser

brary users limit themselves to one or two keywords per
query, a habit that got even worse with the recent flood of
simplified Internet search engines, any attempt of relevance
ranking (pure Boolean) result sets was indeed considered to
be fruitless.

For this reason we introduced theConcept Browser
[10, 11], a two-dimensional browsing interface that visu-
alizes the existing library thesauri that have been used for
(manually) indexing the databases. Instead of bypassing
the thesaurus completely (what users do when confronted
with a free keyword search engine), they are now offered
an attractive visual environment in which they can explore
the available ‘proper’ keywords. Besides compiling queries
that contain only correct keywords, this thesaurus-driven
approach makes the users more aware of the underlying
knowledge structure of the databases. They spend more
time putting a query together, but get better results straight
away. As a bonus the Concept Browser offers users the op-
tion to order the keywords in terms of perceived relevance
to their information need. This ordering information is used
by the Result Optimizer to rank the resulting bibliographi-
cal records according to perceived relevance.

Note that the whole Advanced Access system (Result
Optimizer plus Concept Browser) is based on the idea of
added value. Users can still bypass both modules, or ignore
their suggestions and just go on using the traditional un-
restricted Boolean keyword matching. This allows people
to gradually adjust to the new mechanisms, and also mo-
tivates system designers to pay due attention to true user-
friendliness and real added value. It offers us the opportu-
nity to measure the impact of system changes and empha-
size approaches that have a significant effect on the effec-
tiveness of the system as a whole.

3 Extending Traditional Search Mechanisms

Although the Decomate system allows for addition of ba-
sically any module anywhere in the pipeline, it still is based
on the existing, traditional bibliographical databases which
usually do not offer more than extended Boolean keyword
searching on bibliographical records. Actions like relevance
ranking or query expansion must be done by generating
extra information at the user end and post-processing the
Boolean output of the databases with this extra information.

3.1 Modern Full Text Indexing

Simply replacing the Boolean database engines with
more modern engines based on document vectors is no vi-
able option. First, the Boolean retrieval engines are highly
tuned and cope easily with very high volumes of traffic
(thousands of simultaneous users and billions of records),
while maintaining response times under a second. More
advanced IR systems usually cannot offer this type of per-
formance yet on the same hardware [13].

Second, most IR techniques require as much raw data as
possible, preferably the full text of every resource in the sys-
tem. But current library databases only store bibliographi-
cal data, condensed meta-dataabout the resource, not the
resource itself.

In fact, this condensation process may include two sep-
arate activities: first adocument surrogateis created or se-
lected from the document, possibly an abstract or even just
title and author. This document surrogate is then processed
by the indexing system to become the internaldocument
representation. Often this is is just a set of keywords ex-
tracted from the document surrogate. To complete the cy-
cle, we have theon-line documentthat is presented to the
user as the final result of his query. Often, the on-line doc-
ument is very similar to the document surrogate. When we
refer tometa-data, we will mean these three abstractions of
the original document.

Although some of the new material added to current li-
brary databases is available in full text, the majority of the
material already in the databases, in the form of the doc-
ument representation and the on-line document, is not and
likely never will be.3

Interestingly, leading-edge (digital) libraries are already
moving away againfrom storing full text, leaving the full
text warehousing to the authors or publishers and concen-
trating on resource description only. A digital library be-
comes more and more aguide to information, since the In-
ternet provides instant access to virtually all resources. We
think it is not a good idea to keep pulling all new available

3Efforts in digitizing resources, such as by scanning, do not necessarily
deliver machine-readable full text.



information into the library just to create a local full-text
index.4

3.2 Distributed Meta-data

The complications outlined above lead to the conclusion
that systems and people alike will have to more and more
rely on distributed meta-data to initially separate huge col-
lections of documents into interesting and non-interesting
clusters, possibly followed by more fine-grained processing
of the individual documents [16]. Note that meta-data is
not necessarily restricted to the traditional bibliographical
meta-data; it can also be enriched with ‘automatic extracts’
coming from IR engines. Several types of these machine-
readable extracts could be made available, ranging from
sparse and coarse but very efficient to highly detailed ones.
They would be produced in a standard way by the publisher
of the document collection (increasingly often the author
himself) and offered together with the full text, also in a
standard way.

There are several initiatives such as the Dublin Core
[19] to generalize and standardize meta-data and to ensure
their exchangeability.5 Also efforts have been undertaken to
build indexes in a distributed way, so that raw data shipment
is minimized [3]. What to our knowledge is not yet avail-
able is a standard of distributed machine-readable meta-
data. We see no reason why the Dublin Core could not ac-
commodate standard fields for machine-readable data, and
why Dublin Core meta-data could not be distributed in a
network. However, this is not to say that such a solution is
straightforward [14, 15].

We think that distributed meta-data, partially acquired
by automated full-text indexing, might offer a solution to
the information warehousing and retrieval problem. How-
ever, such an approach cannot be taken by a single isolated
library, and no library will abandon its existing databases
overnight. Therefore we propose to take the middle road,
and to build advanced IR enginesnext to the existing
Boolean engines. These new engines should be able to tap
into full resources only when available, and otherwise to use
limited meta-data ranging from a bibliographical record to
machine-readable ‘extracts.’ They also have an important
task in generating meta-data from their local resources to
be used by other, remote engines.

The challenge is to combine the old and new engines
into the same system, with one common user interface, and
while re-using existing resources such as thesauri and li-
brary catalogs as much as possible. Taking the Decomate
system as a reference, the next sections will present an
overview of current best practice in IR research and sug-

4Some libraries might still be interested in maintaining full local copies
of certain collections, like national libraries that have a depot function.

5 http://purl.org/dc

gest places in Decomate where IR techniques could play an
important role.

4 Sneaking in the Back Door

In the Decomate environment, retrieval that is based on
the availability of the indexed full text of the documents is
not feasible, and creation and maintenance of the document-
keyword matrices necessary for traditional implementations
of statistical models is not an option either. The main rea-
son is that many Decomate databases are not under control
of the library giving access to it, and therefore difficult to
index. On top, many databases are bibliographical in nature
and do not contain (indexable) full text.

Nonetheless, the frequency-based retrieval models have
a long track record that isat least as good as the best
manual indexing systems (see for instance the conclusions
of [12] or [4]) and only the conservative attitude of the
management in most libraries has barred more general use
of these models [1]. If there is any opportunity to introduce
at least the option to use such techniques somewhere
in the Decomate structure, it should be grasped. This
section concentrates on finding appropriate approaches in
information retrieval to suit the Decomate model.

Essentially, frequency-based retrieval models consist of
two actions: the weighing of the keywords and the com-
paring of the document representations. We will ignore
the various methods of comparing the document represen-
tations for the moment and concentrate on the creation of
such representations in the form of vectors. Intuitively, it is
clear that not all words in a document have the same impor-
tance or weight. In this section, we will give short examples
of successful attempts to compute the weight of a keyword
on the basis of its frequency in both the document and the
collection, and how we may capture at least a part of this
effectiveness for our proposed system.

In almost all existent models, the combined properties
that form the weight of the keyword or termi are the
three frequency figuresterm frequency(tfik), document fre-
quency(dfi) andcollection frequency(cfi), being respec-
tively the frequency of termi in the documentk, the num-
ber of documents in which the termi occurs and the total
number of times that the termi occurs in the collection.N
is generally reserved to represent the number of documents
in the database.

Word weights come in two ‘flavors’: one in which the
weight is related only to the keyword itself, so that it is the
same for all occurrences of a keyword in the collection, and
one in which the properties of individual documents are also
taken into consideration: theplain word weightsand the
word-document weights[17].

In the next section we will consider two examples of



plain word weights: the Poisson models and the discrimina-
tion value model, followed by the most popular of the word-
document weights: thetf:idf weight. We will also describe
the basics of the Latent Semantic Indexing approach; al-
though this approach does not result in weights for the in-
dividual keywords, it is based on frequency data and would
be a candidate technique for our library system.

4.1 Plain Word Weights

Poisson Models Perhaps the simplest scheme by which
to weigh the usability of a word as a keyword, i.e., a word
that by its occurrence separates the body of documents into
two separate groups, relative to an information need, is its
deviation from the Poisson distribution. This distribution
describes the probability that a certain random event occurs
a certain number of times over units of fixed size. The Pois-
son distribution applies to terms in documents if the prob-
ability of an occurrence of that term in a piece of text is
proportional to the length of that text and if the occurrence
of terms is independent from previous or subsequent occur-
rences. This latter assumption holds for function words and
does not hold for content words. Therefore, the Poisson or
its derivates may be used to discriminate between ‘impor-
tant’ and ‘less important’ words ([2], [9]).

The Discrimination Value Another, computationally
rather expensive method is the computation of the discrim-
ination value of a term, which is the influence that a term
has on the mutual similarity of the documents. The doc-
uments are viewed as a cloud of dots in a space. Key-
words that represent the documents influence the density of
the cloud: ‘good’ keywords bring similar documents closer
to each other and farther away from dissimilar documents.
The discrimination value of a keywordDvi is computed by
comparing the average densityQ of the document cloud in
which the keywordi is part of the document vector, with the
average densityQi of the cloudwithoutkeywordi:

Dvi = Q�Qi

If the database is represented as a term-document matrix
with documents as rows ofM distinct termst1; t2; :::; tM ,
Q is computed by taking the average(N(N � 1)) pair-wise
similarity values of all possible document pairs:

Q =
1

N(N � 1)

NX
i=1

NX
k=1;i 6=k

sim(Di; Dk)

whereN is as usual the number of documents andDi and
Dk are documents.

There is a variety of techniques with which to compute
the similarity of document vectors; for an overview, see e.g.

[21]. The most commonly used method involves the cosine
function, which is also used in the experiments of [22], [8]
and [5].

The tf:idf Family of Weights There is a second family
of weighing schemes that uses the frequency of the words
within documents and their distribution over the database
as a measure for the suitability of a word as a keyword for
a particular document. The most popular of these schemes
is the so-calledtf:idf weight, or ratheroneof the tf:idf -
related weights, as there are several variations. Thetf:idf
is composed of the term frequency (tf ) and the inverse doc-
ument frequency (idf ) or one of its derivates or normaliza-
tions. An appropriate indication of a term as a document
discriminator can be computed by taking an inverse func-
tion of the document frequency of that term, e.g.idf =
N=dft, for N documents, oridf = logN=dft + 1. The
product of the term frequency and the inverse document fre-
quency,tf:idf , may then be used as an indicator of the im-
portance of a term in a document.

4.2 Feature Reduction Models

In the methods described above, the features created by
the translation from the document into the document repre-
sentation in the index language remain intact. After the ap-
plication of filters and different weighing methods, a num-
ber of features are selected to represent the document. A
different method is the re-mapping of the original features
on a smaller number of new features. Here we like to
use the expression ‘featurereduction’ or ‘transformation’.
A method of feature reduction that has received much at-
tention is latent semantic indexing[6]. This reduction is
brought about by applying singular value decomposition
(SVD) to the original document-keyword matrix, creating a
new semantic space in which both documents and keywords
can be mapped. If the relation between each keyword and
each document is expressed in ad : t matrix of weights
(w), whered is the number of documents andt the number
of terms, the application of SVD creates three new matri-
ces; ad : s matrix (W ), a diagonals : s matrix (S) and a
s : t matrix (T ).

2
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This new s-dimensional space describes the co-occurrence
of the original keywords and the diagonal matrixS is or-
dered in such a way that the upper left elements describe
strong co-occurrence tendencies of documents when ex-
pressed in keywords and vice-versa. Towards the right
lower part of the diagonal, only spurious co-occurrences
and weak relations occur. By keeping then first singular
values and zeroing out the others, a semantic space can be
defined in which to compare documents, keywords or com-
binations of both. In the TREC proceedings, very good re-
sults have been reported by Dumais, using LSI in combina-
tion with tf:idf weighing [7].

4.3 Application in Complete Databases

As we already indicated, the models described above
have never been very popular in library production environ-
ments [18], although Blair [1] seems to suggest that a cer-
tain conservativeness of the managing staff may have some-
thing to do with it. And of course, when applied to real full
text indexing of complete documents, the sheer size of the
document-keyword matrix of a typical library may become
prohibitive. In the context of Decomate, it may be possible
to confine ourselves to the smaller document surrogates of
the Dublin Core, or MARC, or other bibliographical for-
mats. As long as the statistical integrity of the database
is not compromised, advanced term weighing and query-
ing according to the Vector Space Model could be offered
as an alternative to the Boolean queries. However, an ab-
solute prerequisite for these models is that the database on
which they are applied, is complete, or that a subset is cho-
sen, which statistically is representative for the frequency
distributions of the database.

4.4 Application in Incomplete Databases

If a document-keyword database with frequency data,
as described above cannot be obtained, we still may build
an incremental database of the bibliographic material that
came with earlier queries. Such a database in no way satis-
fies as a description of the underlying databases. However,
it may still contain a good description of the interests of the
local users of the general databases, because the accumu-
lated documents are the documents that have been returned
as potentially relevant for some query or queries in the past.

It is important to realize that when such a database of
earlier retrieved documents is created, using it is not just a
matter of copying the traditional frequency-based retrieval
tools. There are three reasons why this cannot immediately
be done:

1. To start with, the documents are not necessarily
unique, because some documents may have turned up

several times as an answer to different queries and this
should be taken into account.

2. Then again many of these documents are false drops
and it is difficult to detect those without active cooper-
ation of the users, which cannot be counted upon.

3. And of course the normal assumptions on the distribu-
tion of keywords do not apply: good keywords should
be relatively rare in the database, but here the docu-
ments are selected because the good keywords do in
fact occur in them.

In an incomplete database, this makes it all but impos-
sible to implement variations on the first three frequency-
based models that we mentioned, because the weights that
are computed are only valid when interpreted relative to a
complete database. The same is not true for the Latent Se-
mantic Indexing model. As the name implies, this model
aims at grouping the keywords (or documents) according
to hidden semantic relations that are extracted from the co-
occurrence patterns of the keywords in the documents. Such
co-occurrence patterns make sense, especially when the
documents concerned are biased towards some user or user
group. An added bonus is that such incomplete databases
are much smaller than the original databases – a very im-
portant property in the light of the heavy processing needed
for creating such LSI tables.

4.5 Application to Decomate

The technique described in the previous paragraphs can
be fitted into the existing Decomate architecture as indi-
cated in Figure 3: either as a module that acts as a full in-
dexing and retrieval system parallel to the existing indices
(left) or as a module that only operates on the information
that has been collected as the result of earlier queries. In this
latter case, we have a special case of relevance feedback.

4.5.1 Parallel Indexing with Frequency Information

The frequency-based weighing schemes outlined in the pre-
vious section lend themselves to keyword ranking in case
a user does not want to specify a preferred ranking, or has
no idea how to weigh keywords in the first place. Although
it can be argued that plain Boolean queries with only cer-
tified thesaurus terms by definition produce an unordered
set and that any relevance ranking would be arbitrary, cur-
rent practice shows that most systems do offer some form
of ranking. A common ranking is by reversed system entry
date, with the ‘newest’ publication on top. We interpret this
as a wish to have even Boolean queries ranked by some sort
of relevance to the user. Any extra help in this area is wel-
come, and advanced algorithms that use word frequencies
offer opportunities.
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ture Extension

Frequency-based algorithms may also be helpful to
select candidate keywords to start searching in other
databases, both before and after the initial query. In this
way they could suggest some kind of auto-thesaurus of key-
words that are known to have a good discrimination value.
Although care must be taken when presenting such thesauri
to the user, because of the sometimes counter-intuitive re-
sults, such an auto-thesaurus with links between terms that
often co-occur might be a handy tool for initial term sug-
gestion to users.

In a system like Decomate, frequency distributions could
be calculated periodically for all connected databases. This
can be done off-line on the raw datasets of the bibliograph-
ical records, or in some cases on the full text. If no other
way is feasible, the normal query mechanism could be used
to extract all records from the databases, but a lower-level
access is preferred for performance reasons. Since statis-
tics do not change significantly when documents are added,
they need not be recalculated daily or even weekly, saving
much effort. The statistical information then could be of-
fered either as an add-on to the existing database, using
a new field in the Z39.50 protocol, or through a special-
ized statistics database that needs to be included in the MPS
database pool. These additions would not in any way affect
the existing library system, but they provide modules such
as the Result Optimizer with an extra source of valuable
information. It would be very easy to add experimental ver-
sions of the Result Optimizer to the system and let selected
groups of users try them out, or have users select which ver-
sion they prefer. As long as Decomate modules do not crash

or downgrade the system in any other way, and the default
choices are safe and familiar, offering more choice in any-
thing should not be any problem. On the contrary: if care is
taken with lay-out and interfacing, alternative weighing and
query modules may significantly add to the general value of
the system.

4.5.2 Relevance Feedback

As we have stated, it is also possible to concentrate on the
data that already have been retrieved for earlier queries and
to use this for relevance feedback in combination with La-
tent Semantic Indexing. Of course, both techniques may
be used on the basis ofall information in the system, but
especially in the case of LSI, this may prove to be too ex-
pensive in terms of processing. But as LSI actually offers
information on the co-occurrence of terms, it does not have
to operate on a correct statistical sample of the complete
database and may be used also on the subset of the database
that has beenipso factomarked as interesting by inclusion
in the result of a query.

As with the frequency distributions, reduced feature rep-
resentations can be calculated at the source and distributed
through the existing MPS, or a third party can do the work,
using off-peak hours for raw data access. The features can-
not be used for presentation to humans, because the ’hu-
man’ keywords have disappeared. The only informational
structure that is available to the user is the on-line docu-
ment; by indicating his preferences, other documents with
similar LSI representations can be collected.

This means that frequency-based algorithms will not be
used by the Result Optimizer, but by the database back
end. These feature-based engines therefore replace tradi-
tional engines, but since they can be offered alongside each
other while keeping the same raw data set, they are an exten-
sion and not a true replacement. Besides, for queries such as
‘all documents from author X’, the traditional engines still
excel.

4.6 User Presentation

Care must be taken in how to present these alternative
database engines to users. Since the underlying raw collec-
tion is the same, users might get confused if they get two
dissimilar results in reply to the same query. The result set
merging and de-duplication service offered by the Result
Optimizer can help, but it does not seem a very good idea
to always have both engines run the same query in parallel.

We suggest to present the new engines in the beginning
as ‘experimental’ and to provide a good, concise explana-
tion about their nature. In this way the system can offer
‘hard’ and ‘soft’ search engines, so that the users can select
the engine they like most for specific tasks. With a sim-
ple ‘try the other engine’-button on search results screens



or a list of just additional documents that ‘the other engine’
found, it can be easily made clear to users what the per-
formance of both systems is, relative to each other. Cur-
rent practice in user interfaces is to give systems a ‘face’
or ’persona’ in the form of a cartoon or other image, which
might help users intuitively select the most appropriate sys-
tem for their current information need. Modern (Internet)
users are accustomed to all kinds of graphical abuse and
environments that fundamentally change overnight, which
makes such an approach feasible even for quite tradition-
ally oriented libraries.

5 Conclusion

A modular, distributed library system such as Decomate
allows for much easier addition of experimental modules
than a traditional monolithic system. Separation of raw data
storage, search engines, result set optimizers, and user in-
terfaces leads to a flexible architecture that scales well and
can be adapted to changing situations without abandoning
legacy systems.

Within such a modular framework, advanced IR engines
based on statistics can gradually take over from traditional
Boolean engines. However, for most statistics the availabil-
ity of full text, or at least a document representation that
consists of keywords, is mandatory, and the more data avail-
able, the wider the range of statistical methods that can be
applied.

Full text is increasingly common thanks to developments
in technology and business processes, but advanced digital
libraries might opt not to store all full text locally. Remote
full text asks for a different approach to indexing, based on
distributed meta-data and feature reduction.

IR techniques suitable for inclusion in Decomate-like
full production library systems are already available. They
need to be adapted to the particular situation in many li-
braries, where meta-data is the norm but standards for meta-
data still are in their infancy. Using the Decomate approach,
advanced IR can help libraries to bridge the current gaps
without negatively influencing existing systems.

5.1 Future Research

Work needs to be done in the area of IR techniques to
select appropriate approaches for the current needs. These
approaches should, if possible, perform at least as good
as Boolean retrieval on plain bibliographical data and per-
form better when the available material increases (abstracts,
extended abstracts, reduced documents, full text). Subse-
quently the selected approaches must be implemented in ro-
bust modules and integrated in a production system to see
whether the users actuallyperceiveany improvement.

Next to this, we need standards in the area of meta-data
that include machine-readable reduced documents in vari-
ous depths, preferably continuous from a single keyword to
full text. On top, reliable and scalable architectures to dis-
tribute this information over networks must become avail-
able to exploit the promises of network information tech-
nology.

Lastly, we plan to look into ways of suggesting ex-
tensions of existing thesauri, still the mainstay of library
knowledge representation. A good thesaurus is of great help
to searchers, but it must be up to date and accessible. IR
techniques may be able to improve both aspects.
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