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Abstract: Burning firebrands generated by wildland or prescribed fires may lead to the initiation of
spot fires and fire escapes. At the present time, there are no methods that provide information on
the thermal characteristics and number of such firebrands with high spatial and temporal resolution.
A number of algorithms have been developed to detect and track firebrands in field conditions
in our previous study; however, each holds particular disadvantages. This work is devoted to
the development of new algorithms and their testing and, as such, several laboratory experiments
were conducted. Wood pellets, bark, and twigs of pine were used to generate firebrands. An infrared
camera (JADE J530SB) was used to obtain the necessary thermal video files. The thermograms were
then processed to create an annotated IR video database that was used to test both the detector
and the tracker. Following these studies, the analysis showed that the Difference of Gaussians
detection algorithm and the Hungarian tracking algorithm upheld the highest level of accuracy and
were the easiest to implement. The study also indicated that further development of detection and
tracking algorithms using the current approach will not significantly improve their accuracy. As such,
convolutional neural networks hold high potential to be used as an alternative approach.
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1. Introduction

Prescribed fire is a tool that is widely used by fire managers in order to reduce fuel build-up
and decrease the likelihood of high-intensity fires around communities [1–5]. On some occasions,
prescribed fires escape and can cause significant impact on communities and biodiversity [6]. Spotting is
often the known cause of escapes and, as a result, frequently overwhelms fire suppression efforts,
in turn breaching large barriers and firebreaks [7]. Burning firebrands that are produced in the fire
front and further transported by wind can also ignite structures in wildland-urban interface (WUI)
areas [8–13]. Prescribed fire escapes and WUI fires are expected to pose serious future threats due to
climate change [14] and individual preferences to live close to forested areas [15].

At present, there is a prominent need to determine a quantitative understanding of the short
distance spotting dynamics, namely the firebrand distribution within a distance from the fire front and
the way(s) in which fires coalesce. The absence of such data proves to be an obstacle to the development
of fire hazard forecasting methods, as well as to the improvement of measures and recommendations
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for more efficient and effective work to prevent, control, and extinguish prescribed and surface fires,
as well as to minimize the risk of ignition of residential buildings.

Recently, several studies have been conducted in an attempt to solve this problem [16–23]. In order
to conduct this research, a series of prescribed fire experiments within pine forests were performed
to study the generation of firebrands and their properties as a function of fire behavior [16–18].
Hedayati et al. [20] conducted experiments that were designed to generate firebrands from building
materials in a wind tunnel and, upon doing so, proposed a probabilistic model for the estimation of
firebrand mass/projected area/flying distance. The formation of firebrands from thermally degraded
vegetative elements was also investigated in the study [19]. [23] used 3D Particle Tracking Velocimetry
and 3D Particle Shape Reconstruction to reconstruct 3D models of individual particles and their
trajectories. Additionally, particle tracking velocimetry and flame front detection techniques were also
tested to explore [21] commercial aircraft debris striking. One study [22] presented a methodology that
combined color-ratio pyrometry and particle streak-tracking velocimetry, together with digital image
processing, in order to obtain non-intrusive measurements of the temperature, velocity, and size of
multiple sparks in a spray. Despite the existing studies, a reliable method for obtaining the thermal and
physical characteristics of firebrands in both laboratory and field conditions has not yet been developed.

In order to address this, an initial version of custom software was developed with the aim of
detecting the location and number of flying firebrands in a thermal image, and further determining
the temperature and sizes of each firebrand [24]. The software consists of two modules: the detector
and the tracker. The detector determines the location of firebrands in the frame, and the tracker
compares a firebrand in different frames and determines the identification number of each firebrand.
However, used algorithms had certain disadvantages, namely that the detector and tracker were both
developed and calibrated for a low frame rate (frames per second or FPS) and a low number of particles.

In this regard, this work is devoted to the development of new algorithms and their testing process
by utilizing laboratory experimental data.

2. Materials and Methods

2.1. Development of GUI

A graphical user interface (GUI) was developed to work alongside software for detecting,
tracking, and determining the characteristics of burning firebrands. To develop the GUI, available
libraries of graphic elements that support the used software language of Python3 were considered
and compared [25]. In particular, the libraries Tkinter, pyGTK/PyGObject, wxPython, and pyQt5 were
highlighted. The subsequent choice was made in favor of the PyQt5 library, largely due to its ability
to work with the Qt cross-platform framework, which allows applications to be run under various
operating systems (Windows, MacOS X, Linux). To render the video frames, a free graphic component
library Qwt, which works in conjunction with a library Qt, was used. This library provides both
animation and the scaling of data, and the graphical interface is used to open and visualize videos in
the ASCII frame format.

2.2. Testing Algorithms

Detector testing. To detect burning firebrands in the frame, various Gaussian convolution
algorithms were tested, namely the Laplacian of Gaussian (LoG) and the Difference of Gaussian (DoG).
These algorithms were aimed towards the identification of projected areas.

The LoG algorithm is based on the convolution (filtering) of an image using the Laplace operator:

Gσ(x, y) =
1

√

2πσ2
e(

x2+y2

2σ2
) (1)

here G is the Gaussian kernel, σ is the Gaussian parameter, x, y are spatial coordinates.
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The LoG can be given by the formula

∆[(Gσ(x, y) ∗ f (x, y))] = LoG ∗ f (x, y) (2)

where LoG = d2

dx2 Gσ(x, y) + d2

dy2 Gσ(x, y) is the LoG filter.
The DoG algorithm is based on two convolutions of the Gaussian image with the different

parameter of σ.
gσ1(x, y) = Gσ1(x, y) ∗ f (x, y) (3)

gσ2(x, y) = Gσ2(x, y) ∗ f (x, y) (4)

where Gσ1(x, y) and Gσ2(x, y) are the Gaussian kernels.
The second step of the algorithm is the pixel-by-pixel subtraction of the Gaussian images from

each other.
gσ1(x, y) − gσ2(x, y) = DoG ∗ f (x, y) (5)

where DoG = Gσ1 −Gσ2 is the DoG filter.
To evaluate the accuracy of the detectors, the F1 score was used [26]:

F1 =
2TP

2TP + FP + FN
(6)

where TP is the number of true positives, FP is the number of false positives, and FN is the number of
false negatives.

This metric takes into account two types of false positives: (i) when a background element is
falsely detected (false operation); (ii) when a visible particle is not detected.

Tracker Testing. After detecting all particles in the frame, it is necessary to then determine whether
it is a new particle or if it is in the previous frame, and then assign the particle a unique identification
number. For this purpose, special particle trackers were developed.

In the previous version of the software [24], the tracker was based upon the nearest neighbor
search method (NSS) [27]. Each detection in the current frame, according to the selected metric,
was compared to the detection in the next frame, whilst all other detections were ignored. The
advantages of this tracker include simple implementation, high operation speed, and low memory
consumption. However, the method has also been noted to include some disadvantages, including
essential levels of error, strong dependence on the choice of the metric, and, as a consequence, low
accuracy of operation.

To mitigate the risk of these disadvantages, a tracker based on the Hungarian algorithm [28]
(the Kuhn–Munkres algorithm) was tested. This particular tracker is used to track the movement
of detection between frames with high accuracy. The algorithm is applied to all pairs of frames;
all detections in the first frame are compared to all detections in the next frame. The main stage of the
algorithm is the construction of a cost matrix that, according to the algorithm, can source the optimal
match between the considered detections. Unlike the nearest neighbor search algorithm, this algorithm
compares all detections of particles between adjacent frames with each other and thereafter determines
the optimal match, rather than comparing the detections individually. This allows the algorithm to
work with higher accuracy. The distances between the particles, the sizes, and the temperatures of
the particles were used as metrics for comparing the particles within the frames. Preliminary tests
showed that the distance between particles was the most influential on particle tracking, and that
the sizes and temperatures of the particles changed insignificantly (less than 5%) between frames.
Therefore, the particles were tracked based on the distance metric first, and then adjusted using the
size and temperature metrics.

The Multiple Object Tracking Precision (MOTP) and the Multiple Object Target Accuracy (MOTA)
metrics [29] were used to evaluate the quality of the tracker.
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The MOTP metric is used to evaluate the positioning accuracy of tracked particles and can be
calculated by the formula

MOTP =

∑
i,t dt

i∑
t ct

(7)

where dt
i is the distance between the ground truth, that is, annotated particles and the particles predicted

by the code with the number I in the frame; ct is the number of matches found in the frame with the
number t. This metric strongly depends on the accuracy of the detector.

The MOTA metric is based on the frequency of false positives, the frequency of missed detections,
and the frequency of errors in assigning a detection number:

MOTA = 1−
∑

t(mt + f pt + mmet)∑
t gt

(8)

where mt is the number of missed detections, f pt is the number of false positives, mmet is the number
of mismatches; gt is the number of objects in the frame t. The index t is responsible for the time or
number of the frame.

2.3. Laboratory Experiments

Accuracy estimation. To test the accuracy of the particle area detection (projected area or particle
silhouette) under “ideal” conditions, spherical (diameter = 20 mm) and cylindrical (diameter = 8 mm,
length = 50 mm) metal particles (steel A192) were tested. Metal particles were selected within the study
as they keep constant volume. The projected areas of the spheres and cylinders were equal to 314 mm2

and 400 mm2, respectively. The area of 400 mm2 was selected as the maximum projected area of the
cylinder. Due to the appearance of a particle in several frames, the median projected area was used.

Particles were heated to 600–700 ◦C using a gas burner and metal expansion was neglected due
to heating. Particles were dropped from a height of 1.5 m in front of the paper screen (Figure 1). An IR
camera (JADE J530SB) was used to record particles, and the camera had a narrow-band optical filter
with a 2.5–2.7 µm spectral interval and a lens with a focal length of 50 mm. A video was recorded
in the temperature range of 310–1500 ◦C, with a resolution of 320(W) × 240(H) pixels. Two distances
from the thermal camera to the particles and six camera frequencies were tested to evaluate their effect
on the measurement accuracy. The frequencies of 30, 38, 48, 63, 95, 190 Hz and the distances of 3 m
(0.6 × 0.5 m detection area, 1.8 × 1.8 mm pixel size) and 6 m (1.2 × 0.9 m detection area, 3.6 × 3.6 mm
pixel size) were used. Ten repetitions were conducted for each combination. It is known that exposure
time can affect the thermal characteristics of firebrands. Our camera was factory-calibrated for three
temperature ranges with their own exposure times (Integration Time, IT): 310–490 ◦C, IT = 350 µs;
490–800 ◦C, IT = 64 µs; 800–1500 ◦C, IT = 9 µs.

When recording flying particles, their trajectory tends to deviate from the focusing zone of the
thermal imaging camera. In order to evaluate the error in determining the particle size, the following
test was performed: An object with known geometric dimensions (1396 mm2) was located at a distance
of 2.2 m opposite the JADE J530SB, and the camera was focused. Following this, the object was moved
1 m both forward and backward from the focal length with a step of 0.1 m. The set of images was then
analyzed using a detector and the errors in the geometric dimensions of the object were calculated,
dependent on the distance from the focal length.



Fire 2020, 3, 68 5 of 17
Fire 2020, 3, x FOR PEER REVIEW 5 of 17 

 

 
Figure 1. Schematic of the experiment: 1—IR camera, 2—paper screen, 3—particle, 4—detection 
frame. 

When recording flying particles, their trajectory tends to deviate from the focusing zone of the 
thermal imaging camera. In order to evaluate the error in determining the particle size, the following 
test was performed: An object with known geometric dimensions (1396 mm2) was located at a 
distance of 2.2 m opposite the JADE J530SB, and the camera was focused. Following this, the object 
was moved 1 m both forward and backward from the focal length with a step of 0.1 m. The set of 
images was then analyzed using a detector and the errors in the geometric dimensions of the object 
were calculated, dependent on the distance from the focal length. 

Creation of an annotated video database. An experimental setup was used to produce glowing 
firebrands. More details about this setup can be sourced within the work by [30]. Both a video 
camera and the JADE J530SB IR camera were used to record firebrands (Figure 2). The distance from 
the thermal imaging camera to the central plane of the output of the generator was 2.2 m (focus 
distance). The detection area (frame size) was 0.42(W) × 0.32(H) m and the pixel size was 1.32 × 1.32 
mm. The experiments showed that flying particles were recorded with a thermal imaging camera at 
a distance of ±0.3 m from the focusing zone. 

 
Figure 2. Experimental setup: 1—data recording system, 2—generator of burning firebrands, 3—IR 
camera, 4—video camera; 5—test site; 6—detection volume. 

Natural particles (pine bark and twigs) and wood pellets were used as firebrands (Figure 3). 

Figure 1. Schematic of the experiment: 1—IR camera, 2—paper screen, 3—particle, 4—detection frame.

Creation of an annotated video database. An experimental setup was used to produce glowing
firebrands. More details about this setup can be sourced within the work by [30]. Both a video
camera and the JADE J530SB IR camera were used to record firebrands (Figure 2). The distance from
the thermal imaging camera to the central plane of the output of the generator was 2.2 m (focus
distance). The detection area (frame size) was 0.42(W) × 0.32(H) m and the pixel size was 1.32 × 1.32
mm. The experiments showed that flying particles were recorded with a thermal imaging camera at a
distance of ±0.3 m from the focusing zone.
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Natural particles (pine bark and twigs) and wood pellets were used as firebrands (Figure 3).
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The size of the particles was selected in accordance with the data of field experiments [17–19].
Bark particles were made of pine bark (Pinus sibirica) with sides 10 ± 2, 15 ± 2, 20 ± 2, 25 ± 2, 30 ± 2 mm,
and 4–5 mm in thickness. Pine twig particles were 4–6 mm in diameter and had a length of 40 ± 2 and
60 ± 2 mm. The diameter of pine wood pellets was 6–8 ± 1 mm and the length of granules varied from
20 ± 5 to 30 ± 5 mm. The loading mass of the firebrands in the experiments varied within the range of
50–800 g.

2.4. Particle Area and Temperature Measurements

The detection area recorded by the detector contained all pixels, both belonging to the particles
and the background (boundary pixels). A threshold value was also used to exclude background pixels.
The threshold value for each detection was found as the average value between the maximum and
minimum temperatures. According to the calculated threshold value, pixels that held temperatures
below the threshold value were eliminated. The result was a set of sizes for each particle in the
sequence of frames. The final particle size was then determined as the median value over the entire
track. Preliminary tests have shown that the median and threshold values can be used to determine the
areas of particles with the most accuracy. The particle temperature was determined from the hottest
pixel among all particle detections.

3. Results and Discussion

3.1. Graphical User Interface (GUI) and Video Annotation

The developed GUI (Figure 4a) is used to navigate through video frames (forward, backward,
choice of frame with a required number), enlarge the window with frames by a given or arbitrary
number of times using the mouse, as well as to select and adjust the parameters of the particle tracking
algorithm, run the selected tracker with the given parameters, and finally, to generate the video in AVI
format using the tracker.
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Checking the accuracy of the developed detectors and trackers requires information on the location
and trajectory of the firebrands. Such information is usually obtained manually by marking and
numbering all detections and tracks of particles for all frames within the video. This process is typically
rather long and time-consuming, as there is a requirement for a large number of frames to be marked to
test the algorithms. To accelerate this process, annotation video software was subsequently developed
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and integrated into the main graphical software interface (Figure 4b). It is used to mark frames in both
manual and semi-automatic modes.

Manual marking is carried out by drawing a bounding box around the detection, using a mouse.
This rectangle is required to be assigned a particle number (track number). Rectangles can be moved,
copied, deleted, and resized. To assist in annotating video, the checkboxes “Copy previous area” and
“Fast areas id” are provided in the graphical interface. The first checkbox copies all bounding boxes in
the previous frame when moving to the new frame, and the second checkbox automatically numbers
the new detections (each new detection will be assigned a number that is larger than the previous
number by one).

The interface also includes the “Add LoG” and “Add DoG” buttons, which automatically run
available particle tracking algorithms (LoG or DoG) in the current frame. If necessary, the operation
of automatic detectors can be corrected manually; for example, deleting or adding a new detection,
and correcting the number of the particle track. A video can also be automatically marked using
built-in detectors and trackers.

To save and load marked data, a file in the JSON format is used [31], in which the frame number,
center coordinates, and the length and width of all bounding boxes marked within it are stored.
All detections have unique numbers corresponding to the tracking number.

3.2. Laboratory Experiments

Table 1 shows that an average relative error does not exceed 6% for the 3 m distance or 8% for the
6 m distance. Comparison of different methods to calculate the final projected area of particles among
all frames, such as the maximum area, mean area, and the median area, showed that the median area
upheld the highest level of accuracy.

Table 1. Comparison of measured and detected projected median areas of metal particles.

Cylinder Sphere

Frequency (Hz) 190 63 30 190 63 30

Mean relative error (%)
3 m

(1.8 × 1.8 mm pixel size) 3.8 4.1 4.7 3.7 4.2 4.3

6 m
(3.6 × 3.6 mm pixel size) 4.9 6.9 7.8 4.9 5.3 5.6

Table 1 demonstrates the way in which pixel size plays an important role in determining
particle size. When the distance from the camera to the object increased from 3 to 6 m, the pixel
doubled, leading to an increase in the mean relative error by 66% for cylinders and 30% for spheres
(the frame frequency was 30 Hz). It is also seen that increasing the frame frequency led to an increase
in accuracy. Thus, increasing the frequency from 30 to 190 Hz led to an increase in accuracy by 19–41%
for cylinders and 12–14% for spheres. It should be noted that in our study, we used a camera with a
320 × 240 resolution. Using cameras with a higher resolution and frequency will undoubtedly further
increase sizing accuracy and recording range.

Analysis of the data obtained after processing the images of the control object at different distances
(from the initial position) showed that the relative error of the object area grew almost linearly with
increasing distance (Figure 5). In this case, the error grew much faster with the distance of the object
from the thermal imaging camera. The maximum error was 33% and 22% when moving away and,
respectively, approaching 0.3 m from the focal plane. This difference is most likely related to the
features of our thermal imaging camera. It is difficult to draw any conclusions without conducting
tests using other thermal imaging cameras.
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3.3. Annotated Video Database

A series of laboratory experiments on the generation and transport of burning firebrands were
conducted and 15 videos were recorded. Each video encompasses a set of thermograms/frames
(Figure 6) with a duration of 40 to 80 s. Eight time intervals (100 frames each) with a small (5–15,
Figure 6a) and medium (16–30, Figure 6b) number of firebrands per frame were selected from the
videos recorded (Table 2). The frames with a large number of firebrands (Figure 6c) were excluded
from annotation, as it was simply not possible to track firebrands manually.
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Table 2, with the characteristics of annotated videos, is given below.

Table 2. Annotated video database.

File # Fuel Type Test Type Total Number of
Firebrands, Pieces

Mean Firebrands
Per Frame, Pieces

1 Pellets Calibration 227 13

2 Pellets Calibration 694 21

3 Pellets Blind comparison 238 14

4 Twigs Calibration 51 5

5 Twigs Calibration 210 19

6 Twigs Blind comparison 152 15

7 Bark Calibration 108 19

8 Bark Blind comparison 67 22

Particles had the following sizes: Pellets–length of 20–30 mm, diameter of 6–8 mm; Twigs—length
of 40–60 mm, diameter of 4–6 mm; Bark—length of 10–30 mm, thickness of 4–5 mm. Particle size
represents the particles before their burning in the experimental setup.

Each annotated video in Table 2 was separated into two parts. One part was used for the
calibration of software (testing detector) and the second part for blind comparison. The calibration
process consisted of selecting detector parameters for each type of particle (Table 2, Files 1, 2, 4, 5, 7).
Software testing (blind comparison) was performed with selected coefficients (Table 2, Files 3, 6, 8).

3.4. Detector Testing

Using the calibration files (Table 2), the DoG and LoG algorithms were compared and the relative
comparison of these two algorithms is presented in Figure 7.
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Figure 7. Relative comparison of LoG and DoG algorithms. High accuracy of F1-score for twigs
between the 5th and 75th frames is related to a small number of twigs.

It can be seen that on some frames, the DoG shows excellent performance in comparison with
the LoG (e.g., Figure 7, Pellets, Frames 0–12, 39–47) and vice versa (e.g., Figure 7, Twigs, Frames
76–77). Analysis of the frames for pellets showed that the thermal artifacts (thermal reflection from the
experimental equipment) were responsible for this. In contrast to the DoG, the LoG detected them
as firebrands. The worse performance of the DoG on Frames 76–77 (Twigs) was associated with the
detection of flame spots as firebrands. The average value of the F1 score in the studied intervals was
83% for the DoG algorithm and 73% for the LoG algorithm. As such, it can be assumed that the higher
DoG accuracy is associated with greater tuning capabilities and fewer false positives of the detector
(Figure 8).

Figure 8 shows that the DoG detector discovered more particles than the LoG detector
(red rectangles). However, the LoG detected several particles that were not found by the DoG
detector (red circle).
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The analysis showed that both algorithms can provide the necessary accuracy for the detection
of firebrands and are comparable in time and accuracy; however, the DoG algorithm is more easily
controlled and implemented. For these reasons, it was selected as the primary detector in the software.

The DoG algorithm was tested using blind tests and one set of parameters for all firebrand types.
The results of accuracy testing the DoG detector using the F1 score are presented in Table 3.

Table 3. The DoG algorithm average accuracy using blind comparison.

Firebrands
Average F1 Score (%)

Calibration Test Blind Test

Pellets 86 74

Twigs 79 44

Bark 83 78

It can be seen that blind comparison demonstrated a good agreement for pellets and bark;
however, the F1 score reduced almost twice for the twigs. The analysis showed that the combination
of parameters that works well for pellets and bark does not give a good F1 score for twigs and vice
versa. One of the reasons could be a limited number of annotations and firebrand sizes/shapes used
for calibration. A future study will be focused on extending the database.

3.5. Tracker Testing Results

The results of testing the quality of trackers are provided in Table 4. The average values of all
tested videos are indicated as the MOTA and MOTP metrics.

The accuracy of the metrics changes from 0 to 100%, where 100% is an absolute coincidence.
The analysis demonstrated the superiority of Hungarian algorithm-based trackers. The MOTA

and MOTP metrics have close or higher accuracy for the Hungarian algorithm. MOTP metrics showed
similar values for all firebrand types, whilst the MOTA metric showed a higher level of accuracy
for pellets and bark. Similar results were also observed for detectors. At this stage of the study,
it is not possible to determine the reason behind higher errors in the detection and tracking of twigs.
However, the obtained accuracy is in good agreement with the results of other works. For example,
multi-object tracking studies [32,33] show a comparable accuracy of the work using the applied
tracker algorithms.
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Table 4. Evaluating the quality of tracking algorithms.

Firebrand Type Algorithm of Tracker MOTP (%) MOTA (%)

Calibration Test Blind Test Calibration Test Blind Test

Pellets
Nearest neighbor 86 86 52 46

Hungarian algorithm 86 86 66 64

Twigs Nearest neighbor 90 88 35 33

Hungarian algorithm 89 88 45 42

Bark
Nearest neighbor 85 89 62 41

Hungarian algorithm 85 89 73 58

A comparison of the number of annotated and tracked firebrands is presented in Figure 9.
The results show that the Hungarian algorithm under-tracked the number of firebrands, though showed
a level of reasonable accuracy.
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3.6. Software Application and Future Research

At present, the most effective result has been achieved by utilizing the method based on the
DoG detecting algorithm and the Hungarian tracking algorithm. Using the selected algorithms,
we calculated a firebrand flux from three experimental videos (Figure 10). The firebrand flux was
calculated as a number of particles flying through a square meter per second. Although it was
calculated for an area (particles m−2s−1), it is a 3D value, as the software detects particles 0.3 m from
a focus distance. The initial mass and number of firebrands for pellets, bark, and twigs were 780 g
(933 pieces), 420 g (270 pieces), and 245 g (360 pieces), respectively.Fire 2020, 3, x FOR PEER REVIEW 13 of 17 
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It can be seen in Figure 10 that the firebrand flux reflects the initial mass of firebrands. It was
noted to be the highest for pellets and the smallest for twigs. A firebrand structure may have also
held influence over their number. For instance, the cumulative number of firebrands increased by
6.4, 4.8, and 1.9 times compared with the initial number for pellets, bark, and twigs, respectively.
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Pellets and bark are relatively fragile and fall apart/peel off easily due to high temperatures and airflow,
whilst twigs remain intact and mainly reduce in size.

There is potential for using the proposed methodology in field experiments or real fires.
However, to utilize it, a high-resolution IR camera or/and a narrow-angle lens should be used.
For instance, using a 2◦ camera lens with a resolution of 320 × 240 pixels will give a 2 cm pixel at a 500 m
distance. To maintain reasonable accuracy at this distance, a 3–4 µm IR camera’s spectral range should
be used, as this avoids the influence of water vapor and carbon dioxide on the thermal radiation signal.
In addition, to avoid the effect of the background, the detection area should be selected above the
flaming zone or at some distance from the fire front, where it is protected from flame interference.
In our future work, we will test this methodology in a field experiment with a higher resolution camera
and a narrower lens field view.

The analysis of testing the detectors and trackers demonstrated that it is problematic to achieve a
significant improvement in their accuracy for different shapes and sizes of firebrands. Analysis has also
determined that further development of this approach will not significantly improve their accuracy.
One of the most promising approaches is the use of convolutional neural networks. This approach holds
advantages over traditional (used by us) algorithms, and neural networks can be trained to identify
complex relationships between input and output data. In the case of successful training, the network is
able to provide the correct result for new data, even if they are incomplete or partially distorted. In the
future, it is planned to use convolutional neural networks in order to improve the accuracy and quality
of both the detector and the tracker.

3.7. Limitations of the Current Study

IR cameras. The use of infrared cameras for determining the geometric dimensions and temperatures
of particles imposes a number of limitations. First, the flying particles are present at a different depth
in the frame, often causing inaccuracy in determining the physical dimensions and temperatures
of particles due to their contour blurring. Secondly, IR cameras have a limited field of view and
therefore cannot record all flying (generated) particles; for example, when burning a tree or using a
firebrand generator.

Firebrand’s generator. During the operation of the firebrand’s generator, in addition to particles, a
flame is also produced from its output section. This creates limitations in detecting particles directly
from the output section. When working with a firebrand’s generator, it is impossible to establish a
strict correspondence between the number of starting and generated particles, as some of the particles
that are in the combustion chamber are either destroyed or completely burned out.

Software. In the case of a flame or flaming particles appearing in the frame, the detector may begin
to mistakenly identify flame as firebrands. The tracker has a limit on the number of tracked particles,
so when the number of particles is more than 100 in a frame, the tracker will begin to incorrectly
match particles between frames. Additional accuracy problems arise if a particle is split into several
particles during flight or when the particle speed is high and the frame rate is low. In addition, for a
large detection area and a large number of firebrands, firebrand overlapping will affect the accuracy of
the tracker.

All issues outlined above impose restrictions on the use of the proposed approach in field conditions.
Nevertheless, it allows the desired characteristics of firebrands to be obtained under laboratory
conditions with sufficient accuracy.

4. Conclusions

A series of laboratory experiments were conducted using a firebrand generation experimental
setup for the purpose of testing and verifying the developed software. To detect firebrands on the
thermograms, the Laplacian of Gaussian (LoG) and the Difference of Gaussian (DoG) algorithms
were tested. To evaluate the accuracy of these detectors, an original approach applying the F1 score
metric was used. The analysis showed that both metrics can provide the necessary accuracy for the
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detection of firebrands and are comparable in time and accuracy, however, the DoG algorithm is easier
to control and implement. Different firebrand tracking algorithms have been developed and tested. In
particular, a Hungarian algorithm-based tracker (the Kuhn–Munkres algorithm) that is designed to track
the movement of detection between frames with a higher accuracy was implemented. The analysis of the
MOTA and MOTP metrics showed that the Hungarian algorithm-based tracker tracked the movement
of firebrands more precisely. Further development of detection and tracking algorithms whilst utilizing
the current approach will not significantly improve their accuracy. Therefore, future work will be
focused on developing convolutional neural networks.

The results obtained demonstrated that the proposed software allows the desired characteristics of
the generation and transport of firebrands to be obtained with reasonable accuracy. Further advances
in thermal imaging camera technologies, such as resolution and frequency, are expected to significantly
improve accuracy. Firebrand detection and tracking software can be used to improve physics-based
and operational fire behavior models, which in turn will significantly increase decision-makers’ ability
to evaluate risks during wildland and prescribed fires.
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