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Abstract

In this work the analysis and design of a continuous time 2nd order ∆Σ modulator
for ultra low power applications is presented. The demand for low power application
is raising and especially the RF part of a circuit is one of the most power hungry
having an ADC that won’t require big amounts of power to run is then required.
Continuous time ∆Σ have become more popular in the last decade for this very
reason, they are a suitable choice for low power applications and their continuous
time architecture has an inherent anti aliasing filter which can completely remove
the need for a dedicated filter. In this work a loop filter using only one amplifier
is used, and the compensation of the amplifier is made such not to waste current
in charging extra capacitance. Also a successive approximation register is used
as the internal quantizer hence making the whole architecture designed for low
power applications. The modulator achieve a maximum SNR of 65dB with an input
bandwidth of 500kHZ and consuming only 69µW per conversion. The circuit was
simulated using a 65nm CMOS process and will be fabricated later this year.
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Introduction

In this work I will present the study and designing of an analog to digital
converter(ADC) to be used for ultra low power applications. As the electronic
circuits keep permeating everyday life and their performance increasing at high
speed rate power consumption is becoming always more and more a key aspect of
designing electronic circuits. In areas like smart sensors and biomedical implants
the power consumption of the device is critical, as those are often isolated systems
and replacing them, or their batteries, might be hard or impossible thus we strive
to achieve a lifetime of several years for these applications. In order to do so it’s
necessary to improve the batteries capability and have a system able to use as little
power as possible. In particular the transmission system is a power hungry part and
its efficiency is then necessary to achieve longer life time.

In this work the focus is placed on how to reduce power consumption of the
ADC of a transceiver while achieving a signal to noise ratio (SNR) and bandwidth
in order for it to be used for wireless applications. The project is part of the ultra-
portable devices (UPD) and is the continuing of the work of a former phd student
at Lund University (Sweden) [29]. Previous versions were also made, the last one
unfortunately presented some issues after fabrication, the aim of the work was to
bring some improvements to the circuit and fix the issues so it will be possible to
fabricate the chip again and measure it.

The first chapter offers an overview on continuous time ∆Σ introducing the basic
working principles, the differences with their discrete time counterpart and
how the design can be carried out at system level. The inherent benefits and
drawbacks of the continuous time architecture will be discussed along with the
most common techniques used to implement the modulators.

The second chapter will explain how the part of the modulator can be imple-
mented and it will focus on low power architectures, for instance how to
implement a loop filter with reduced number of opamps and low power real-
ization for the internal quantizer. A discussion about the loop delay, which is
one of the big limitations for continuous time modulators, is carried out here
showing also how the different choices of DACs will affect the system. Also the
degradation due to clock jitter is introduced and briefly discussed here.

In the third chapter the actual implementation of the system is shown, from the
system level choices to the transistor level. Showing the implemented loop
filter and why it was chosen for low power application, the internal quantizer
and the feedback DAC.

xiii
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The fourth chapter will present all the relevant results from the simulations done
on the system, showing its performances focusing on the maximum SNR and
stability mainly. In the last part of this chapter the methodology used to find
and solve the issue with the fabricated circuit is explained and also the post
layout simulations showing the issue is now fixed and the circuit is working are
shown.



Chapter 1

∆Σ Principles

1.1 ∆Σ Modulation

In this chapter the principles of ∆Σ modulators will be introduced, discussing
why they are advantageous for ADC converters. A ∆Σ ADC basically works on two
principles: oversampling and noise shaping. After a brief overview of these the first
order modulator will be introduced and then higher order modulators. The last part
of the chapter focuses on the continuous time implementation of the ∆Σ modulator,
this is also the choice for a low power architecture hence it will be discussed with
more detail and it will be seen in the other chapters as well.

1.1.1 Oversampling

ADCs can be divided in two major categories: Nyquist rate converters and
oversampling converters. The first ones use a sampling frequency which ideally is the
Nyquist sampling frequency(hence the name of this category), namely fs = 2fb where
fb is the input signal bandwidth. The sampling frequency in practical applications
will have to be higher than the ideal one as it requires an ideal filter to work. The
second category of converters includes those converters that use an higher sampling
frequency than the Nyquist one. The reason for it is that the quantization noise can
be approximated as white noise [1, 5] thus its power spectral density(PSD) is uniform
between 0Hz and fs

2 and the power equal to ∆2

12 , where ∆ is the quantization step
[28]. As it is shown in figure 1.1 the noise for frequencies higher than fb can be
filtered when fs

2 > fb so leaving a total noise power in the signal bandwidth of:

IBN =
∆2

12
· fb
fs/2

=
∆2

12
· 1

OSR
(1.1)

with OSR = fs/2
fb

being the oversampling ratio.
We see that increasing the sampling frequency, hence the OSR, the noise power

over the signal bandwidth decreases, and for every doubling of the OSR the noise
power is reduced by half, which means an increase of 3dB of the signal to quantization
noise ratio, SQNR.

As an example we can see that to achieve a 14bit ADC using a 6bit quantizer
and oversampling we need to increase the SQNR of the quantizer by 8bit. It can be

1



2 CHAPTER 1. ∆Σ PRINCIPLES

b
Figure 1.1: Effect of oversampling on the quantization noise

shown that every bit increases the SQNR of about 6dB [28]. Hence in our example
we need to increase the SQNR by 48dB that means we can use OSR = 216 from
what has being said earlier. For an audio signal with fb = 22kHz the sampling
frequency will be fs = fb ·OSR ≈ 1.4GHz.

We can here see the drawback of this technique: when the signal bandwidth is
high oversampling, or the OSR has to be high, this technique might be impractical,
due to the technology used, as it would require a too high sampling frequency.

1.1.2 Noise Shaping

Oversampling reduces the PSD of the quantization noise spreading its PSD over
a wider range of frequency but to achieve high resolutions this might prove to be not
practical. In order to make the oversampling more effective it’s possible to filter the
noise, for example using an high pass filter so the PSD will be lowered in the signal
bandwidth and increased outside of it, figure 1.2.

b
Figure 1.2: Effect of noise shaping, further reducing the noise power in the signal bandwidth

If we can achieve that, after filtering, as for the oversampling only case, the power
of the noise will be decreased not only by the OSR factor but also from the filter
attenuation. In this scenario we can observe that we can also use high order filters to
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suppress the PSD in the signal bandwidth. It’s worth mention that the total noise
power is always ∆2

12 but after the high pass filter the PSD is shaped so that the in
band noise decreases but the out of band noise increases, so integrating till fs/2 will
always give the same power.

1.1.3 First order ∆Σ modulator

The system in figure 1.3 represents an ADC using a first order ∆Σ modulator.
This is a common oversampled ADC and thanks to the loop filter(an integrator in
this case) and the feedback it also presents a noise shaping effect. The system is
commonly used with low resolution quantizers, the number of bits of the overall ADC
is then increased by the loop filter, allowing the ∆Σ ADC to achieve the highest
resolutions among other kinds of ADCs. As will be shown later the continuous
counterpart of this system is also suitable for low power applications. The DAC
after the quantizer is necessary to convert the feedback from digital to analog before
feeding it back to the integrator.

z⁻¹
1-z⁻¹

U(z) Y(z)

Figure 1.3: First order ∆Σ discrete time

The system in figure 1.3 is inherently non linear, as the internal ADC doesn’t
have a linear relationship between its input and its output, a simple linear model can
be realized assuming the quantization noise to be white [1, 5]. In this assumption
the model for the ADC become an adding block where the quantization noise is
injected in the system. The liner model for the DAC is a simple unitary transfer
function as its operation is to convert digital output into an analog signal. The
resulting linearized system is shown in figure 1.4. From figure 1.4 we can make a
simple analysis of the system and find that the output of the system in the Z-domain
is:

Y (z) = z−1U(z) + (1− z−1)Eq(z). (1.2)

We can observe that the transfer function from input to the output, called signal
transfer function (STF) is a delay, hence at the output we will have a delayed copy
of the input signal, it will be a digital copy. The noise transfer function, NTF, the
one from quantization noise to the output is a first order differentiator. In other
words the quantization noise at the output every instant is subtracted from the value
of the preceding instant. We can see here see the effect of the noise shaping, leaving
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z⁻¹
1-z⁻¹

U(z) Y(z)

E (z)q

Figure 1.4: Linearized model for a first order ∆Σ discrete time

the input unaltered and attenuating the noise at low frequencies, ideally we have
infinite attenuation at DC.

The analysis carried out is simplified and can’t fully predict the stability of the
system, which is of great interest for implementing the system. One reason is due to
the fact that the quantizer gain is signal dependent and this is not modeled in the
simple model made. Also if the quantizer is overloaded the quantization error can be
higher than the quantization step. In this regard it’s possible to have more complex
models including these effects but extensive simulations will have to be carried out
to test the stability range of the modulator.

Let’s now analyze how the oversampling and the noise shaping of this system
will affect the signal to quantization noise ratio (SQNR) of the converter. Said Sq(f)
the quantization noise PSD, that is constant in the assumption of white noise. We
can then calculate the noise power in the signal bandwidth and hence the SQNR.
The NTF in the Laplace domain can be obtained by substituting z = esTs , and with
s = 2πf we obtain the filtered PSD of the quantization noise to be

Se(f) = Sq(f)|NTF (f)|2

from 1.2

Se(f) = Sq(f)
∣∣∣1− e− 2πf

fs

∣∣∣2 = Sq(f)

(
2sin

(
π
f

fs

))2

Recalling that Sq(f) = ∆2

12
1
fs

and sin
(
π f
fs

)
≈ π f

fs
for small values of f

fs
the in band

noise will then be

IBN =2

∫ fb

0
Se(f)df = 2

∫ fb

0

∆2

12

1

fs

(
π
f

fs

)2

df

=
∆2

12

π2

3

1

OSR3

(1.3)

We can already compare (1.3) with (1.1) and see that when we combine a simple
first order noise shaping function with oversampling the noise power is reduced by
a factor of OSR3 compared to OSR when having only oversampling. In terms of
SQNR this will translate in 8dB gain for each OSR doubling compared to the 3dB
for the oversampling only case. Thus combining oversampling with noise shaping
will enhance the effects of the two techniques.
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1.1.4 Higher order ∆Σ modulator

To further improve the benefits from the noise shaping we can implement an
higher order differentiator compared to the one of the NTF in (1.2). This will provide
greater attenuation for the IBN thus enhancing the benefits from the noise shaping
technique. To do so the system in figure 1.4 can be generalized to the one in figure
1.5, where H0(z) and H1(z) are generic Z-domain transfer function. For this system

H (z)

H (z)

0

1

z

z

Figure 1.5: Linearized model for generic ∆Σ discrete time

we still have
Y (z) = STF (z)U(z) +NTF (z)Eq(z)

and it can be easily shown that

STF (z) =
H0(z)

1−H1(z)

NTF (z) =
1

1−H1(z)

Hence it is possible to implement different kind of NTF by changing H1(z).
We can see from figure 1.6 the drawback of increasing the order of the NTF.

Increasing the in band attenuation brings an increase in the out of band gain, which
rapidly increases with the order of the filter. This gain eventually leads to saturation
in the quantizer and this effect will make the system instable. A trade off between the
NTF order, the oversampling and the number of quantizer of the internal quantizer
has to be found to ensure the modulator will be stable for the given input range.

About the choice of the quantizer historically the use of a one bit quantizer
has been common. This is due to the fact that realizing the ADC doesn’t require
much effort since all of its non idealities will be injected in the loop filter where the
quantization noise is injected, thus they will be fully modulated by the feedback and
won’t represent a critical issue in the system. On the other hand when the output is
fed back into the loop we need to convert it to the analog domain using a DAC, but
at this point of the loop filter all the DAC non idealities will be injected directly into
the input, hence they won’t be modulated at all. For this reason the DAC linearity
has to be as good as the overall ADC. It’s easy to understand now why choosing a



6 CHAPTER 1. ∆Σ PRINCIPLES

10
−4

10
−3

10
−2

10
−1

10
0

−200

−150

−100

−50

0

50

M
a

g
n

it
u

d
e

 (
d

B
)

 

 

Bode Diagram

Frequency  (Hz)

L=2

L=4

L=6

Figure 1.6: Plot of different NTFs showing how the out of band gain increases more rapidly
increasing the order

one bit ADC is convenient, having only two different values the DAC output will
always be linear, hence making it easier to implement the DAC without affecting the
system performances.

Even though using a multi bit internal quantizer has some advantages. First of
all increasing the resolution reduces the quantization step, reducing the quantization
noise power directly. It was also shown that with multibit quantization the modulator
is more stable as the quantizer gain can be approximated to be unity gain, and it
makes the assumption of white quantization noise more valid [11]. Again there’s
a trade off between these advantages from a multibit quantizer and the DAC non
linearity.

1.2 Continuous time ∆Σ modulators

So far all the systems shown are discrete time systems, meaning that the input
is sampled before entering the loop filter, and hence an anti aliasing (AA) filter
is required before the sampling operation and the loop filter is discrete time. DT
∆Σ converters have been popular in the last two decades due to the fact that their
circuit realization is highly insensible to process variations and it’s also quite straight
forward to implement the converter from the math behind it. In fact the realization
of the loop filter for DT ∆Σ is implemented using switched capacitor technique which
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make the loop filter realization simple and give high linearity.
Another way to implement the loop filter is to use a continuous time (CT) transfer

function, figure 1.7, and actually the first implemented ∆Σ was a CT system [14].
Recently the CT counterpart has received increasing attention due to some inherent
benefits:

• an AA filter is implemented by the ADC and it can ease the requirements of
the AA filter at the input or even make it not needed anymore

• CT is more suitable for low power applications, as the settling time of the
amplifier is less critical.

We are going to briefly review the major differences between the two topologies and
their advantages and drawbacks, one methodology for designing a CT modulator
will be also shown. Before doing so another way of representing the linear model

H(s)

H     (s)DAC

U(s)                                             Y(z)

E (z)q

Figure 1.7: Linearized model for generic ∆Σ continuous time

of the modulator is given, this is useful to understand how the AA filter and single
opamp network works in a CT modulator. This representation is shown in figure 1.8,
here the paths for input and feedback signal are split and FF (s) can be seen as a
prefilter of the input signal. Since the input is a continuous signal while the output
is a discrete time one is not immediate to define a STF for this system as was done
for the DT system. How the NTF is affected will be discussed when the conversion
between DT and CT is discussed. For the system in figure 1.8 the output can be
written as:

Y (z) = NTF (z) [FF (s)X(s)]∗ +NTF (z)Eq(z)

=
[
NTF (esTs)FF (s)X(s)

]∗
+NTF (z)Eq(z)

where Eq(z) is the quantization error and the ∗ operator is the periodic repetition of
the spectrum after sampling, defined in [18]. Hence for a CT modulator the STF
can be found as:

STF (s) = NTF (esTs)FF (s). (1.4)

As already found for DT also in the CT the STF depends on the NTF .

1.2.1 Sampling and quantization

In figure 1.7 a linear model for a CT ∆Σ is depicted, comparing it with its DT
counterpart in figure 1.5 we see that the sampling operation take place inside the
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FF(s)

FB(s)

Figure 1.8: Linearized model for generic ∆Σ continuous time modulator showing two
different transfer function for input and feedback signal

loop for the CT system. This is of course the case as said before the loop filter is
of a continuous time kind. Bringing the sampling operation inside the loop filter is
what provide the CT modulator with an inherent AA filter and thus represents one
of the big advantages of this architecture, more of the AA filter will be discussed in
next session 1.2.3.

In practical implementations the sampling will be inside the quantizer, this means
that all the non idealities introduced by the sampling and hold block will see the
maximum noise suppression, in fact they are injected at the same point with the
quantization noise. In the DT time instead the sample and hold block non idealities
are all introduced at the input, therefore not being modulated at all.

Having a CT system means though that the whole waveform of the signal
contributes to the output, hence the quantizer, and the DAC also, should be ideally
fast and don’t introduce any delay in the feedback loop as the analog copy of the
output is needed immediately for the feedback. This was not the case for DT systems
that are able to tolerate delays introduced by the quantizer and DAC operations.
The delay from the quantizer is critical then in CT implementations and can lead
to instability of the system, this is the case when using a successive approximation
ADC, which is desired for low power applications. Loop delay is a major issue with
this design and it will be discussed in detail in next chapter where techniques to
prevent instability from loop delay are given.

1.2.2 Design of the loop filter for a CT ∆Σ

In figure 1.7 a block representing the DAC transfer function, HDAC(s), was added
when comparing it with figure 1.5. The reason for it is that for a DT loop filter only
the signal at sampled times matters while all the transients in between two sample
don’t influence the output, so as log as the quantizer and the DAC are fast enough
to provide the right value before the next sampling period the transition of the signal
doesn’t matter. For a CT filter this is not the case as the loop filter will always be
filtering its inputs, here the transition of the signal in between two sampling periods
will influence the filter output, hence we must take it into account when analyzing
the system.
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To design the loop filter of a CT ∆Σ it is common to start with a DT system, as
in the past years this was the most common nowadays several tools can be found
to do so, which makes the process of designing a DT ∆Σ more easy. So a popular
approach is to synthesize the DT modulator and then converting it into the CT
domain [4, 10, 11, 13, 23, 34].

It was shown that one method to convert a DT modulator to CT is the impulse
invariant transformation [2, 34]. This approach is based on the observation that
the system in figure 1.7 become a DT system after the quantization, therefore the
method focus on imposing the open loop transfer function in both DT and CT cases
equal at the sampling time. This translate in the following equations:

Figure 1.9: Impulse responses from the output of the quantizer to its input for both CT
and DT

Z−1 {H(z)} = L−1 {HDAC(s)H(s)}
∣∣
t=nTs

applying the Laplace and Z transform inverse operators we obtain:

h(n) =
[
HDAC(s) ∗H(s)

]∣∣
t=nTs

=

∫ +∞

−∞
HDAC(τ)h(t− τ)dτ (1.5)

The time domain equation can be now used to design a proper loop filter function,
given the DT loop filter transfer function and the DAC transfer function [21]. As
said there are computer tools tools for designing a DT modulator, given a NTF and
a given topology for the modulator they will automatically calculate the required
coefficients to be implemented. Using Schereier’s toolbox [33], a matlab tool, it is
possible to do so and also to apply the impulse invariant transformation and from a
DT time modulator automatically obtain the CT coefficients.

1.2.3 Inherent anti aliasing filter for CT ∆Σ

To show the origin of the AA filter into CT modulators we will use as example
as second order modulator figure 1.10, for simplicity we assume the quantizer and
the DAC to be delay free and analyze the time domain function of the system. The
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1.5

v1 v2u(t) y(t)

Figure 1.10: Scheme of a CT second order modulator

output of the first integrator for times n ≥ t < n+ 1 can be easily obtained from:

v1(t) = v1(nTS) +

∫ t

nTS

(u(τ)− yct(τ)) dτ (1.6)

here yct is the continuous time version of the output. Since DAC and quantizer are
ideal but still clocked, between a generic sample time nTS and its successive (n+1)TS
the output of the DAC is constant with value yct(n). Equation (1.6) becomes for
t = (n+ 1)TS

v1 ((n+ 1)TS) = v1(nTS) + yc(n) +

∫ (n+1)TS

nTS

u(τ)dτ (1.7)

Here
∫ (n+1)TS
nTS

(u(τ)) dτ is called boxcar integration [34] and it can be seen as the
convolution of the input signal with a non casual filter. To show that we apply the
transformation τ = nTS − τ and consider. We obtain then:

−
∫ −TS

0
u(nTS − τ)dτ =

∫ 0

−TS
u(nTS − τ)dτ = (h1 ∗ u)(nTS)

where we used the definition of convolution and

h1(t) =

{
1, −TS ≤ t ≤ 0

0, otherwise.
(1.8)

As we said this filter is non casual, it’s non zero for negative times, we will see soon
that this is not the whole filter applied to the input signal, and the whole filter will
be casual. It can be shown [28] with analog reasoning that the output from the
second amplifier is similar to (1.7)

v2 ((n+ 1)TS) = v2(nTS) + v1(nTS) +

∫ 0

−TS
(τ + 1)u(nTS − τ)dτ − 2y(n)

in this case the integral part is the convolution (h2 ∗ u)(nTS) and

h2(t) =

{
t+ 1, −TS ≤ t ≤ 0

0, otherwise.
(1.9)
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When putting together (1.8)(1.9) the result is to filter the input with the signal:

h(t) =


t, 0 ≤ t ≤ TS
2− t, TS ≤ t ≤ 2TS

0, otherwise.

as expected this is a casual filter, and has a triangular shape, figure (1.11). To see
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(t
)

Figure 1.11: Shape of the filter applied to the input signal in CT modulators

the anti aliasing property of the filter we calculate its Laplace transform, assuming
TS = 1

H(s) =

(
1− e−s

s

)2

.

Evaluating its magnitude in the frequency domain allows to calculate the STF of the
system as found in [28] this is given by:

|STF (f)| =
∣∣∣∣sin(πf)

πf

∣∣∣∣2
this transfer function has zeros at the multiple frequencies of the sampling frequencies,
it has indeed an inherent anti aliasing filter, in figure 1.12 the magnitude of AA filter
is plotted. Also the order of the zeros is the same of the order of the modulator, in
this example a second order modulator give a AA filter with 2nd order zeros.
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Figure 1.12: Magnitude of STF for the second order modulator showing its AA property

1.2.4 CT modulators for low power applications

Another major reason for the CT ∆Σ to be more popular nowadays is due to
low power applications. The most power consuming parts in a ∆Σ ADC are the
active elements, and in particular the opamps of the loop filter. In fact the filter is
usually implemented using active RC integrators, in this configuration it’s in fact
possible to achieve good linearity, this is unfortunately dependent on the linearity of
the differential pair in the input stage of the amplifier [17], hence the linearity can
be increased using more current for biasing the differential pair.

When it comes to DT implementation the settling time of the amplifier must be
short enough to guarantee proper operation, this is a big limitation to the sampling
frequency, hence the clock of the system as it will require amplifiers with high
bandwidth. In the CT architecture the filter works on analog signals and this
drastically relaxes the speed requirements of the amplifiers, that in theory can be
10 times lower, but in practical realizations will be around 5 [6, 37]. In low power
application it is then desirable to use CT modulators as their lower band requirements
on the opamps will lead to lower power consumption for the same clock frequency.
In a low voltage supply case the DT will also suffer from the Ron resistance of the
switches which increases with the overdrive, this is completely avoided in CT designs
as there is no need for switches on the signal path in the loop filter.

In the last few years CT ∆Σ modulators have been used to achieve low power
consumption in ADCs circuits, for example in [20] a modulator achieving a maximum
SNR of 91dB and consuming only 230µW was made. In [26] and [38] were presented
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modulators achieving 89dB and 62dB of peak SNR and consuming 122µW and
890µW respectively.

We will now focus on CT modulators as the project aim to build an ultra low
power (less than 1mW power consumption) ADC and thus a CT architecture was
chosen.





Chapter 2

CT ∆Σ modulators
implementations

In this chapter the most common implementations of CT modulators are presented,
the issues specif to CT design are also shown. We will also discuss single opamp
networks that can be used to implement the loop filter with a reduced number of
amplifiers, hence reducing the power consumption of the system.

2.1 Loop delay

As discussed in previous chapter real quantizer and DAC require a certain amount
of time to sample and quantize the output of the loop filter and feed it back. This
delay can lead to severe performance degradation and instability in the modulator.
On a side note on DT this is not an issue as quantizer and DAC have time to settle
their outputs to the right value before the next sampling period, going to CT this
becomes a major issue for the system.

2.1.1 DAC pulses

Since the effects of the loop delay are seen when the signal of the DAC returns
to the input stage of the loop filter, the loop delay is seen as a delay in the DAC
pulse, to understand then how the delay affects the system we will see its effects on
the DAC’s output waveforms.

The most common DAC pulses are rectangular pulses [21, 34], figure 2.1, these
are the simplest waveform to implement. As shown there are two major cases for
these pulses: return to zero (RZ) and non return to zero (NRZ) waveforms. The
names are self explanatory, the first waveform is a pulse that will always go back
to zero before the end of the sampling period while NRZ will update its value at
most once per sampling period. Hence the RZ waveform will transition two times
every cycle while the NRZ will transition at most once, in fact the output of the
DAC might be the same for two or more cycles and its output don’t need to change,
as it is already at the correct output level. It is easy to see that for a RZ must hold
that β − α < 1 and also for a NRZ α = 0 and β = 1.

Rectangular pulses are easy to realize, figure 2.2 depicts a switched resistor
architecture, controlling the switches properly allow to have NRZ or RZ pulses, the

15
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(a) RZ pulse (b) RZ pulse with 50% duty cycle

(c) NRZ pulse

Figure 2.1: Rectangular DAC pulses

latter will require more circuitry to also open the switches before the next sampling
period, while NRZ only needs to update the switches configurations when the input
of the DAC changes.

From figure 2.1 we can calculate the Laplace transform and hence the DAC’s
transfer function:

HDAC(s) = id
e−αTSs − e−βTSs

s
. (2.1)

Equation (2.1) can now be used with in the invariant impulse invariant transformation
in (1.5) for calculating the coefficients of the CT ∆Σ modulator.

We will now analyze how a loop delay affects those two kinds of waveforms. In
figure 2.3 a comparison with and without loop delay for RZ and NRZ pulses is shown.

As expected when a loop delay td is introduced the two shapes are shifted, the
RZ one is still inside the correct sampling period as long as td < TS(1− β), hence
TS(1− β) is the margin the RZ pulses have before entering the next sampling period.
As oppose to it a NRZ pulse will certainly go into the next sampling period, in fact
βTS = TS in this case, hence the margin is zero.
This suggests that RZ DAC are less sensitive to loop delay, while NRZ are always
affected by it.

As said the most significant effects of loop delay can be seen from these consider-
ations on the DAC pulses:



2.1. LOOP DELAY 17

Figure 2.2: DAC resistive cell used to implement rectangular shaped pulses

With loop delay
Ideal case

Figure 2.3: Rectangular DAC pulses affected by loop delay

• Coefficients variation: when a pulse don’t exceed into the next sampling period,
thus only for RZ, we can see the delay td affects the coefficients of the DAC so
α and β will become α+ τd and β + τd where τd = td

TS
is the normalized loop

delay. This change will affect the transfer function (2.1). And then (1.5), the
transformation will then yield the coefficients for a CT system that is different
from the ones calculated without considering loop delay. This affect the NTF of
the system and will increase the quantization noise degrading the performance
of the modulator. Since the NTF also affect the stability of the system it can
affect the stability of the modulator as well. To prevent this to happen it’s
possible to determine the loop delay of the system and introducing it into the
impulse invariant transformation calculate the coefficients for the CT taking
into account of the loop delay. One problem that arise with this approach is
that the quantizer will take more time to process small inputs and thus the
loop delay will not be constant.

• Increased modulator order: when the feedback pulse is pushed into the next
sampling period, note that this will always happen in case of NRZ DACs and
loop delay, the order of the modulator will result increased by one. For example
a NRZ waveform will have α = 0 and β = 1, with the loop delay this will
become α = τd and β = 1 + τd. The pulse can be seen as two different pulses,
one with α1 = τd and β1 = 1, hence going from td to TS , while the second part
is a pulse in the next sampling period with α2 = 0 and β2 = td. It was shown
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in [21] that this effect increases the numerator of the DAC transfer function. If
we again apply the impulse invariant transformation we will obtain one more
degree of freedom due to the increased order of the DAC transfer function.
Again the effect of the loop delay alter the NTF coefficients and can lead to an
unstable modulator if it’s large enough.

When designing a low power system it’s becoming always more common to use
successive approximation register ADC, as it is the most energy efficient architecture
for a quantizer. This kind of ADC will take several clock cycles to elaborate its input,
hence its delay can be quite relevant, especially in a CT implementation. We will
discuss this issue when talking about the quantizer.

2.1.2 Loop delay compensation

As seen the presence of a loop delay is detrimental to the performance of the
system and when the order of the modulator is increased it can also lead easily
to instability.One technique to prevent its effects is proposed in [6] and consists in
adding one more feedback path from the output of the quantizer to the output of
the last integrator. An intuitive explanation can be given observing that if the order
of the modulator increases it will give one more degree of freedom in (1.5), to restore
system’s controllability and being able to apply the transformation a new path that
adds another coefficient is inserted.

We will see an example of this on a second order modulator in figure 2.4 a
standard 2nd order modulator with a CIFB structure is shown. The system is the

Figure 2.4: Second order CIFB structure

CT equivalent of a DT modulator with NTF = (1− z−1)2, where aCT1 and aCT2

are the coefficients of the global feedback paths, found using the impulse invariant
transformation from the DT CIFB structure.
In figure 2.5 the same system is depicted but with the added compensation path. To
take into account the loop delay, and so the compensation path, the continuous time
coefficients found from the impulse invariant transformation need to be modified,
for example in [21] it has been shown that for the system depicted in figure 2.5 the
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Figure 2.5: Compensation DAC path in a CIFB structure

coefficients for CT will be: 
a∗CT1 = aCT1

a∗CT2 = aCT1τd + aCT2

a∗cmp =
aCT1τ

2
d

2 + aCT2τd

(2.2)

Taking into account the loop delay hence means also a rescaling of the coefficients
to implement the desired NTF. From equation (2.2) it is possible to find the new
coefficients when the loop delay is known, in this case a worst case estimation is
needed. Otherwise it is also possible to see how the loop delay changes varying acmp
coefficient, this latter method can be useful when a certain gain factor is desired on
the compensation path for implementation reasons, as will be the case for the project
realized for this thesis. If acmp is imposed we will need to use a certain amount of
loop delay, given by (2.2), that has to be fixed and also it must ensure proper settling
of the ADC and the DAC in its duration.

In [3] it was also shown which paths are the most sensitive to loop delay. The first
DAC path, going from the quantizer output to the input of the system is the least
sensitive while the compensation path is the most sensitive. After seeing that the
RZ pulses are more robust against loop delay than the NRZ pulses this will give an
insight how to implement the DAC on the different paths. After this considerations
it will be reasonable to use a RZ on the compensation path.

2.1.3 Jitter sensitivity in CT ∆Σ

To conclude the analysis on DAC pulses for CT ∆Σ we need to discuss about clock
jitter errors, this is considered probably the biggest drawback of CT architecture,
this is due again to the nature of the loop filter that will integrate the whole DAC
waveform thus the jitter errors in the DAC pulses will be integrated and will increase
the noise. Jitter errors will in fact change the position of the feedback pulse by a
certain amount, this will result in a different value of charge transferred into the loop
filter. Opposed to the loop delay here the first feedback path is the most affected by
errors because they are injected directly to the input where they won’t see any noise
shaping. The other paths will instead see some degree of noise shaping, depending on
their position, and hence will be less critical for DAC timing errors. Jitter errors on
the sampling operation will also be attenuated by the NTF as the sampling is done
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in the quantizer and hence inside the loop filter that’s why the study of jitter errors
focuses on DAC pulses, they are the relevant source of errors due to clock jitter.

Clock jitter depends on the clock source used, ideally the clock signal is periodic
and the rising edges of the clock happens always at multiple times of TS , considering
the sampling operation happens with rising edge. In real implementations the edges
of the clock will happen at different times from the ideal clock. This effect can be
modeled in two ways: independent jitter (white jitter also) and accumulated jitter.

In presence of white jitter the sampling instants will be:

tn = nTS + tjn (2.3)

where n is the n-th clock cycle, and tjn are independent identically distributed (iid)
random variables representing the time variation from the ideal edge. In this case the
variation of a generic n-th edge time will be independent from the other variations
in the previous instants, hence why it’s called white jitter.

It was shown in [9, 24] that a more realistic model for the clock jitter needs to
take into account of the variations in the previous instants, the jittered sampling
time can be expressed as:

tn = nTS +

n∑
i=0

tji. (2.4)

Here the n-th sampling time depends also on the history of the clock waveform and
depends on the sum of the iid variables on previous instants.

It was shown that jitter errors on the DACs, hence error on the charge transferred
to the loop filter can be modeled as additive amplitude errors on an ideal DAC [7,
16, 35]. The DAC model become similar to the ADC ones, when the jitter error
has the same model of the quantization error on an ADC, figure 2.6. The system

Figure 2.6: DAC model including the additive noise due to jitter errors

in figure 2.6 also better explain why the first path of the DAC is more sensitive on
jitter errors, in fact the errors sum directly on the input and will be modulated by
the STF, meaning they will see unity gain in the signal bandwidth. On the other
hand the feedback paths closer to the quantizer see at least a first order modulation,
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hence their non idealities will have some meaning of noise shaping, even though jitter
errors should be modeled for other paths than the first one as their contribution
might not be negligible overall. This is also true for all non idealities in the first
DAC path, for example the linearity of this block will set the linearity of the whole
system, that’s why using one bit ADC was so popular.

Figure 2.7: DAC pulses affected by clock jitter

Now we analyze how RZ and NRZ are affected by clock jitter, assuming for now a
one bit DAC, hence with only two different output levels. From figure 2.1 it’s possible
to see that the jitter error will affect the position of the transition in the DAC output,
hence changing the area of the rectangle, and thus the charge transferred to the loop
filter. The variation of the charge transferred will be dependent on the height of
the waveform and the difference between the ideal clock and the jittered one. Said
that aCT,NRZ and aCT,RZ are the feedback path coefficients for a NRZ and RZ DAC,
id,NRZ , id,RZ are the current values of the two DACs and the difference between
ideal clock and real clock is modeled by tj then

dQ = 2aCT,NRZ · ip,NRZ · tj (2.5)

is the charge difference between jittered clock and non jittered clock for a NRZ DAC,
as can be seen in figure 2.7.

The two factor comes from the two levels that are ±aCT,NRZip,NRZ . Also (2.5)
is valid for a RZ DAC for an equivalent system. To see this we need to take into
account that the charge transfered from the DAC to the loop filter for two equivalent
systems, i.e. implementing the same NTF, must be the same. Then for a 50% duty
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cycle RZ pulse it must be id,RZ = 2id,NRZ , and since the transition goes from id,RZ
to zero equation (2.5) is still valid for a RZ DAC.

In figure 2.7 we see a graphical representation of the jitter affecting the DAC
pulses, we note from it that a RZ DAC is forced to transition two times every cycle,
hence both of its edges are affected by the jitter noise. The charge error will be
increased then compared to the NRZ case, this reflects in a bigger additive error on
the DAC. Using the additive error modeling and white jitter noise for simplicity it
was shown [21] that for an one bit DAC using rectangular pulses in the first path
the IBN due to jitter is given by:

IBNj =
Af
OSR

(
aCT1

b1

∆σj
TS

)2

∆σj being the standard deviation of the jitter white noise and Af the activity factor
of the pulse, that indicates the number of transition in one cycle. As already pointed
out for RZ it will be Af = 2 and for NRZ Af ≤ 1. In [34] it was found that for a
large input and single bit NRZ DAC Af ≈ 0.7. It is then possible to calculate the
ratio between RZ and NRZ in band noise:

IBNRZ

IBNNRZ
=

Af,RZ
Af,NRZ

= 2.8 ∼ 4.5dB. (2.6)

Which confirms that RZ DACs are more sensitive to jitter errors, and the IBN due
to their contribution is about 4.5dB higher than a NRZ DAC, hence it is advisable
to use a NRZ DAC in the first feedback path of the modulator.

Figure 2.8: Multi bit DAC pulses affected by clock jitter
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One method to increase jitter performance in a ∆Σ modulator is to use a multi
bit internal quantizer, hence the DACs will be multilevel as well. From figure 2.8 we
see that the charge error decreases drastically for NRZ pulses and less for RZ. This
is due to the difference between two adjacent intervals will be only one LSB, hence
the value of the level, determining the height of the rectangle area, decreases. This
is advantageous for NRZ since the transitions only have to go from one level to the
adjacent one. For RZ pulses the transitions always are between zero and the level
instead, although there is an improvement as the average height of the rectangles
decreases. It is also worth mention that Af,NRZ in this case will be 1 since increasing
the number of bits make it less likely for non transition to happen. Still for NRZ
the noise improvement is about 6dB for each bit, which is like the quantization
improvement, while for the RZ counterpart it is only a minor improvement [21].

2.2 Loop filter realization for low power applications

In this section we will discuss how the loop filter of the modulator can be
implemented, since our focus is on low power applications we will cover techniques
to reduce the power consumption. The loop filter is the most power hungry part
in the ADC and it is easy to understand why, as every integrator has an amplifier.
So the majority of active elements are inside the loop filter, and also it’s desirable
to have an high loop gain and bandwidth which lead to high power consumption.
Hence being the loop filter the most power hungry part of the modulator reducing
its power consumption will bring the most benefits to the whole system.

2.2.1 biquad

The standard way to implement the loop filter is to cascade single integrators
stages and/or biquad cells 2.9. This structure is the most suitable for low power
applications [28]. We can see there are only two feedback paths, one going to the

Figure 2.9: N -th order modulator with cascaded biquad cells

input, global feedback, and a zero order feedback path needed to compensate for
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Figure 2.10: Biquadratic cell

loop delay. Also the last integrator is omitted if N in odd. The most common way to
implement the biquad cell is using active RC integrators due to their high linearity
hence every biquad has two amplifiers to achieve a second order transfer function,
figure 2.10. To reduce the number of amplifier of the loop filter, and so the power
consumption of the system, it is possible to implement the structure in figure 2.9
using active integrators and passive networks. Passive networks don’t consume power
but they also attenuate the signal and hence increase the noise. Then the active
blocks will need to suppress the noise introduced by the passive block. The design

Figure 2.11: Diagram of a 5-th order modulator using active and passive blocks

of this kind of architecture is done by imposing the cut-off frequency of the passive
filters and the gains of the amplifiers such that the desired NTF is obtained.
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2.2.2 Single opamp networks

It is possible to implement the loop filter in a way that combines both advantages
of active networks and passive networks. This was presented in [22] and it consists of
a passive network and a single amplifier and it’s called single opamp network (SOA).
The general scheme for this network is shown in figure 2.12

Figure 2.12: SOA representation

Here the amplifier provides the gain, hence there is no increase in the noise while
the RC network can be shaped to achieve more aggressive noise shaping performance.
To be able to substitute one SOA in the diagram in figure 2.9 the network must
realize a transfer function of the type:

HCT (s) = k
s2 + b1s+ b2
s2 + ω2

0

Not having a first term in the denominator of the transfer function means there’s
no leakage and the poles are on the imaginary axis in other words it’s a resonant
transfer function, this can then be used to implement a NTF with optimized zeros.

The first SOA presented in [22], is shown in picture 2.13. The transfer function
implemented by this network is:

HCT (s) = −
Cin
C2
s2 + 1

C2Rin2
s+ 1

C1C2R1Rin1

s2 + 1
C1C2R1R2

(2.7)

This network then implements a second order transfer function using only one
amplifier and can be used for implementing optimized zeros NTF as it has a reso-
nant transfer function. On the other hand it can be noted that this network is a
3rd order transfer function that is reduced to the second order TF in (2.7) when
R
′
3||Rin2 = R1||R2||Rin2||Rin1 and C3 = C1 + C2 + C3. Satisfying these two condi-

tion is difficult task due to the process variations. The outcome is that the NTF
will have different coefficients and thus degrading the performance of the system
and it’s stability. Another thing that should be noted is that this network can’t
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Figure 2.13: First SOA presented

be used as front end in the modulator, in fact the input signal is not applied to
virtual ground hence it is not possible to subtract the feedback signal directly from
the input as can be done commonly when the input is applied to the amplifier directly.

Another SOA network was proposed in [40], figure 2.14 with transfer function:

HCT (s) = −
s2 + 1

C1

(
2
R1

+ 3
2R + 1

2R2

)
s+ 1

C1C2R1

(
1
R2

+ 1
R

)
s2 + 2

C1R3
s+ 1

C1C2R3

(
1
R2

+ 1
R

)
This network realizes a true second order transfer function, hence the first order
term in the denominator means the two poles will be moved into the left half plane
from the imaginary axis. This means that this network won’t be able to implement
optimized zeros for the NTF. Although choosing an high value of R3 reduces the
leakage and mitigate the effect of not having poles on the imaginary axis. Compared
to the first network this has less passive elements, which saves area and reduces the
noise referred to the input.

A third SOA network is shown in figure 2.15 and was presented in [41]. We can
already compare this with the previous ones and see it uses less components than
the previous two, the input is also applied to the opamp input and hence it can be
used in the first stage of a modulator, hence it has all the advantages of the second
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Figure 2.14: Second SOA presented

Figure 2.15: Third SOA presented

network. Its transfer function is:

HCT (s) = − 1

C1C2R1
·

(C1 + C2) s+
(

1
R2

+ 1
R4

)
s2 + 1

C1C2R3

(
1
R2

+ 1
R4

)
The transfer function is a resonant one, there is no first term in the denominator
and so the poles are on the imaginary axis, this holds true when:
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R3C1 = R4 (C1 + C2) . (2.8)

When the condition is met the feedback path through R4 eliminates the leakage term
and allow the network to be used to implement a zero optimized NTF. Opposed to
the condition to have a resonant function for the first network (2.8) can be written as

C1

C1 + C2
=
R4

R3
,

which means matching a capacitances and resistances ratio which can be done with
up to 0.1% and 1% precision respectively in a CMOS process. This allow the network
to implement the desired transfer function, thus the NTF, whit a good precision.

2.2.3 AA properties using SOA

We now compare the standard architecture for the loop filter with an equivalent
one made using a SOA network, in figure (2.16) a second order loop filter is shown
and implemented in both ways, the analysis can then be easily extended to higher
orders.

(a) Diagram for CIFB architecture using integrator blocks

(b) equivalent structure implemented with a SOA network

Figure 2.16
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For these systems two transfer functions exist, one from the input to the output
and the other from the feedback to the output. In both cases the feedback transfer
function is:

HCT (s) =
U(s)

V (s)

∣∣∣∣
X(s)=0

= −aCT1 + aCT2Tss

(Tss)2
.

In fact the two systems are equivalent, they have the same NTF and hence the
feedback transfer function is the same. On the other hand it is easy to see that for
the feedforward transfer function this is not true, in the the case of a SOA structure
the feedforward function is equal to the feedback one, aside from a minus sign:

GCT (s) = −HCT (s),

while for the CIFB structure it is

GCT (s) =
b1

(Tss)2
.

Hence GCT in the CIFB case has no zeros while it has one zero in the SOA case,
thus the GCT (s) will decrease more slowly in the SOA case. As it was shown

STF (s) = GCT (s)NTF (esTs)

hence also the STF will reduce more slowly when using a SOA network. The
implication of this behavior is a less AA effect for the SOA network. In figure 2.17 a
zooming of the first aliasing zone is shown, we can see that in the SOA the STF is
always higher in value than the CIFB one, hence degrading the AA performance of
the system. Also the STF for a SOA network will depend on the coefficients aCT1 and
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Figure 2.17: Zooming of the first aliasing zone with the STFs for the two architectures

aCT2, hence when applying the loop delay compensation, changing these coefficients
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the behavior of the STF is changed as well. The STF can then be different from
unity in band and also present a peaking (the non unity gain in band also arises only
in the case of RZ DACs), in the next chapter we will see how the third SOA network
can be used to restore partially control of the STF.

2.3 Internal quantizer

In this section we will see the working principles of a quantizer based on a
successive approximation register (SAR quantizer). This implementation will be
used in this project as it allow to use only one comparator to implement a multibit
internal quantizer. Why this is convenient compared to a flash architecture is also
discussed briefly here, hence the flash architecture is also discussed briefly now.

2.3.1 Flash quantizers

Flash quantizer are the fastest quantizers, a typical implementation is shown in
figure 2.18, their working principle is to divide the input range in 2b − 1, where b
is the number of bits levels then compare the input signal with every level, hence
determining which level is the best approximation of the signal. The number of
the level which is closest to the input is then coded into binary code using logic
circuitry. This is the fastest architecture for a quantizer since the comparisons with
each level and the input are done at the same time, on the other hand to carry
all the comparisons at the same time requires one comparator for each level, thus
2b − 1 comparators. Flash quantizer was used in previous implementations of the
modulator, [30, 31], in this version to further improve the power consumption a SAR
quantizer was used, a few ∆Σ modulators were implemented using an internal SAR
quantizer, in [19] this was done for audio applications for a DT modulator and in
[32, 36] it was used in a CT architecture as it will be seen in next section in CT
implementations a SAR quantizer will introduce a loop delay far greater than a flash
architecture as it requires more clock cycles for its operation.

2.3.2 SAR quantizers

In a flash architecture the 2b− 1 comparisons are made all at the same time using
more comparators, in a SAR quantizer the approach is different. Instead of using
more comparators only one comparator is used to compare the input with a desired
level that is generated by a DAC and will change every cycle. The level that best
approximate the input is then searched varying the comparator input. The research
is like a binary search algorithm, the first step determine if Vin ≥

Vfs
2 , where Vin

is the input signal and Vfs if the full scale voltage of the quantizer. The next step
depends on the comparison ran in the first one, if Vin ≥

Vfs
2 then the input signal

will be compared with 3
4Vfs, else with 1

4Vfs. The conversion will then continue for b
steps to achieve a b bit resolution. In fact the first comparison will yield the MSB bit
value and the others the remaining bits till the LSB during the last one comparison.
A scheme of a SAR quantizer is shown in figure 3.15, the input is compared with a
voltage coming from a DAC which is controlled by a control logic. The SAR logic
keeps track of the actual cycle of the conversion and the output of the previous
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Figure 2.18: Flash architecture with resistive ladder and 2b − 1 comparators

comparisons and update the DAC output accordingly. In this process the input has
to be stable, hence a sample and hold block is also needed at the comparator input.
A representation of the comparator inputs during each cycle is shown in figure 2.20
With this architecture it is possible to achieve a desired resolution using only one
comparator, the drawback is that the conversion takes several clock cycles: b + 1,
one conversion for every bit and also one more cycle to sample the input. The SAR
will have to be clocked faster than the sampling frequency of the whole modulator
then and this can greatly increase its power consumption, as the comparator and
the logic will have to be fast. The solution we adopted is to use an asynchronous
quantizer, hence the comparator clock will be generated by the SAR logic, this avoid
the need for another clock, still the major limitation in increasing the resolution is
the speed of the logic and the loop delay that will result from it, thus the number of
bit can’t be too high, we used for this reason a 4bit quantizer.
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+

DAC

b
Vin(t)

 SAR
Logic

Figure 2.19: SAR quantizer architecture

Figure 2.20: SAR quantizer comparator input signals during its operation



Chapter 3

Proposed modulator

After reviewing the principles of the ∆Σ modulation the project carried out for
this thesis is presented in this chapter.

3.1 The UDP project

This project has been part of the ultra-portable devices (UDP) project founded
by the Swedish Foundation for Strategic Research, the project aims to develop a
receiver for short range wireless communication in ultra low power devices. The
main specifications of the receiver are:

• Power consumption: 1mW

• Data rate: 250kb/s

• Frequency band: 2.45GHz

• chip area: 1mm2

The receiver chain, figure 3.1 consists in a front end which amplifies the small
radio signal using a LNA amplifier, then the signal is brought to baseband using
a mixer. All of this takes place in the analog world, the signal is then converted
to a digital signal and the information it carries are elaborated. To convert signals

Figure 3.1: Full diagram of the UDP receiver

33
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from analog to digital the ADC is needed and a mandatory part of a receiver, this is
the part designed here, the project was first took by a former PhD student at Lund
University(Sweden), Dejan Radjen, who made different versions of the converter[[29]].
The last one of those fabricated had some stability issue and was not possible to
measure its performance. The focus of the thesis is to redesign the loop filter of
the modulator and finding and solving the problem that prevented the circuit to be
measured.

This work is then a follow up of this PhD dissertation, hence the specifications
at system level for the ADC were already determined through simulations at system
level of the receiver. The ADC block will have to fulfill the following requirements:

• Power consumption ≤ 100µW

• SNDR ≥ 60dB

• Signal Bandwidth fb = 500kHz

• VDD = 800mV

The architecture for the ADC block was chosen to be a CT ∆Σ due to its low
power capabilities discussed in the previous chapter.

3.2 Specifications of the ADC

From the requirements different solutions to meet them were explored, various
configurations for a ∆Σ modulator were simulated using matlab and Schreier’s
toolbox [33]. Reducing the power consumption is the main aim of the project and
the choices made focuses on lowering it as much as possible. Hence the OSR was
kept as low as possible for reducing the sampling frequency which affects the power
consumption of the system since faster circuits are needed for high OSR, and this
increases the power consumption drastically, to achieve high OSR in fact would
require to lower the signal bandwidth to keep the sampling frequency low enough. It
has been showed though [11] that a minimum OSR of about 4 is required to benefit
from the advantages of the ∆Σ modulation.

Regarding the order of the modulator, higher orders allow to realize more ag-
gressive NTF and then increasing the noise attenuation in band compared to lower
orders, on the other hand a high order will require an high number of amplifiers as
well, which as said are the most power hungry part of the system. Thus a trade off
must be found on the order of the modulator, and the performance of the NTF. In
this project the SNR requirement is quite relaxed so there is no need for a high order
modulator.

The quantizer will also affect the power consumption and the overall performances
of the system, its choice will affect greatly the whole quantizer then. The quantizer
is chosen to be a multibit one, this allow to use a lower OSR and lower order NTF
as its quantization noise is lowered compared to a 1bit quantizer by about 6dB for
every every bit. Also a multibit quantizer results then in a modulator with a better
stability as it will have a greater stability range. The architecture of a multibit
quantizer can though greatly affect the power consumption, for instance a B bit flash
quantizer will require 2B − 1 comparators. Each comparator will increase the power
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consumption and their number increases exponentially with the number of bits, thus
limiting the number of bits when power consumption is of a major concern. Also the
high number of comparators will load the output of the loop filter with a capacitive
load given by the input stage of the comparators, this load increases exponentially
with B then. This capacitive load affects the power consumption of the loop filter,
that will be required to give enough current to drive it. The chosen architecture for
the quantizer was then a successive approximation register (SAR), this allows to use
only one comparator but that need to be clocked with higher speed compared to the
sampling frequency. The SAR principles and its implementation will be discussed
later in this chapter.

A suitable configuration found from the simulations using the matlab toolbox
consists in an internal quantizer of 4 bits, a second order modulator and OSR = 16.
The benefits of this configuration are quite straightforward. The OSR will result
in fs = 16MHz which for the 65nm CMOS technology that will be used for this
project is reasonable for low power application. A second order loop filter is a great
advantage as it was implemented using SOA, this leads to having only one amplifier
for the whole circuit. A spectrum of the output of the simulated system is shown
in figure 3.2 As can be seen the ideal ∆Σ modulator achieve a maximum SNR of
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Figure 3.2: Ideal 2nd Order ∆Σ modulator with 4bit quantizer, fs = 16MHz and fb =
500kHz

70dB, this was intended as the requirement specifies SNR ≥ 60dB and 10dB are
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kept as a margin for non idealities such as thermal noise and jitter effects. It should
be noted from the shape of the noise that the NTF doesn’t have optimized zeros, in
figure 3.3, the different shape of the noise due to the optimized zeros can be seen
and also that having optimized zeros brings an increase in SNR of about 3dB since
the noise is better suppressed all across the signal bandwidth.
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Figure 3.3: optimized ntf vs non optimized

In the next sections the choices made to implement this modulator will be
presented and explained.

3.3 Architecture

The architecture chosen to implement the loop filter of the modulator is reported
in this chapter also, in figure 3.5, this structure is the most suitable for low power
applications, [28].

To calculate the act1 act2 coefficients for our system we start from the discrete
time NTF, which for our system is the classical 2nd order noise shaping transfer
function:

NTF (z) = (1− z−1)2. (3.1)

In fact our modulator doesn’t implement optimized zeros and hence the NTF has
the zeros on the unity circle. From the discrete time NTF to be able to obtain the
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Figure 3.4: CIFB structure of a second order modulator

continuous time coefficients we apply the impulse invariant transformation, to do
so we must know the DAC impulse response. In this work a NRZ DAC was chosen
to implement the global feedback path, the reason for it is to reduce the effect of
clock jitter, in fact in the modulator there will be only the first feedback path as we
use a SOA network to implement the loop filter. As it was shown in the previous
chapter the NRZ DAC will be more affected by the loop delay since its pulses are
always pushed into the next sampling period but this can be solved by imposing a
fixed loop delay as will be done later. From the NTF in (3.1) and a NRZ DAC pulse,
using the method proposed in [21] the coefficients for the CT architecture are found
to be: act1 = 1 and act2 = 2. Taking into account also the loop delay the structure
of figure 3.4 becomes the one in figure 3.5.

Figure 3.5: CIFB structure of a second order modulator with loop delay compensation
path

Now equations 2.2 can be used to get the values in presence of loop delay, there
are two ways for it:

• One is to measure the worst case loop delay and find the coefficients then. In
this case the DAC pulse will never go into the next sampling period since the
worst case is used. This method require to know already how the modulator
will be implemented.

• A second methodology is to impose a loop delay, for example using clocked flip
flops, this has to be then large enough to ensure proper working also in worst
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case scenario.

The latter approach is used ad it allows to vary the loop delay to adjust a∗cmp to a
desired value, between the time boundaries imposed by the circuit to ensure proper
working. This is desirable as the compensation coefficient is implemented in the path
that goes from the output of the quantizer and its input. At the quantizer input it
is also desirable to avoid an active summer block that will consume power, hence
an easy way to implement the summing operation is using two capacitive DACs. In
the modulator design a SAR quantizer is used for its low power capabilities, and
hence a capacitors array is used, which makes it straightforward to add a capacitive
DAC to sum the feedback signal. Now to ease the design process we can set a∗cmp = 1
which will result in two identical capacitive DACs. Imposing a∗cmp = 1 and using the
coefficients previously found lead to the new coefficients:

a∗CT1 = 1

a∗CT2 = 2.06

τd = 0.56

where τd is again normalized loop delay. The loop delay results then in Td = 35ns,
this is more than half clock cycle and seems reasonable to ensure proper operation of
the quantizer and the DAC. Simulations at the end shows that this is the case.

3.4 Loop Filter

After determining the right coefficients for the architecture we will show how
they are implemented in the loop filter. As was discussed in 2.2 the loop filter was
implemented using SOA networks to reduce the number of amplifiers and through
it the total power consumption of the system. The chosen network was the third
presented in chapter 2 and shown in figure 3.6. Being a second order modulator
only one SOA network is required, in fact its transfer function is second order with
resonant poles, its equation is recalled here:

HCT (s) = − 1

C1C2R1
·

(C1 + C2) s+
(

1
R2

+ 1
R4

)
s2 + 1

C1C2R3

(
1
R2

+ 1
R4

) .

Hence the network will be used in the front end of the modulator, indeed only one
network is used, the thermal noise of this stage is the most relevant one and to
reduce its power a different version of the network is used, removing the resistances
R3 and R4 the network will still implement a second order transfer function, but
with reduced thermal noise power at the input. Reducing the thermal noise in this
stage is critical to keep it low enough to achieve the desired performance, in fact
the thermal noise here is not shaped by the modulator because it is added directly
on the input signal. The resulting network is shown in figure 3.7, where also the
global feedback path from the DAC is shown, and also a common value R is used to
simplify the design and three coefficients n1,n2,n3 will determine the actual value of
each resistor according to the a∗ct1 a∗ct2 a∗cmp coefficients and hence the ones of the
NTF.
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Figure 3.6: Third SOA presented

Since this network implement a resonant couple of poles through feedback path
with R4, removing this path will result in having a non optimized zeros in the NTF,
meaning that it’s not possible to move the poles from the origin along the imaginary
axis. This is not a problem in the design as using non optimized zeros we can still
achieve a SNR of 70dB which leave enough room for non idealities in the ADC.

In this network we can identify has was shown in section 1.2 for the general case,
two transfer functions: feedforward and feedback transfer functions. These two will
affect the STF and the NTF of the modulator, and as it was shown in section 2.2.3
in case of a SOA network the AA property of the CT modulator is degraded since
the STF will have one zero. The two transfer functions are given by:

Vout = −

(
1

n1n3
+ 2

n3
sRC

(sRC)2
Vin −

1
n1n2

+ 2
n2
sRC

(sRC)2
Vfb

)

We can see that coefficient n2 will affect only the feedback transfer function, hence it
will be determined by the NTF, the coefficient n3 on the other hand is only present
in the feedforward transfer function, hence it can be changed to control the STF
behavior without affecting the NTF. This will help to reduce the degradation of
the AA properties, even though it won’t fully restore them. In figure 3.8 we can
see how using the n3 coefficient the STF can be controlled and the peaking at the
band transition reduced when compared to a SOA network without STF controlling
coefficient. To finally find the values for the network the feedback transfer function
of the network is matched with

HCT (s) = −
a∗CT1 + a∗CT2Tss

(Tss)2
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Figure 3.7: Implemented SOA network with signal input and feedback paths
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Figure 3.8: STF magnitude plot for a SOA network with STF control and one without
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thus yielding {
n2 = 2

a∗CT2

n1 =
a∗CT2
2a∗CT1

.

To find the value for n3 we equal the feedforward function of the network with

GCT (s) =
b1

(Tss)2

using b1 = 1, which leads to |STF (s)| = 1, we obtain{
n3 = 1

n1
=

2a∗CT1
a∗CT2

.

The common value of R was then found through simulations, a trade off was found
between the amplifier gain, thermal noise, and power consumption and area of
the DAC. In fact the lower the value of R the higher the gain of the amplifier for
compensating the reduced loop filter gain due to the heavy loading effect on the
amplifier. On the other hand an higher value of R increases the thermal noise and
also the area of the DAC, as its resistances will be bigger. There’s also a beneficial
effect on the DAC power consumption of the DAC because increasing its resistance
will reduce the current and hence power consumption. The value of R is then chosen
through simulations and will be discussed in 3.5.1 where the requirements for the
amplifier taking into account the effects of R are found.

3.4.1 Frequency response of the network and finite gain effects

The simulations of the network are presented in this section, what is relevant
to notice is how the poles positions is affected by the gain of the amplifier, in fact
poles shifting results in NTF zeros shifting which lead to a discrepancy between the
ideal model behavior and the implemented network. In figure 4.10 the position of
the network poles is shown for different gain of the amplifier, we can see that for low
gain values the poles are far from the origin, while increasing the gain brings the pole
closer to the origin. Hence to have the desired NTF, which affects the performance
and stability of the system, the gain of the amplifier has to be high enough to also
bring the poles in the origin.

3.5 Design of the amplifier

For the SOA network the amplifier was designed at transistor level, then the
layout of the amplifier and the network was carried out. The opamp structure was
chosen to be a two stage amplifier, this is due to the low supply voltage that has
to be used in the receiver, Vdd = 800mV , hence there won’t be enough voltage
room to use cascode structures, like folded or telescopic OTA. A two stage amplifier
needs a compensation for it to be stable, Miller’s compensation is the classical way
of compensating such amplifiers, this requires a capacitor added between the first
and the second stage and since current will be wasted to charge this capacitor this
solution is not inherently good for a power saving application. As was done in [27]
we will add a feedforward path to the amplifier, the feedforward will provide a zero
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Pole−Zero Map
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Figure 3.9: Finite gain effects on the pole of the SOA network

that can be placed such as to cancel the effects of the high frequency pole in the
amplifier, hence leading to a stable system. In figure 3.10 the blocks scheme of the
amplifier is shown. The schematic of the circuit that implements the structure in
figure 3.10 is shown in figure 3.11. The first stage is as usual a 5mos OTA, with
a pmos differential pair input stage, the output of this stage goes at the gate of a
common source nmos stage, polarized using a pmos. Here the pmos of the second
stage also act as the transconductance that implements the feedforward path. This
doesn’t increase the circuit complexity as the only added elements are Rb and Cb
used to decouple the biasing voltage Vbp from the DC component of the input. Thus
the biasing current of the second stage is reused to stabilize the amplifier. What
was observed through simulations is that this compensation works well when the
current of the second stage is enough greater than the one of the first stage. Also
the ac coupling for the feedforward path increases the swing the maximum output
swing compared to standard feedforward design compensation. The biasing is made
through a current mirror, that is biased from an outside voltage, this is possible
since in the chip there will be only one amplifier hence the current reference can be
given as a gate voltage of a single mosfet in diode configuration. Having only one
amplifier removes the need of making extra circuitry for mirroring the right biasing
to different points in the circuit.
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Figure 3.10: Block scheme of the amplifier

The CMFB circuity is realized using a resistive sensing through Rcms, high
resistances values of 100kΩ were used in order not to load the amplifier, this sensing
as the advantage that being passive it doesn’t require a biasing current and with
high resistances it consumes little power as well. The common mode signal goes then
into the error amplifier which is a single ended 5 mos OTA. The more classic way of
implementing the actuation of the CMFB is to add a mosfet in parallel to the tail
generator at the firs stage, or two mosfet in parallel with the nmos load if the input
stage is made with pmos, this is to drive about a 20% of the tail current and set the
correct operating point at the output. If we used two nmos in parallel with the load
in the first stage (M4 and M5) another branch for biasing them would be required,
as the bias is given by a pmos in diode configuration, the extra branch would draw
current from the power supply that will increase the biasing current of the amplifier.
To avoid this the load of the first stage is directly biased from the error amplifier of
the CMFB circuit. The final dimensions of the opamp mosfets are reported in the
table below.

W (µm) L (µm)
M1 8.44 0.6

M2,M3 12 0.6

M4,M5 0.7 1.2

M6,M7 42 0.6

M8,M9 9.6 1.2

As stated early the feedforward compensation achieves good results when the current
in the second stage is greater than the one in the first stage below, figure 3.12, the
poles of the amplifier and the zero are shown for different values of

N =

(
W
L

)
M6(

W
L

)
M1

=

(
W
L

)
M7(

W
L

)
M1
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Figure 3.11: Schematic of the amplifier with the CMFB circuit

which is then the ratio between the dimension of the tail mosfet of the first stage and
the ones in the second stage, thus it gives the ratio between the currents in the two
stages. We see that the zero and the second pole of the opamp are quite far when
N = 1 and the zero can’t compensate since the phase effects of the pole happens too
early compared to where the zero is. For N ≥ 5 zero and pole start to get closer and
hence the zero can actually compensate the pole effects on the amplifier.

As it will be shown in chapter 4 the amplifier has a gain of 66dB and a unity
frequency fu = 216MHz while consuming only 52µA.

3.5.1 Amplifier requirements

The requirements are found through simulating the loop filter with an ideal
amplifier and varying its gain and GBW, this also allow to explorer the different
values of resistances that can be used. The simulation included then the thermal noise
contribution of the network while the model for the amplifier allowed to modify gain
and bandwidth to find the minimum values to have the desired performance of the
circuit. In figure 3.13 the graph shows how the SNR is affected by different choices of R
and gain of the amplifier, the input signal has an amplitude Ain = −3dBFS = 100mV
which result in the peak SNR for this circuit. To ensure a maximum SNR of more
than 65dB the gain of the amplifier has to be greater than 100 for R ≥ 15kΩ. We
can see that increasing the value of R is beneficial as the loop gain is increased and
hence there is more noise suppression, while increasing R more than 40kΩ is not
feasible to implement the DAC and also the thermal noise will increase and degrade
the performance. A choice of R = 30kΩ is made in this circuit, this result in a
reasonable DAC area and power consumption and also leads to an SNR ≥ 65dB for
an amplifier gain of 40dB. Furthermore increasing the gain to 46dB the SNR will
almost reach the limit of 70dB with R = 30kΩ. In figure 3.14 the varying of the
SNR with the bandwidth of the amplifier is shown for R = 30kΩ,figure 3.14, the gain
is fixed and high such that it doesn’t degrade the SNR and in this case to achieve an
SNR close to the limit of 70dB a GBW ≥ 100MHz is needed.
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Figure 3.12: Varying of the poles and zeros in the opamp for different ratio of currents
between the 2 stages
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3.6 SAR quantizer

The working principles of the SAR quantizer were shown in 2.3.2, here the actual
implementation used is discussed. As was said the internal quantizer is a 4 bit
quantizer.
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The architecture implemented, figure 3.15, is asynchronous to avoid to generate a
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Figure 3.15: Operating scheme of the SAR quantizer

clock 5 times faster than the sampling frequency which will result in more power
consumption for the circuit. There are two DACs in the SAR quantizer both
implemented using SC technique. The main DAC is used to generate the different
voltages during the conversion, the principle is based on charge sharing in a binary
weighted capacitors array. The sampling is done on the main DAC before the
conversion. The compensation DAC is also implemented here through another binary
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weighted capacitors array. Having imposed a∗cmp = 1 makes the realization of the
arrays easier since the two DACs are exactly the same, the right amount of loop
delay, 0.56Ts in our system, is then given using D flip-flops that delay the output
of the modulator, thus the compensation DAC will provide a delayed copy of the
output at the comparator input.

Instead of the standard charge sharing scheme a tri-level charge distribution
architecture is employed [8]. With this technique the sampling phase is carried
out as usual, the top plates of the arrays are connected at Vbias while the bottom
plates of the main DAC are connected to the input signal, hence sampling the input.
During this phase the compensation DAC is reseted by connecting its bottom plates
to Vbias as well. After the sampling is done the sample switch is opened and the
bottom capacitances are connected to Vref

2 instead of Vref , this reduces the power
consumption from the reference. After the first bit is determined the first capacitor
in both DACs is switched then to ground or Vref depending if the bit was 0 or 1.
This operation is then carried out for the remaining bits, switching the capacitances
between Vref

2 and ground or Vref reduces the power consumption and improves the
settling time compared to switching between Vref and ground only.

3.6.1 Asynchronous operation

Every conversion step doesn’t have a fixed amount of time since the quantizer
operation is asynchronous, thus the step to determine the LSB will take longer than
the first step to find the MSB since the comparator requires longer times to resolve
smaller inputs. The signals for ensuring proper working are implemented in the
quantizer. After the sampling phase the SAR logic enables the comparator, when
one of the comparator’s outputs goes high the ReadyGen block detects this and flag
it with the CmpReady signal. When the CmpReady signal is high the comparator
is reseted and the DAC update accordingly to the bit value. This goes on until the
last bit is determined and then the process stops waiting for the next sampling phase.
The CmpReady block is implemented with an OR logic gate, figure 3.16, as shown

OutP

OutN

CmpReady

CLK

OutP, OutN

CmpReady

Meta
Stable Gate

Treshold

Figure 3.16: ReadyGen logic and waveforms from its working

this will generate an high signal when one of the comparator outputs goes high. It is
important to ensure the proper operation of this block also when the input at the
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comparator is low and its outputs are close to the metastable level, waiting for the
comparator to resolve its input might slow down too much the process, hence the OR
gate has a threshold below the metastable level hence ensuring that the CmpReady
signal is generated for small signals as well, [15, 39]. A time diagram and the circuit
to make it are shown in figure 3.17, this is the logic of the SAR quantizer that allow
the asynchronous working of the quantizer. To generate the comparator clock signal,

D Q D Q D Q D Q

Clk1 Clk2 Clk3 Clk4 CmpClk

Sample

CmpReady

Vdd

td = 0.56Ts
Sample

CmpClk

Clk1

Clk2

Clk3

Clk4

Figure 3.17: Time diagram and logic of the SAR

CmpClk an OR gate is used, the comparator is active low and in reset when the clock
is high. The sample signal is generated on another block outside the quantizer (it
was actually in the quantizer layout only for it was more convenient to have it there),
when the Sample signal goes high the comparator clock is high, hence resetting it,
thus CmpReady is low, also the sample signal resets all the flip-flops generating the
Clki signals. When the sample is over Sample goes low making CmpClk to go low
too and hence starting the comparison, when the comparison is over CmpReady
will be high. CmpReady acts as the clock of the flip-flops, the only one to update
its output is the first one though that has its input connected to VDD, hence Clk1
goes high signaling that the first comparison is done while all the others Clk2, Clk3
Clk4 are low. Also when CmpReady goes high, CmpClk will go high and reset the
comparator again, bringing CmpReady to a low level also. During this time the
switches of the DACs are updated for the next step of the conversion, and the cycle
repeats until the last bit. On the last bit Clk4 will reset CmpClk and signal the end
of the conversion, note that without Clk4 low, CmpClk would go low again after
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the reset of the comparator, this signal will instead stop the conversion.
In figure 3.18 the signals from simulation are depicted and the temporal relationship
between the control signals and the DACs output is showed. The image refers to
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Figure 3.18: Timing scheme of the quantizer

one conversion step, when CmpClk is low the comparator is enabled, and one of
its outputs will go high triggering CmpReady to go high. Then CmpClk goes high
resetting the comparator and bringing CmpReady low which will bring the system
into the next conversion step. When CmpReady goes high actually two different
processes are activated, one will reset the comparator, the other will set the switches
of the DACs in the right position for the next comparison. To ensure the proper
working of the quantizer when the CmpClk goes low again the output of the DAC
needs to be updated already or the comparison will yield a wrong value. From the
signals can see that the time for the CmpClk to go low after the comparison is
2tdr−c + tdc−r, while tdr−sw + tset is the time required to update the DAC switches
and for its output to stabilize, tmargin is indeed the margin for correct operation of
the quantizer. The condition that must hold true for each comparison is then:

2tdr−c + tdc−r > tdr−sw + tset.

Extensive simulations were carried out to ensure that this is always verified.
Finally the schematic of the used comparator is showed in figure 3.19 [12]. It consists
in two stages, the first one a differential amplifier to suppress the noise from second
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stage, the second is a positive feedback latch. This architecture doesn’t have any
static biasing, hence only dynamic power is consumed, making it suitable for low
power applications.

Vdd

CLK

OutN

OutdP

CLK

InP InN

CLK

OutdN

CLK

OutP

OutdNOutdP

Figure 3.19: Schematic of the comparator used in the quantizer
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3.7 ∆Σ Modulator Architecture

D
A
C

Figure 3.20: Architecture of the implemented modulator

The architecture of the whole modulator is shown in this section and the main
choices made for the low power architecture are summarized here.

• OSR = 16

B Benefits of ∆Σ modulation but fs is low to reduce power consumption

• Loop Filter: SOA network to reduce number of the opamps

B 2nd order modulator ⇒ one amplifier needed

B Amplifier with feedforward compensation

• Quantizer

B 4bit

B SAR architecture ⇒ one comparator

B Tri-level SC DACs





Chapter 4

Simulations results and former
circuit

In this chapter the simulations to verify the performance of the circuit are
presented with the results achieved, the organization is as follow:

• The first section will cover the results at schematic level

• In the second part the previous circuit is presented with the problems found at
post layout simulation level, the adopted strategy to solve the issues is finally
explained along with showing post layout simulations of the whole circuit.

4.1 Simulation results of the circuit

4.1.1 Amplifier and network simulations:
frequency response and stability

In this section the most relevant results from the amplifier simulations are shown.
Figure 4.1 the open loop frequency response of the amplifier for differential mode is
shown. The DC gain is 66dB which as shown in section 3.5.1 is enough to achieve
the desired performance and also to have the poles of the SOA network close enough
to the origin. Unity frequency fu = 216MHz is also more than the minimum
requirements found in 3.5.1. The biasing current of the amplifier is 52µA. We can
also note that in open loop configuration this amplifier has a PM = 62◦, when looking
at the common mode response this was found to be unstable, figure 4.2, and its
compensation was made when the amplifier is placed in the network, as compensating
also for the open loop configuration was unnecessary, since the amplifier is only to
be used with the SOA network and doing so resulted in not achieving the minimum
requirements for the modulator to work. The poles and zeros of the amplifier in open
loop configuration are shown in figure 4.3, as can be seen there are two poles with
positive real part, hence the system is unstable in open loop configuration. In figure
4.4 is a zoomed section of the poles and zeros showing the zero introduced by the
feedforward path compensating one of the amplifier poles.

The DM loop gain of the SOA network and the implemented amplifier is shown
in figure 4.5.

53
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Figure 4.3: Open loop poles and zeros of the amplifier
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Figure 4.4: Feedforward compensation in the realized amplifier

The PM can be calculated using the markers on the graph and is found to be
PM = 80◦. To ensure proper working of the system different corners simulation were
ran, the results for stability are summarized in the table below.
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Figure 4.5: Loop gain and phase for DM of the loop filter

Corner PM

TT 80.07◦

FF 72.95◦

FS 94.09◦

SF 72.99◦

SS 90.81◦

Where in the corner field the first letter refers to the n-mosfets and the second one
refers to p-mosfets, e.g. FS means fast n-mosfets and slow p-mosfets, also TT refers
to typical typical which sets indeed the typical parameters of the technology.

The analysis will be now focused on the CM operation of the loop filter, before
showing the simulation results it is worth to mention that when we close the amplifier
in feedback we have two different loops for the CM, one is the CMFB loop internal to
the amplifier and another one is the one through the feedback network, it was shown
in [25] that in such a configuration to determine the stability of the CM loop it is
possible to measure only one loop gain using return ratio in a point that breaks both
loops. Hence reporting one measure will tell about the stability of the whole system.

In figure 4.7 the loop filter response for the CM is shown. The DC gain is quite
high, having a DC gain too high is usually a problem for the common mode loop
as it will cross the x axis later when the non dominant pole is giving almost full
contribution to the phase and making the system unstable. This is not the case for
this system were a zero on the CM loop compensate the system and having an high
DC gain helps to keep a CM value at the output close to the reference in all the
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Figure 4.6: Loop gain and phase for different corners simulations

corners scenarios. It is also worth noticing that the loop gain crosses the 0dB axis
more than one time, to be sure of the stability the Nyquist’s plot was traced, and it’s
showed in figure 4.8, and a zoom close to the −1 point is shown in figure 4.9. As can
be seen the plot doesn’t encircle the −1 point and is stable. Also in figure 4.10 the
poles and zeros of the loop filter are shown in the worst case for stability to ensure
that the two poles with positive real part are now moved into the left part of the
pole zero plot. Below, as done for the DM case, a table summarizing the stability of
the system for the different corners is reported. For the FS scenario the PM has a
big drop compared with the other cases.

Corner PM

TT 96.97◦

FF 96.78◦

FS 65.87◦

SF 92.76◦

SS 78.8◦

The step response to a variation of the CM reference is also shown in figure 4.11,
where Vcm is the reference. It can be seen that the CM output follow the reference
very closely (399mV and 408.9mV with 400mV and 410mV reference). The peaking
shown in the step response is unusual when compared with the PM of the loop this is
due to the network poles, in fact using an ideal amplifier with high gain the peaking
become an oscillation, since the amplifier used was an ideal gain block this effect is
due to the poles of the network.
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4.1.2 Modulator performances

After looking at the frequency response and stability of the amplifier and the loop
filter simulations to test the performance of the whole circuit were also made. Figure
4.12 show the modulator output along with the loop filter output and the input
of the system. In figure 4.13 the output spectrum of the modulator is shown and
compared with the matlab model. For a differential input of 200mV the modulator
achieve a SNR = 65.3dB consuming only 69µW per conversion. Several simulations
varying the input amplitude were made to plot the dynamic range of the modulator,
figure 4.14.

4.2 Previous circuit version

This project was started by a former PhD student at Lund University, Dejan
Radjen who made this very modulator but with another SOA network and different
amplifier, the circuit that was fabricated had stability issues. In previous circuits the
loop filter and DAC worked fine while this was a first attempt at using a SAR quantizer
in the modulator. It was found that indeed the quantizer was making the modulator
unstable. The measured circuit was unstable, its output swinging from ground to
Vdd, since this problem arose only in the circuit but wasn’t seen in schematic level
simulations the best hypothesis was that the compensation DAC was heavily affected
by parasitic capacitances, which are the most relevant effect when comparing layout
with schematic for this kind of modulator, thus not having the right compensation
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Figure 4.10: Poles and zeros of the SOA network for the FS corner case

the circuit would become unstable. In figure 4.15 the output signal of the modulator
for a zero input is shown, the loop filter and DAC models were schematic level models
while for the SAR quantizer a post layout model was used. The post layout model
takes into account the parasitic contribution of the metal connections, namely the
resistances of the path and the capacitances both from the path and from the close
by metal connections. As can be seen the simulation confirms the result from the
fabricated chips that including the parasitics in the circuit made it unstable. At the
time there was no time to ran a post layout simulation since it’s very time consuming,
also being able to review the issue at simulation level make it possible to solve it, or
we couldn’t have a feedback if the issue is fixed or still there. As can be seen in figure
4.15 the output swings from ground to the voltage reference of the quantizer, an ideal
DAC was used to convert the bits into an analog signal for showing the output and
its reference voltage was set to be equal to the quantizer, and also all the 4bits of
the quantizer are shown and they are randomly changed, even when the input is zero.

The first thing that was checked was the gain on the compensation path as this
was the best clue to why the modulator wasn’t working, the values found where:

Schematic a∗cmp = 0.8

Post Layout a∗cmp = 0.787

Hence the compensation path wasn’t the problem for the instability, even if the value
is different from the calculated one the performance of the system are not affected
by it.



4.3. RESOLVING THE LAYOUT RELATED ISSUE 61

M5: 1.033336us 408.349mV

M2: 1.016267us 412.9555mV

M4: 1.269019us 408.974mV

M6: 821.3043ns 399.1889mV
402.5

405.0

407.5

410.0

412.5

(m
V

)

400.0

(VT("/net07")+VT("/net06"))/2
VT("/Vcm")

1.5 2.0
time (us)

.5 1.0

(VT("/net07")+VT("/net06"))/2

Figure 4.11: Step response of the CM output for a variation of the reference

To find the issue with the circuit all the sub-blocks making the SAR quantizer
were one by one substituted by the post layout model to find if one of them was
causing the problem. Unfortunately changing all the blocks inside the quantizer to
use the post layout model gave a working quantizer, hence the problem had to be
when connecting two or more blocks together. The two critical blocks are the SAR
logic(figure 3.17) and the DACs in the quantizer. When connecting them together
the post layout simulation revealed the instable system. It was nailed down that
when connecting these two blocks together the value at the comparator changed
from schematic to post layout. Figure 4.16 shows how the input of the comparator
changed between the two simulations, this discrepancy made the feedback system
unable to recover leading to instability.

4.3 Resolving the layout related issue

The true reason for the DACs to have different values when simulating them
with post layout models was found to be a glitch with the flip-flop in the SAR
logic. Especially for low input the comparator latch was too slow and caused one
of the flip-flops to generate an high value at the output where it should have been
low and the other way round also. This is critical for the working since the circuit
was implemented with differential architecture and the glitch appeared only at the
negative signal. Hence the values at the comparator inputs were different from the
schematic and also not differential signals, since one bit was correct and only the
negative was wrong. In fact the output of the comparator was found to be more slow
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Figure 4.12: Input signal and outputs from the modulator and the loop filter

for the negative output and the glitch was only on the negative part of the differential
signal. The slowness of the latch was due to the transistors sizing used, W

L = 8
and W

L = 5 for pmos and nmos respectively, while this was working on schematic
level this sizing wasn’t enough to drive the parasitic capacitances effectively to keep
proper functioning of the system. The comparator was then redesigned increasing its
mosfets and making it able to properly drive its load with the parasitic capacitances.
Since small transistors were used inside the SAR logic the critical paths were found
and their temporal margin increased to ensure proper operation.

For instance in figure 4.17 the margin for the second step of the conversion is
shown, in figure 4.18 this is improved. The margin is from when the DAC output is
at the correct value for that conversion step to when the comparator actually start
the comparison, as can be seen with the first version this was about 300ps, improving
the speed of the chain that brings the command to the switch made it possible to
achieve a margin of about 800ps.
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Figure 4.13: Output spectrum and SNR of the modulator with a 200mV differential input,
compared with the ideal matlab model

4.4 Post Layout simulation results

After increasing the latch speed the quantizer was properly working already
in post layout simulations, to ensure this the critical paths were analyzed and in
case their timing improved by increasing the buffers that are at the end and at the
beginning of the paths, this was usually enough to achieve good results. When this
wasn’t sufficient a redesign of that path was necessary. After achieving a good result
overall we also ran a simulation at 105◦, increasing the temperature in fact slows
down all the mosfets hence being critical for the timing of the quantizer. A simulation
of the modulator at 105◦ was made, using the post layout model for the quantizer,
this kind of simulations are high demanding in terms of computational power and
hence there was little time to ran longer ones. The output is shown in figure 4.19, as
can be seen the output has more noise than the normal schematic simulation but it’s
clearly not unstable, which was our goal for this simulation. From the output the
spectrum can be calculated we can see that the performances of the modulator are
lower than the ones at room temperature and the SNR drops to 52dB, still this was
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Figure 4.14: Dynamic range of the modulator

a test to ensure the modulator will work at such temperature not that it will achieve
its full performance. Still from figure 4.20 we can see that the modulator is properly
shaping the noise.

4.5 Performance summary

We briefly summarize the specs of the circuit and its performances. A comparison
between other circuits could be made but since the majority of results found in
literacy refers to measured circuit a comparison would not be fair since the circuit
was only simulated in this work.

Vdd 800mV

Bandwidth 500kHz

Fs 16MHz

OSR 16

SNR 65.3dB

Power 69µW

Active Area 0.09mm2
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Figure 4.15: Modulator’s output with SAR quantizer in post layout simulation showing
the modulator output and zero input(only common mode voltage) and then
the 4 output bits

4.6 Future developments

The layout of the modulator was finished and the chip will be fabricated again
and measured. Below is the layout of the whole chip, including pins and decoupling
capacitances that will be sent to the foundry. On the top part of the layout a buffer
circuit was implemented to bring the outputs of the modulator out to the pads which
are all around the 3 sides of the chip. The modulator is in the center of the bottom
part and all around it are decoupling capacitances.
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Figure 4.16: Different values at the comparator input for schematic and post layout
simulation
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Figure 4.17: Margin for the proper working of the quantizer
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