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Abstract

Based on the notion of a lexicon with default inheritanceddrass the
problem of how to provide a template for lexical represeatet that allows
us to capture the relatedness between inflected word forohsamonically
derived lexemes within a broadly realizational-inferahtnodel of morphol-
ogy. To achieve this we need to be able to represent a whoteohagter-
mediate types of lexical relatedness that are much lessdrdty discussed
in the literature. These include transpositions such aertbev participles, in
which a word’s morphosyntactic class changes (e.g. veradjective) but
no semantic predicate is added to the semantic represeméatil the derived
word remains, in an important sense, a “form” of the basenexée.g. the
‘present participle form of the verb’). | propose a model ihigh morpho-
logical properties are inherited by default from syntaptieperties and syn-
tactic properties are inherited from semantic propersash as ontological
category (théefault Cascade Relatedness is defined in terms of a General-
ized Paradigm Function (perhaps in reality a relation),reegalization of the
Paradigm Function of Paradigm Function Morphology (Stuggf)1). The
GPF has four components which deliver respectively spetidios of a mor-
phological form, syntactic properties, semantic repreg@n and a lexemic
index (LI) unique to each individuated lexeme in the lexicdm principle,
therefore, the same function delivers derived lexemesfieiad forms. In
order to ensure that a newly derived lexeme of a distinct vetaids can be
inflected | assume two additional principles. First, | asswan Inflectional
Specifiability Principle, which states that the form comeonof the GPF
(which defines inflected word forms of a lexeme) is dependerihe spec-
ification of the lexeme’snorpholexical signaturea declaration of the prop-
erties that the lexeme is obliged to inflect for (defined byad#fon the basis
of morpholexical class). | then propose a Category Erastineiple, which
states that ‘lower’ attributes are erased when the GPFdatres a non-trivial
change to a ‘higher’ attribute (e.g. a change to the semagpiesentation
entails erasure of syntactic and morphological informgtioThe required
information is then provided by the Default Cascade, untegsridden by
specific declarations in the GPF. | show how this model caowucfor a
variety of intermediate types of relatedness which canastle be treated
as either inflection or derivation, and conclude with a dedhillustration of
how the system applies to a particularly interesting typ&ardsposition in
the Samoyedic language 3elp, in which a noun is transposed to a simil-
itudinal adjective whose form is in paradigmatic oppositio case-marked
noun forms, and which is therefore a kind of inflection.

TThe discussion of Selkup is based on joint work with Irina dlileva. Early versions of this
paper have been delivered to seminar audiences at the Sitiegf Surrey and Essex. | am grate-
ful to members of those audiences, and to participants itHtP8G 2010Morphology and Formal
Grammarworkshop for helpful comments.
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1 Introduction: Typesof lexical relatedness

There are many ways in which words may be related to each.offiee most
obvious ways are by regular inflection and regular derivatitnflection can be
thought of as a function which maps a lexeme’s representationdex and a set
of morphosyntactic features to a cell in a paradigm, chareetd as a word form
and the same set of morphosyntactic features. Derivationbeathought of as
a function which relates a full characterization of a lexefite basic form, its
syntax, and its semantic representation) to another lexen&ag et al. (2003) two
distinct types of lexical rule achieve these mappings. H@wet's important to
realize that inflection and derivation are just two very $fjietypes of relatedness.
When we consider the full set of possibilities for ways in gfhwords can be
related systematically we find we need a more nuanced agptodbe definition
of relatedness.

Among the commonly observed types of relatedness we carthmfellowing
(other types can be observed in addition to these):

e (contextual) inflection

(inherent) inflection

asemantic transposition

transposition with added semantic predicate

asemantic argument structure alternation

argument structure alternation with added semantic pagalic

asemantic derivation

(canonical) derivation

Contextual inflection is opposed to inherent inflection (tbems are due to
Booij 1994). Contextual inflection refers to inflection whiis not associated with
any addition of content to the lexical representation. &grent morphology on
a syntactic target is a prime example (e.g. the 3sg agreemé&mtglish non-past
verbs). Inherent inflection is inflection which (ultimatelg associated with some
kind of semantic interpretation. The plural and past tensgphmlogy of English
and Dutch which Boaoij cites as instances of inherent inftectire better thought
of as processes which realize feature values on word forrhghvwthen regulate
the way that entire phrases are interpreted semanticaligh #iflection therefore
doesn't involve the addition of a semantic predicate to &bdxepresentation (in
this respect my approach to such matters differs from théysem in, say, Sag
et al. 2003). Clear-cut cases of meaning-changing inhendietction are found
with languages such as Hungarian which have rich case systetading a series
of semantic/local cases, bearing meanings similar to apadipositions in other
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languages. In many instances such case forms have a puradybad function
(they don't function as ‘structural cases’ for instancell #me natural way of treat-
ing them is to say that they add some kind of spatial modibecati meaning, such
as ‘from the inside of (the box)’ or ‘in the capacity of (a shifsee Spencer 2010,
145).

(Asemantic) transposition refers to a type of word whichesgpp to be derived
from a more basic lexeme and which has a different morphcdd’siyntactic cat-
egory from that base lexeme, but which preserves the confahe base lexeme
(see Spencer 2005 for more detailed discussion). A typiangle is an active
deverbal participle. In many languages such a participhetfians exactly like an
attributive adjective, for instance, agreeing in nomirttires with its head noun,
while retaining the meaning, argument structure and sonestieven tense/aspect
properties of the original verb. Because such transpaosittliange word category,
and require the word to be inflected in the manner of the neegoay (e.g. an
adjective rather than a verb) they are sometimes charaeteds a type of deriva-
tion. Yet derivational morphology is principally a way ofeating new lexemes
with the addition of a semantic predicate and (asemantisppositions crucially
add no content to the lexical representation of the baséaliréspect they are less
derivation-like than, say, inherent inflection.

Some transpositions are not entirely asemantic: a pddiamay add nuances
of aspect, for instance, and action nominalizations may &ag# nuances such as
‘name of event/name of process/name of proposition’ andrst{Spencer, 2010).
However, such transpositions are not typical derivatioaktions because it's far
from clear that we are creating an entirely new lexeme. Fstaimce, the Ger-
man nominalized infinitive (or ‘verbal nominal’, Bierwis@009) brings with it
an atelic interpretation which is not found with the basidovéor with alternative
nominalizations inung). But the regularity of the construction makes it look like
a nominalized form of the verb and not like a completely nexemae.

Asemantic argument structure alternations are most falpoepresented by
constructions such as the English passive, or, slightlyenmantroversially, the
English ‘Dative shift’ double object (‘applicative’) alteation. The morphosyn-
tax of these constructions is complicated in English (gesptic in the case of
the passive, zero morphology/conversion in the case ofdhbld object construc-
tion), but in many languages the morphology is perfectlytag Argument struc-
ture alternations may also regularly add a semantic pregicaost famously the
causative alternation. In languages in which these altiemsare regular, lexically
unrestricted, productive and so on it appears to all intantspurposes as though
we are dealing with a type of inflection. Indeed, the morpgglof such alterna-
tions often has the character of inflectional morphologymemy languages (e.g.
Latin, Greek, Sanskrit) it would be perverse to treat a passerb form as a dis-
tinct lexeme from the active verb form. However, where, saysative alternations
are concerned, descriptive practice varies, because thtoadl causative predi-
cate (and the additional causer argument) give the immpnessilexical derivation.
Nonetheless, in the case of truly productive and regulaipimaogy it is perverse
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to regard even the causative as derivation rather than fiiftedt is precisely the
existence of such morphological alternations that makeitiflection/derivation’
dividing line so hard to draw.

Canonical and indisputable derivation adds a semantidqatedto the lexical
representation and hence changes the ontological catefjthrg derived word. As
a result, the syntactic and hence morphological categomhefderived word is
changed. However, we should be aware of the fact that hugissvaf the lexicon
of a language might well be related to each other in a puretpb manner with-
out any regular semantic relationship whatever. Prefixedsvan Indo-European
languages generally (especially Slavic, Greek, Germamsk3i, ...) are a case in
point. It is an indisputable fact about the German verb xithat the vast major-
ity of its members can be analysed as a prefix+stem combimddoreover, these
verbs are constructed from a small number of prefixes anduarestt set of stems.
However, in a very large number of cases (perhaps the magejiending on how
you define ‘lexical entry’) there can be no systematic seioaelation between the
base verb and its prefixed derivates or between the verbhgeddrom a single stem
by different prefixes. Thus the vexersprecheripromise’ is clearly derived from
ver- andsprechern(note the conjugation!) but its meaning cannot be relatetddb
of eitherver- or sprechen Indeed, both stem and prefix are cranberry morphs.
quick glance through any dictionary of German will immedigtconvince you that
this is a general fact about the German verb. Thus, the gramh@erman has to
have a way of recording that fact that verbs are generallgeofdrm (meaningless)
prefix + (meaningless) stem (Spencer, 2001).

Any complete account of lexical relatedness has to have aoivagscribing
these relationships and capturing the fact that they aieaiyp systematic features
of a language’s lexicon. Moreover, the various intermedigpes of lexical re-
latedness make it very difficult to draw a principled distios between any one
pair of types. In particular, there is absolutely no jusdifion in elevating (canon-
ical) inflection and (canonical) derivation to unique typégelatedness. Rather,
in the spirit of the hierarchical lexicon, what we need is g wé characterizing
the individual ways in which words may be related to each mtie ‘factorizing’
lexical relatedness into its components, and defining thiewsintermediate types
of relatedness in terms of sets of choices from among thasg@aoents (Spencer,
2010). However, defining a type hierarchy of lexical relatesst is a relatively triv-
ial task. Much more difficult is building a model of lexicalpresentation which
will allow us to capture such relationships in an expliciaigrmatical description.
This is the task | address in this paper.

2 Paradigm-based approachesto lexical relatedness
| will take as my starting point the assumption that morpbgland hence, mor-

phologically expressed lexical relatedness, is to be défiméerms of a paradigm-
based model of some kind, for instance, the Paradigm Funktarphology (PFM)

326



model of Stump (2001). Paradigm-based (realization@raritial) models of mor-
phology are defined over a notion of ‘lexeme’. In such a modd#lectional
morphology defines the set of word forms which realize varimworphosyntac-
tic properties sets (MSPSs) for a given lexeme (e.g. fRARINT, {print, prints,
printing, printed}. By contrast, a derivational process, say, Subject Norz&al
tion (SubjNom), yields a new lexenrrRINTER With its own inflected word forms
{printer, printers}. These are not word forms of the lexemRINT. In the classical
PFM model inflection is defined by a paradigm function (PF)ckgpecifies the
word forms realizing a given MSPS for that lexeme.

Now, Stump treats fully regular (paradigmatic) derivatiorthe same way as
inflection, at least from the formal point of view. He disces$rivativeAdjective
formation in English, in which an adjective with the meaniagking N’ is derived
from a noun with the meaning ‘N’. In Stump’s account, thisqess is governed
by a derivational featuré. The paradigm function applied to the pairing of noun
lexeme and the featu@then delivers thelesssuffixed form: PF&friend, 6>) =
<friend-less,0>. But this approach leaves several questions open.

1. How do we reconfigure the classical model to reflect thetfetderivation
involves the addition of a semantic predicate, not just #adization of a
morpholexical feature?

2. How do we ensure that the derived lexeme inflects in theompiate way
(i.e. ensuring thatRINTERINflects as a noun rather than a verb, and ensuring
thatFRIENDLESSdoesn't inherit the singular/plural distinction from thade
NOUNFRIEND)?

3. How do we capture types of lexical relatedness internmediatween in-
flection/derivation, especially transpositions, inhéréneaning-changing)
inflection, argument structure alternations?

4. Given point 1, how do we nevertheless account for the Fedtderived lex-
emes often undergo semantic drift while still exhibiting tmorphological
idiosyncrasies of the regular derivate, érgnsmit~ transmissior(of a car),
and often show no semantic relatedness (Gereaspreche)?

| propose a model of lexical representation and lexicaltedidess for use in any
realizational-inferential model which permits us to tradlection, all the various
kinds of derivation, and all intermediate types of lexialhtedness as the result of
the same formal class of operations at a certain level ofatigin. An additional
property is that this model will also define the basic lexieatry itself using the
same formal machinery as that used for defining relatedretasebn distinct word.
Effectively, a lexical entry is defined as a representatitiictvis (trivially) related
to itself.

This model of lexical representation will crucially depemithe idea that lex-
ical entries/lexical representations are in general spmified for default prop-
erties, exactly as argued in Sag et al. (2003). Indeed, Inasghat it would be
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straightforward, in principle, at least, to encode my psgie in some fairly stan-
dard model of the HPSG lexicon. | will not do this however, the following
reasons. First, | am not sufficiently competent in the forsmalof HPSG to do
this. Second, there are important differences betweeninesispects of the pro-
posals | make here and the standard ways of structuringalegitries in HPSG
(not least to do with the role of the Lexeme Identifier or LIC3gS2007) which
require more careful attention than | can give here. Thirgl,aim is to remain
as formally neutral as possible so that my proposals can pkimented in other
frameworks that might deploy similar apparatus (specificdefault inheritance)
and a detailed formalization might hinder such ‘crossfptat’ comparison.

3 Lexical representations

| assume that a lexical representation is at least a fouewiional object as in (1):

1) [[STEMO /draw/
FORM STEM1 /drew/
STEM2 /draw-n
| MORCAT Verb
[SYNCAT VERB
SYN SYNC

A-STR  (SUBJ, OBJ

SEM [Event DRAW(X,y)]
LI DRAW1

The Ll is the Lexemic Index, an arbitrary label unique to eledeme. The LI has
much in common with Sag’s (2007) notion of Lexeme IdentifldD, the main
difference being that the LI in my model is not tied to senmangpresentations in
the way the LID is. In fact, the LI is best thought of as a unidquteger function-
ing much like a ‘key’ in a database, serving to identify eaepasate lexeme and
hence acting as a record of our decisions on how exactlydegidries are individ-
uated. For instance, we may ask ourselves whether two data@nings of a word
constitute mild polysemy or frank homonymy. For instanaggsithe wordbLAY
represent one lexeme or two in the contexiplay chesandto play socce? In
the former case the verb would have the same LI in both usake ifitve decided
to treat this as two separate verbs we would give it two distifs.

Note that | have furnished the representation in (1) withtaibate [MORCAT
Verb], in addition to a syntactic attribute [SYNCAT VERB]h& reason for this ap-
parent profligacy of feature marking is that we frequentig fimsmatches between

1] assume without comment that ‘past tense’ forms in Englighraally morphomic stems, here
‘STEMZY'. For one thing, this is the only way to make sense efftict that theedform of a regular
verb realizes three entirely different functions: passemperfect participle, passive participle.
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syntactic and morphological category. A natural histonsafme of these is pro-
vided in Spencer (2002, 2005, 2007). For instance, in SpegR€92) | discuss
instances in which a noun is derived by conversion from aectidle but retaining
the morphology (and even some of the morphosyntax) of thhatte. A German
example would be the noulingestellte(rfemployee’, which is formally an adjec-
tive (though one which itself is derived by transpositioonfra verb, as a passive
participle). By default, of course, a word inherits its moofogical category from
its syntactic category.

The semantic representation follows the practice of asthoch as Jackendoff
(2002) in representing explicitly the ontological categdt seems reasonable that
such information about a lexeme should reside in its semaefiresentation. Of
course, in the default case the ontological category of amakical class will
determine the syntactic category, after the manner of tbiéconal’ theory of word
classes (Lyons 1966, Spencer 2005). For the mapfihgsy=- noun,Property=-
adjective Event=- verb this is fairly obvious (though | don’t pretend to unders
how to characterize the ontology object ‘Property’). Fdrestcategories the map-
ping is less clear. In Jackendoff (1990) the catedelacegenerally corresponds
to a prepositional phrase (he is discussing English exaiydibut a simplex word
denoting a place, such &sance or homeis likely to be a noun (or sometimes
an adverb) in English. In many languages with a spatial itiieal case system,
inflected forms of nouns can denote places.

4 The Default Cascade

As should be obvious from the previous section | take it asasvthat the mor-
phosyntactic properties of a given level will, in generatide from the properties
of the SEM representation by virtue of default specificatiarword denoting an
ontological Event will, by default, be a syntactic verb whiwill, by default, be a
morphological verb. | enshrine this observation in Brefault Cascadeillustrated
schematically in (2):

(2) The Default Cascade (illustrative)

SEM=[zyent Z<...>] = SYNCAT=VERB
SEM=[cyent <X, Y, ...>] = A-STR=(SUBJ, OBJ, ...)
SYNCAT=VERB = MORCAT=Verb

and so on.

The principle of the Default Cascade runs through the natidexical entry:
for example, in many complex inflectional systems we find thgiven lexeme
is inflected over a whole series of stems (see Aronoff 199d4m$t2001 for an
extended justification of the stem notion in inflection andw@gion). The normal
expectation is that each stem inflects according to one amddme inflectional
class (i.e. a second conjugation verb can be expected tsétakad conjugation
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inflections throughout its paradigm). Of course, this, bikey default in the cascade
can be overridden, either in the lexical representati@ifits by a rule.

An important assumption about lexical entries that | shaliaking is that an
inflecting lexeme is associated withnaorpholexical signaturém-| signature), a
declaration of the MSPS which that lexeme (must) inflect$arch an assumption
seems to be implicit (and sometimes explicit) in most dismrs of lexical entries
and it's difficult to see how we could engineer inflectional rptmlogy without
it. When we come to consider more subtle cases, includirigdesepresentations
which deviate from default mappings in various ways, we fiilll that specifying
such a declaration of MSPSs is far from triiaFor the present we can take the
specification of MSPSs as part of the Default Cascade.

5 Generalizing the Paradigm Function

Recall that canonical derivation crucially creates a dggtiexeme (with distinct
LI) by adding a semantic predicate. | therefore generalizedefinition of PF: a
Generalized PF (GPF) maps an entire lexical representgtiB@RM, SYN, SEM,
LI >) to another lexical representation. The GPF is an ensenfilideiocomponent
functions, form, fsyn fsem fii. Each function is defined over an ordered pairl,
{set of featurep>.

For ‘pure’ (i.e. contextual) inflection the GPF is non-talonly for the FORM
attribute. For the SYN, SEM, LI attributes it is the identitynction (relation). For
instance, the English GPF for Xs = 3sgPresindic of any (natat)overb, with LI
VERB, root form X (i.e. StemO(ERB)), will be informally represented as in (3)
(this is essentially identical to the PF in the classical elpd

(3) frorm(VERB, {3sg}) X-s
fsyn(VERB, {3sg}) identity function
fser{ VERB, {3s0}) = identity function
fi (VERB, {3sg}) identity function

The role of the m-I signature is made explicit in finflectional Specifiability Prin-
ciple, (4):

(4) Inflectional Specifiability Principle (ISP)
The form component of the Generalized Paradigm Function maps a set of
forms to cells in the property paradigm defined by the lexemesrpholex-
ical signature.

The effect of the Inflectional Specifiability Principle isatha bare lexical entry is
uninflectable. This is because a bare lexical entry for a-inetlaved lexeme lacks

2See Spencer (2002) for detailed discussion. Some of theatisies | have in mind are discussed
under the rubric of ‘paradigm linkage’ in Stump (2006).
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a morpholexical signature and hence by (4) cannot (yet) fiecied?

For (regular) derivation, GPF non-trivially maps all fowngponent represen-
tations of the base lexeme to distinct outputs, includingraithed semantic repre-
sentation, addressing Q2 above. Thus, for the SubjNom gsageplied tovRITE
we might have (5):

(5) GPF for SubjNom process bgr-suffixation (preliminary formulation):

frorm(WRITE, {SN})

StemOWRITE) & er
= MORCAT =N
(by Default Cascade, from SYN)

SYNCAT =N
(by Default Cascade, from SEM)

[thingPERSON, X, such that WRITE(x, ...)]
WRITER

fsy(WRITE, {SN})

fserd WRITE, {SN})
fi (WRITE, {SN})

where{SN} is a (morpholexical) feature which defines the SubjNom i@taiand
StemO(VRITE) is the root form of the lexem&RITE.

At this point it is worth considering where such a model lieStump’s (2001)
classification of morphological theories. Stump dividesphological models us-
ing a ‘realizational/incremental’ axis and a ‘lexical@néntial’ axis (Stump, 2001,
1-3). The classical morpheme model is lexical and increatemhorphemes are
stored lexical representations and the form/meaning ofrgptex word is obtained
by ‘summing’ the forms/meanings of the component morphermasadigm Func-
tion Morphology is realizational/inferential: rules rezal feature bundles (they
don’'t add any content to the representation) and they do sthemasis of de-
fault inheritance logic, by permitting us to infer the forrhame word on the basis
of the forms of other words. A example of a model which is iafdial-incremental
is Aronoff’s (1976) model of word formation expressed imterof word forma-
tion rules. Some of the Generalized Paradigm Functionsl thizll be appealing
to do not fit neatly into Stump’s typology. This is becauseythave the charac-
ter of a inferential-realizational system at the level of/8® but the character of
inferential-incremental systems at the level of SYN or SEresentations. Thus,
for classical derivation such as that illustrated in (5) filmections e, fji are ‘in-
cremental’ while {m remains ‘realizational/inferential’. (See below fgyf)

I now refine the notion ‘lexical entry’. Many words are likAw in that they
are distinct homonymic lexemes which share the same (il@egonorphology. |

3Strictly speaking, of course, it is only word classes thétein that are obliged to have a m-|
signature, and it is only languages that have inflecting vadadses that are obliged to make any
reference to m-I signatures and the ISP. This means that pletarand universal theory of lexicon
has to type grammars, and word classes within grammars)féecting’ or ‘non-inflecting’, so that
the m-I signature is defined only for the inflecting type. Measide this consideration, noting that
it raises a number of interesting conceptual and definitimsaes.
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represent this sharing of properties by permitting the FOBMN, and SEM at-
tributes of the basic lexical entry to be defined over setslsfrather just a single
LI. Thus, for a verb such asrRaw, which has the same (irregular) morphology
in both of its (unrelated, homonymous) meanings, the FORdp@rties are given
by fiorm({DRAW1, DRAW2)} = {draw, drew; drawn}, while the SEM attributes for
each meaning are defined separatelgr{brAW1) = MAKE_ GRAPHITE. IM-
AGE_ OF(x,y), but fen{DRAW2) = EXTRACT(X,y) (or whatever). Similarly, exact
synonyms share SEM values but have distinct FORM entries. StibjNom pro-
cess can now be written more generally as (6), where X=Sten®HX):

(6) from(WRITE, {SN}) = Xer
= MORCAT =N
fsylWRITE, {SN}) = SYNCAT =N

fser{WRITE, {SN})
fii(WRITE, {SN})

[ThingPERSON, X, such that WRITE(X, ...)]

WRITER = SN(WRITE)

In (6) | reflect that fact that the SubjNom process is regutar @aradigm-driven by
defining a derived LI, obtained by applying the SN featuréntoliase verb’s LI, so
that for any verb, with LVERB, which has a SubjNom, the LI of that SubjNom wiill
be SN{ERB). For irregular SubjNoms such &ty (an aircraft)~ pilot’, SN(FLY)

is defined suppletively a=LOT. | now assume the Category Erasure Principle, (7):

(7) Category Erasure Principte
Assuming the ordering SEM SYN > FORM, any GPF which alters a
categorial representation automatically deletes thegoagespecification
of lower attributes.

By the Inflectional Specifiability Principle it is imposs#bto inflect a lexeme with-
out a m-I signature and the m-I signature requires a morglualecategory spec-
ification. Hence, the output of a category-changing GPF abe inflected until
the Default Cascade applies so as to redefine the SYNCAT/M&IR@Iues of
the deverbal nominalization as ‘N/Noun’. Note that ‘catggohanging’ may re-
fer to purely morphomic categories such as ‘perfect steor iffstance, where its
inflectional class is different from that of the lexeme as al@)y so this prop-
erty is not specific to derivation. (Of course, any value carrdspecified by the
GPF itself in the case of non-default category specificatjomhus, application of
GPF{RITE, {SN}) in (6) will erase SYNCAT, MORCAT specifications and the
Default Cascade will redefine these, furnishing the derieséme with the m-|
signature of a noun (Qf).

4For morphology which Stump calls ‘headed’ this categoriakare doesn't apply. For instance,
asemantic prefixation aftandby under preserves the morphological irregularity of the base .verb
assume with Stump that such cases are structurally di$torat say, SubjNom, so that in effect the
prefixed derivative inherits the inflection of the unprefixedeme.

332



For transpositions the GPF changes just the FORM, SYN at##h(Q3). In
(8) I give the representation for the Russian partickgienandujus- from the verb
komandovat ‘to command (e.g. army)’. All forms of the verb, includingeth
participle, take an instrumental case marked complemené& participle inherits
that property from the stipulation in the lexical entry foetverb as a whole:

(8) frorm(VERB, {ActPart}) = StemOyERB, {ActPart)
@ jusc
fsyn(VERB, {ActPart)
SYNCAT(VERB, {ActPart})
A-STR(VERB, {ActPart)
(= < subj, obj[instr}> by default)
fsen{ VERB, {ActPart)
fi (VERB, {ActPart})

A
identity function

identity function
identity function

The representation in (8) correctly makes the participlerenfof the verb lexeme,
retaining the verb’s a-structure, but stipulating the de8YNCAT=- A (hence,
by the Default Cascade, MORCAF Adj)).

To summarize the lexical machinery: a morphological precesch as inflec-
tion, derivation, transposition, ..., is defined as a set appings over the set
<FORM(LI, {feature$), SYN(LI, {feature$), SEM(LI, {feature$)>. Represen-
tations must be furnished with a m-| signature to be inflectéde CEP and the
Default Cascade guarantee that categorial features aeéimed appropriately in
the regular cases. For instance, the Russian present @etitieiple transposi-
tion in (8) results as follows: ThéActPart property is defined as part of the m-|
signature of a verb, hence GREB(MANDOVAT’, {ActPart) is well-defined. The
functions fem fji are the identity functions, as is the A-STR componentspf f
(fsyna-str), thus guaranteeing that the subcategorization “obj ¥.iesse” is inher-
ited by the participle. The GPF maps the SSBNNCAT value to A, overriding
the default SYNCAT=V. FORNMMORCAT category information is thereby erased
by the CEP and the Default Cascade specifies MORCAT=Ad] aspkwifies the
m-| signature accordingly (in fact, placing the particijiethe default adjectival
inflectional class).

Given this machinery we can now represent the basic lexitay ®f a lexeme
as a kind of trivial GPF where the set of triggering properteeempty{e}. Hence,
for WRITE we have (9):

(9) fiom(WRITE, {€}) = StemO@RITE, {e}) = rait
= Steml@RITE, {e}) = rout
= Stem2WRITE, {€}) = r1it-n

fserd WRITE, {€})
fii (WRITE, {€})

[EvenWRITE(X,Y)]
WRITE

SYNCAT=V, MORCAT=Verb and the m-I sighature are given by befault Cas-
cade. The specifications for Stem1, Stem2 will override thn$ otherwise pro-
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vided by regular inflection, namelyraitod}. The specification ‘identity func-
tion’ in (8) is now interpreted to mean that, e.ggyf.sv(VERB, {ActPar§) =
fsyria-su(VERB, {€}). This will be given by default, since the GPF will not itself
specify a value ford;asu(VERB, {ActPart).

We now obtain the result that the output of regular, categbignging deriva-
tion is equivalent to the lexical entry for the derived lexenin other words, we
can show that;ff(wRrITE, {SN}) = f; (SN(WRITE), {e}) and so on for the GPF of
WRITER generally. The Default Cascade will furnish the m-| signatxequired to
inflect the new lexeme without the need for further machinkryhis way we fully
answer Q1.

Derivational ~ morphology  frequently  defines  multiply  pays
mous/homonymous lexical entries that have non-compasiticcemantics or
other irregularities. Thus, alongside regulaendlesswe find adjectives such as
clueless, priceless, hopeless, In.ordinary Englisicluelessalmost always means
just ‘stupid’. In such a case the SEM and LI attributes aregivgn by applying
all four PrivAdj functions to the LicLUE. Rather, we have a ‘lexical referral’,
under which the regular output of the PrivAdj process seag&s ‘redundancy
rule’ specifying the form, but not the meaning, of the dediwgord. Thus, the
SEM attribute ofCLUELESS is lexically stipulated to be STUPID(x) and the LI
is CLUELESS (NB not PRIVADJ(CLUE)!) but the FORM attribute can be defined
as form(CLUELESS €) = fiorm(CLUE, {PrivAdj}). This fractionation of form
from meaning is particularly valuable when semantic dniigerves idiosyncratic
allomorphy €ar transmissiop(Q4). The existence of non-compositional derivates
doesn't prevent the standard defaults associated wittABrifrom applying, to
give additional entries with the compositional (if lessli®) meanings ‘lacking a
clue/price/hope’, alongside the more frequent meanings.

There is an important class of derivational categories whantradict the De-
fault Cascade. In many languages an adjective can be cedviatb a noun syn-
tactically while remaining an adjective morphologicalior instance, the Russian
adjectiveBOL’NOJ ‘sick’ converts into a noun meaning ‘(doctor’s) patientyiis
onymous WithPACIENT). Itis easy to show that the derived noun is a noun and not
an adjective modifying a null noun. Moreover, the semargjoresentation of the
noun is distinct from that of the adjective because ‘X is agrait doesn’t entail ‘X
is sick’. Yet the converted noun inflects exactly like thesative® and it is the ap-
parent target of agreement processes, just like the otigdjactive. For instance,
it obligatorily has feminine gender forms when the refelisrfemale and it takes
genitive plural inflections when modified by numerals 2—feathan genitive sin-
gular inflection$. Now, if the derivational process creating the n@o1’NoJfrom
the homophonous adjective were well behaved it would fdneeatdjective root to
inflect like a noun, by virtue of the CEP, (7). That principlaish therefore be

5Unlike what we see in many Indo-European languages, thei@®uasjective inflectional class
is significantly different from that of any noun class.
8Compare the similar mismatch with German nouns suchraseESTELLTE(R) mentioned above.
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circumvented by means of a ‘referral’ written into the caisien process, which
effectively defines the m-| signature of the derived noundddentical to that of
the base adjective lexeme, despite the fact that syntgtibe derived word is a
noun in all respects, except for its ‘agreement’ propertresuns, of course, are
never the target of agreement, they are agreement consjolle

We noted that inherent inflection can add a semantic prediocahe semantic
representation of the inflected lexeme, as though we weledeasith derivation.
For instance, many of the ‘semantic’ case suffixes in langsiaych as Hungar-
ian have no grammatical role but act effectively like PPs nglish. Thus, the
suffix -ként ‘as, in the capacity of’ has no function other than to additheHE
CAPACITY OF predicate to the base noun semantics. Rantsatisfies all the mor-
phological properties of a case suffix and cannot be saiceiemr distinct lexeme.
It is therefore part of the inflectional system (Kiefer, 198000). Such inherent
inflection can be distinguished from derivation by allowithge f;em, function to
introduce a semantic predicate while definipgaé the identity functiod. Enter-
tainingly, it is difficult in the generalized model to deciddether some highly reg-
ular non-category-changing derivation might be inherafiection. For instance,
shouldunhappy re-print be treated a§AdjPol:Neg}, { Asp:Repe} inflected forms
of HAPPY, PRINT or as derived lexemes which preserve SEM category and hence
escape the CEP? This indeterminacy accurately mirrorshihldreess of the intu-
itions of linguists and especially of dictionary writerssach cases.

I conclude with a particularly interesting case of lexicalatedness found
in the Samoyedic (Uralic) language, Selkup. In their gramofahis language
Kuznecova et al. explicitly point to the pervasiveness afs$positions in Selkup
morphosyntax and describe a wide variety of transpositipracesses under their
heading of ‘representationfédpresentaciji thus a noun transposed to an adjective
(a relational adjective) is the ‘adjectival representatiof that noun (Kuznecova
et al., 1980).

Selkup nouns share the general structure of Uralic nounavimy three suffix
position slots, for number ([Numbésingular, dual, plural and collectiyy, pos-
sessor agreement ([PossAgrerson/numbeéd) and case ([Casénominative, ac-
cusative, genitive, instrumental, caritive, translatigeordinative, dative-allative,
illative, locative, elative, prolative, vocatiy. The three features are paradig-
matic, i.e. the values of [Number], [PossAgr], [Case] ardually exclusive. A
typical example of a fully inflected noun is shown in (10) (Kezova et al., 1980,
201):

(10) qoi-i:-nyt-ko:lyk
leaderPL-2PL.POSS-CAR
‘without your(3+) leaders (3+)’

In addition to these clearly inflectional forms, there aree¢hmajor ‘adjectival

"Whether and how the CEP is deployed depends on the individogshologies of the languages
concerned.
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representation of nouns’. These are denominal forms dehyesuffixation:
(11) Adjectival representations of Selkup nouns

associative representation kana-l ‘dog’s, pertaining to dogs’
similitudinal representation alako-55al‘similar to a boat’
locative representation a-qyl”  ‘located in the/a house’

The adjectival representations of nouns serve for ativibunhodification. Unlike
canonical inflection, the similitudinal and locative reggatations add semantic
content to the noun denotation, essentially creating eesgmtation of the form
SIMILAR _-TO(N) and LOCATEDIN(N). The semantics of these predicates means
that such a word will denote a property as well as denotingbgech

Here | focus on the similitudinal representation of nounsiziecova et al.
(1980) make a clear distinction between true adjectivesaaljettival representa-
tions of nouns in terms of their morphosyntax. The two typessamilar in that
both can function only as modifiers and do not differ in theiteenal distribu-
tion, but adjectival representations of nouns are analyzegart of the nominal
paradigm (and hence, are in this sense inflectional). Thaatrdifference is that,
unlike true adjectives, the associative and similitudiadjlectival representations
have (inflectional) possessive forms. Thus, in additiorhtodssociative form of
the unpossessed nouaqly sledge’, qaqly-1” ‘pertaining to a sledge’, we have
forms such asjaqly-nr:-1” ‘pertaining to oupu sledge’ andqaqly-ntyty-1” ‘per-
taining to their.(3+) sledge’, wherar- and-ntyty- are possessive affixes.

(12) (mat)porra-ny-Sal  qum
|.GENSize-15G-SIM man
‘man of my size (lit. man similar to my size)’

Although it is not itself a case suffix in any traditional serms the term, the simil-
itudinal belongs functionally to the same set of suffixestas dase suffixes. It
should therefore be treated as the output of an inflectioraigss, on a par with
case marking, but deriving a word which shares some of thegpties of an adjec-
tive. Not surprisingly, there is no traditional term forghype of lexical relatedness
so | shall call it an ‘inflectional transposition’. In the easf the similitudinal it is
an instance of meaning-changing inflectional transpasitio

(13) a. GPF{LEDGE <sg, unpossessed, associatiye

maps to
FORM: qgagly- gagly4
SYN: N A*N*|
SEM: [SLEDGE(x)] [SLEDGE(x)]
LI: SLEDGE SLEDGE
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b. GPFELEDGE <sg, 2pl.possessor, associatije ‘pertaining to
your(pl) sledges’

maps to
FORM: qgagly- gaglynty-ty4
SYN: N A*N*|
SEM: [SLEDGE(x)] [SLEDGE(x)]
LI: SLEDGE SLEDGE

The syntactic representations are meant to reflect thattfatthe base noun com-
ponent is to some extent syntactically accessible in sorsesoaf transposition of
this sort — in Selkup, for instance, the noun can be modifiet @v the ‘adjectival
representation’ as in (12). A more detailed descriptionavf this can be achieved
is given in Spencer (1999), and for detailed discussion pegific example of this
kind of category ‘mixing’ see Nikolaeva (2008).

Finally, we must account for the fact that the transpositiomeaning chang-
ing, so that the GPF adds a semantic predicate to the infhatticansposition,
without, however, changing the lexemic status of the output

(14) GPFELEDGE <sg, 2pl.possessor, similituding) ‘similar to your(pl)

sledge’
maps to
FORM: qagly- gaglyn-ty-ssal
SYN: N A*N*|
SEM: [SLEDGE(X)] [SIMILAR_TO(X, y)[SLEDGE(Y)]]
LI: SLEDGE SLEDGE

6 Conclusions

| have argued for the need for a formal model of lexical relagss that is capable
of capturing all the attested types of lexical relatedneifisout having to shoehorn
intermediate cases into categories of inflection or dadmat Once we take into
account the full richness of lexical relatedness crosgistically it becomes im-
mediately apparent that we need an enriched conceptiore afidly lexical entries
can be related to each other. This is especially evidentdrcéise of the Selkup
inflectional transpositions, but even for the much commaiteiation found with,
say, deverbal participles or (purely) relational adjeztivsome machinery such as
that proposed here will be necessary. As a result we can ctstAnonical inflec-
tion and canonical derivation as the output of the same fboperation, the Gen-
eralized Paradigm Function. This is an important resultéatizational-inferential
approaches to morphology because it means that we no loagetddraw a strict
(if implicit) distinction between inflection and derivatio That distinction is all but
entailed in classical paradigm-based realizational apgres (of a kind which are
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presupposed, for instance, in Sag et al. 2003 and Sag 2007 arserious imped-
iment to finding a unified model which doesn’t have to make detefy arbitrary
and unmotivated choices in the case of intermediate typésxifal relatedness.
In effect, the GPF states that a form of the vefaNT such agrintedis lexically
related to a form of the derived lexerreINTER (say, printers), but only distantly.
Moreover, the notion of lexical entry itself turns out to bepecial case of lexical
relatedness as defined by the GPF.

My proposals hinge on the idea that information common tess\different
types of lexical entry can be factored out in the form of a ditfenheritance hi-
erarchy. A crucial innovation in my approach is the use ofdis$ to define the
morpholexical signature of a lexeme, together with the qipile of Inflectional
Specifiability and the Category Erasure Principle. Thelssvals to define (canon-
ical) regular/productive derivational morphology as ariaof lexical relatedness
which is semantically driven: the change in semantic reprisdion mediated by
derivation entrains natural changes in the rest of the sgmtation by default. The
use of this simple set of devices thus permits us to captuiiamof ‘overwrit-
ing’ inherent in derivational processes, without losinghsiof the fact that most of
the changes are predictable. It is even possible to provitgwaal description of
polysemy due to lexicalization, as ahueless(which, of course, would render the
standard model relational rather than functional).

The proposals are formally non-trivial, and future work triegus on estab-
lishing a secure formal basis for these types of representand integrating them
into a fully-operational grammar fragment.
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