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1 The Location of Deponency

Matthew Baerman (Surrey Morphology Group, University ofr&y)

1.1 Introduction

Deponency is a mismatch between morphosyntactic valuesnarghological form
which was first described for Latin. Thieponentof Latin are verbs which are mor-
phologically passive but nevertheless behave syntalgtiaalactive verbs. For example,
contrast the normal ver@mantamanturin (1) with the deponent verbortanturin (2).

(1) quae ex se natos ita amant adquoddam tempus
which~.pL from selfasL bornacc.pL thuslove.3L to certainacc.sG timeacc.sc
et ab eis ita amantur

andfrom themast thislove.3L.passIVE

‘...which [animals] thus love theirfEspring for a certain time and thus are loved
by them. (CiceroDe Amicitig Chapter VIII)

(2) me=que hortantur ut magno animo sim
meacc=andexhort.3L thatgreatasL.s spirit.aBL.sG be.lsG.suBs

‘...and they exhort me to be of good courage’ (Cicero, Efastad Atticum, book
11, letter 6}

In (1) the verb ‘love’ illustrates the regular alternatioativeen the active forrmmant
and the passive forrmmantur In (2), the verb ‘exhort’ hortantur, has the same end-
ing as the passivamantur but is active (and transitive at that). The alternation in
(1) is productive, available to any transitive verb, whilepdnent verbs such dwr-
tor are an exceptional, lexically-specified class. This prssan obvious challenge
to morphological description: passive morphology has arcfanction for the major-
ity of verbs, but in some cases it has the opposite functioralternatively, no func-
tion). Further, since Latin passive morphologically isHiygheterogeneous (varying
for person, tense-aspect-mood, etc.) this mismatch mustybematic, and cannot
be attributed to the quirky behaviour of a singlg» But in spite of the fact that
deponency has been a familiar notion since Classical tines, only recently that

*Thanks to Greville Corbett, Dunstan Brown and Andrew Hifmyigor helpful discussion, as well as
the audience at the second YEMM meeting. This work has begposted by the Economic and Social
Research Council under grant number RES-000-23-0375.

1This example was found using the Perseus Lookup Tool vig/pw.perseus.tufts.edu
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2 The Location of Deponency

its ramifications for our model of morphology have been seslp considered (e.g.
Borjarset al. 1996, Corbett 1999, Embick 2000, Sadler and Spencer 20052002,
Kiparsky 2005, Bobaljik and Branigan forthcoming. As yedtfis no consensus on what
the correct formal representation of deponency should lisek In this paper, | consider
the question of how deponency is defined in a lexical entryteims of morphosyntac-
tic values, or in terms of forms? To this end | look at some etspef the familiar Latin
paradigm, focussing particularly on semi-deponents, esdeponency is restricted to one
portion of the paradigm. | then look at comparable phenonfiema other languages to
see if they resolve the unanswered questions.

1.2 The Latin Paradigm

An abridged synopsis of the Latin verbal paradigm is give3n Only third singular
andor masculine nominative singular forms are given, and onky conjugation class is
considered (the third). Nevertheless, this brief sketduicient to make the necessary
points.

(3) Normal verb ‘rule’ and deponent verb ‘follow’

‘rule’ ‘follow’
active passive active form passive form
A | PRES IND reg-it reg-itur sequ-itur
IMPERF IND reg-€ebat reg-€batur sequebatur
FUT IND reg-et reg-etur sequetur
PRES SUBJ reg-at regatur sequatur
IMPERF SUBJ | reg-eret reg-eetur sequ-eetur
IMP PRES reg-e reg-ere sequ-ere
IMP FUT reg-io reg-itor sequ-itor
INF PRES reg-ere regd sequ
B | pErRF IND rex-it rect-us est seat-us est
PLUPERF IND | rex-erat rect-us erat seat-us erat
FUT PERF rex-erit rect-us erit seat-us erit
PERF SUBJ rex-erit rect-us sit seat-us sit
PLUPERF SUBJ | rex-isset rect-us esset seat-us esset
INF PERF rex-isee rect-us esse sewt-us esse
| C | PART PERF J— rect-us | [— seait-us
D | supiNE rect-um —_— seat-um —_—
INF FUT rectur-us essg —— seait-ur-us essg ——
PART FUT rect-ur-us —_— seat-ur-us —_—
PART PRES reg-en-s —_— sequen-s —_—
GERUND reg-endr —_— sequ-end- J—

| have divided the paradigm into four sections (from 4A to 4logording to the distribu-
tion of forms between active and passive.

(4) A. Active and passive are synthetic, and both formed ftioepresent stem.
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B. The active is synthetic, formed from the perfect stem,levthe passive is
periphrastic, consisting of the perfect participle (basadhe supine stem)
plus the copul@uxiliary ‘be’.

C. There is only a passive form (the perfect particigle).
D. There are only active forms (based on the supargresent stem).

Deponent verbs have only passive forms, where these aralaea(4A, 4B, 4C); other-
wise, they have active forms (4D).

1.3 Analyses: rules versus underspecification

Two approaches have been taken to the description of depgrtesating it either as the
result of a rule (Sadler and Spencer 2001, Stump 2002) oeastfilex of the static lexical
specification of stems andfixes (Embick 2000, Kiparsky 2005).

The rule-based approaches depend on the distinction betasegntactic paradigm
and a morphological paradigm; i.e. the paradigm of morphtyic values (the syn-
tactic paradigm) and the paradigm of inflected forms (thephological paradigm) are
construed separately. By default, the two paradigms argroent, but mismatches are
possible, and deponency is a kind of mismatch. Sadler anac8p€2001:91) express
this through the rule of referral shown in (5):

(5) Ifalexeme L is marked [Class:Deponent] then for all fieatsetsr,
if [Class:Deponent:FullE o then [m-Voice:Active]= [m-Voice:Passive]

That is, for deponent verbs, the active cells of the morpdiold paradigm take their form
from the corresponding cells in the passive morphologieaagigm. Stump (2002:173)
expresses the mismatch in terms of paradigm linkage shod):in

(6) Deponent [If L:[Primary root = R]
and MPR4in(<R, o/{passive}>) = <W, o/{passive}>,
then SPExin(<L,0 >) = <W,0 >]

That is, the active values in a lexeme’s syntactic paradigeneaceptionally linked to
the corresponding passive cells in its morphological ggrad Although the two pro-
posals are technically distinct (Sadler and Spencer’siPffle involves the relationship
between two morphological paradigms, while Stump’s (2008 involves the link be-
tween a syntactic paradigm and a morphological paradigm}, are in the same spirit,
based on the assumption that morphology is autonomous,hadhte relationship be-
tween meaning and form must be stipulated.

2In a few verbs, the perfect participle has an active seaskl escogrow up’, cenodine’, placeo
‘please’,prandeo’have breakfaglunch’, p otodrink’, and, optionally,j uro‘swear’ (Bennet 1942:78)

3By default, the future active participle (and the futureritive which is formed from it) is based on
the supine stem. In a few verbs, though, it has a distinct,stegn the supine stems lav are'wash’ and
parere‘bring forth, bear’ ardaut- andpart-, but their future active participles have the stdensat-urand
parit- ur-(Bennet 1942:82).

4This is an abbreviated version of the rule they give, ongttieference to the semi-deponents, which
are instead discussed below.
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In reaction to such proposals, Kiparsky (2008ecs an alternative analysis based on
the rejection of manipulative devices such as rules of rafer of paradigm linkage.
In this model (in the framework of Lexical Morphology), theflectional paradigm is
construed as that which falls out from the compilation of skettic Iexical properties of
stems andfiixes, and deponency is seen as a by-product of underspaotiicktparsky
proposes that both verb stems and endings may be markedefdedture fpassive].
Specification for this feature must be compatible betweem stnd ending. The stem of a
normal verb is underspecified for this feature, and so is @tiile with both fpassive]
and [-passive] endings. This is said to account for the distrdsutf forms in most of
the paradigm (Kiparsky’s examples are drawn from sectiahslled A, B and D in (3).
Kiparsky’s account is summarized in (7):

(7) A. There are both{passive] endings and-passive] endings, yielding the op-
position between active and passive forms.

B. There are fpassive] endings, which yield active forms. The periplhcast
passive forms, by contrast, are underlyingly unmarkedfpagsive], being
associated both with underspecified endings and with anrapéeified aux-
iliary. Thus, they could, in principle, function both in a& and passive con-
texts. However, by the principle of ECONOMY (i.e., a morpigitally sim-
ple form prevails over morphologically complex form), thenthetic forms
with the [-passive] endings block the periphrastic forms in activetexts,
so the underspecified periphrastic forms are restricteddsipe contexts.

C. The endings are unmarked farfassive]; the whole form is thus underspec-
ified, and functions as active by default.

Deponent verbs, by contrast, are lexically specified+gmfsive], and so combine only
with [+passive] or underspecified endings. This accounts for therade of active forms
in A and B on the one hand, and on the other hand for the acakgytabactive forms in
D, since these endings are underspecified.

However, this model fails to account for the whole paradighhere are two prob-
lems? First, the assumptions underlying the account of B and D ateompatible. In

5There are two more problems which, though they do not relaéetly to the issue at hand, do cast
doubt on the putative advantages of Kiparsky's (2005) aisly

First, Kiparsky asserts that his model of feature valuepwauis for the gap in the perfect passive
paradigm. That is, iexplainswhy the perfect passive uses periphrastic forms (whichnfithe gap), while
an approach such as Sadler and Spencer’s (2001) or Sturfp2®)(Enerely stipulates that this portion of
the paradigm uses periphrastic forms. On the assumptidrthbavalue ‘perfect’ is a composite of the
values ‘present’ and ‘past’, he argues

If the ‘periphrastic’ perfect is a semantically complexegadry, then it follows that the mor-
phologically simple synthetic perfect is a portmanteaualtiolds those categories together.
And that makes immediate sense of the gap in the morpholqzacadigm in (14) [the miss-
ing perfect passive forms; MB]: the missing synthetic perfeassive ending would express
the three featureskesent, past, andrassive, which would have made it the ontyiple port-
manteau in (14). As is well-known, morphological complexg one of the factors that
typically determine the distribution of gaps in paradigrAssynthetic perfect passive is ob-
viously not impossible, buf there is a gap in the paradigm, this is a likely place for it to
occur. (Kiparsky 2005:126)
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the account of B, it is assumed that an underspecified formasage over active and pas-
sive functions; the fact that the underspecified forms as&rioted to the passive is due
to blocking. But the forms in D are also construed as undeifipd, and so should like-

wise range across both active and passive contexts. Instesdare restricted to active
contexts.

Second, nothing in this model explains the behaviour of € pssive participle. This
is the same form which serves as a component of the periphfashs in B, and so must
be construed as underspecified fapfssive]. But it is restricted to passive contexts, just
as the forms in B are. While in the case of B, this restrictias\attributed to blocking
by the synthetic forms, this does not hold for C, as there isarcesponding{passive]
form to block it. This second point is especially problerodtir Kiparsky’s model. The
only readily available way to describe this behaviour is e sort of rule, as described
above: normally it is passive, but in deponent verbs it isvaét If a rule-based account
is permitted in one portion of the paradigm, there is no obsieason to exclude it from
the rest of the paradigm.

It seems, then, that a rule-based approach is preferableevén, the perfect participle
causes some filiculties here too. Both Sadler and Spencer (2001) and Stué@2jro-
pose that rules take the normal active paradigm and linleits to the passive paradigm.
But since there is no perfect participle form in the activeapggm, we have to assume that
there is a cell (more precisely, a group of cells) with thel@akrFECT ACTIVE PARTICIPLE IN
the syntactic paradigm of all verbs. But this cell has a fdmmealization only in the case
of deponent verbs. That is, the majority of Latin verbs arfedere for this value.

While this is a possible analysis, it is unfortunate thatdpeinds on the accidental
intersection of two deviations, defectiveness and deponeimhat is, on the one hand,
there are verbs which are defective for the perfect activiagyale. On the other hand,
there are deponent verbs which, coincidentally, happmo be defective for this value.
But intuitively, the two facts are connected: the perfetiveqarticiple is itself a result of

This argument appears to be based on the assumption thaefbet pctive only expresses two values,
presumablyrresent and rast, with the active unspecified (as indeed Kiparsky assumes for the forms in
(D). But this does not conform to Kiparsky’'s own analysis lué perfect active forms, whose endings are
overtly specified as{passive]; indeed, the fact that they are marked for the fed#tpassive] is crucial

to the blocking analysis. Therefore, the active forms mestriple portmanteau as well, and thus no less
complex morphologically than passive forms would be, whibliates the claim that the location of the
gap has been accounted for.

The second problem is connected with the existence of a fegiy@tantum verbs, i.e. defectives that are
only passive (Flobert 1975:49, such aplector‘be punished’c onflictoibe aflicted’. Morphologically,
these are distinguished from deponents by their lack of@dtrms (the ‘D’ forms in (3)). Intuitively,
it seems that what one wants to say about such verbs is thaatheinherently passive. But if having
[+passive] as part of a verb’s lexical specification preclutiefunctioning as a passive, how are passiva
tantum to be represented?

SAlternatively, one might maintain the Lexical Morphologgcaunt by dispensing with the blocking
analysis of B, i.e. by assuming that the perfect participtenf contained someffax marked frpassive]. In
that case, the behaviour of B and C would be parallel to A, dadkding would not need to be invoked.
The problem here is the existence of the supine in D, whicletiseaonly, but which is formally identical
to the perfect participle (specifically, the neuter singul@his entails the assumption of two homophonous
affixes, a frpassive] perfect participleffix and an underspecified orpassive] supinefiix. While this
seems a possible analysis, the use of such covert distisotiould appear to belie the point of Kiparsky’s
model, namely that function is transparently derivablefform.
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deponency. That is, deponent verbs are characterized loptiversion of passive values
to active ones, even where the corresponding active vales kot otherwise exist. This
intuition can be incorporated into the rule by reversingditectionality. For example,

Stump’s rule in (6) states that the active cells of the sytidg@aradigm are exceptionally
linked to the passive cells of the morphological paradigm.r@&ersing this, we instead
say that the passive cells of the morphological paradignmesaceptionally linked to the

active cells of the syntactic paradigm. In Stump’s fornmalthis might be modelled as in

(8).
(8) Revised rule of paradigm linkage
Deponent [If L:[Primary root = R]
and SPExin(<L, o >) = <W, o >,
then MPFE4in(<R, o/passive’) = <W,o >]

Seen in these terms, tlagetivevalue of the perfect participle is a by-product of the rule
of paradigm linkage responsible for deponent verbs, and neebe assumed as under-
lyingly present in normal verbs.

1.4 Semi-deponents in Latin

Latin semi-deponents introduce a further complicatior itite analysis. The semi-
deponents are a small class which is deponent only in thegeidrms, as shown in

(9):

(9) Semi-deponent ‘dare’

active form passive form
PRES IND aud-et
IMPERF IND aud-ebat
FUT IND aud-ebit
PRES SUBJ aud-eat
IMPERF SUBJ auderet
IMP PRES aude
IMP FUT audeto
INF PRES audere
PERF IND aus-us est
PLUPERF IND aus-us erat
FUT PERF aus-us erit
PERF SUBJ aus-us sit
PLUPERF SUBJ aus-us esset
INF PERF aus-us esse
PART PERF _ aus-us
SUPINE aus-um _
INF FUT ausur-us esse _
PART FUT ausdr-us _
PART PRES auden-s _
GERUND aud-endr _
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In Sadler and Spencer’s (2001) and Stump’s (2002) modetsi-geponency is a partic-
ular instance of deponency, restricted to extensions ofahee ‘perfect’. For example,
Stump (2002) Gers the rule in (10):

(10) Semideponent [If L:[Primary root = R],
o is an extension of perfective, and
MPF_4in(<R, o/{passive}>) = <W, o-/{passive}>, then
SPFRain(<L, o >) = <W, o>]

The crucial point here is that the domain of deponency withanlexeme is expressed
in terms of a morphosyntactic value. But things arffedent if we think in terms of
the revised modelfered above in (8). Recall that, on this view, deponency inddfi
in terms of the morphological form, not the value. This sigggehat semi-deponency
should also be defined in terms of the form. In this case, tlbaidvmean delimiting the
domain of semi-deponency in terms of the stem rather thamtbrphosyntactic value,
i.e. ‘passive forms based on the supine stem are linked te icethe active syntactic
paradigm’, provisionally represented in (11). (Note thas trule has no féect on the
supine, which is linked to active cells in any case.)

(11) Revised rule for semi-deponents (taking libertiehv&tump’s notation)
Semideponent [If L: [Supine stem= X]
and SPEin(<L,o >) = <W, o >,
then MPFE4in(<X, o/passive’) = <W, o >]

As far as the Latin data go, theffirence between (10) and (11) is immaterial: the do-
main of semi-deponency coincides both with a morphosyitaeiue and a stem. But
they make dterent predictions. The rule in (10) suggests we might finddepcy which
affects only certain values, but does not correspond to a digtem, while the rule in
(11) suggests we might find deponency whifleets a definable stem that does not corre-
spond to a morphosyntactic value. In the following sectitwok at some examples from
other languages that are similar to Latin semi-deponemts;der to see if either of these
predictions is born out. None of them involve quite the sanegpiosyntactic values as
in Latin, but we can think of deponency in more general tessa kind of morphologi-
cal mismatch between the expected and the actual gramiratigeerties of a particular
morphological form. That is, the form is one which would wgdiy be interpreted as
having the property ‘X, not Y’, but in this particular inst@nhas the property ‘Y, not X'.

1.5 Case studies

1.5.1 Takelma

The following description is based on Sapir (1922). The rhohpgical opposition which
concerns us in Takelma involves the distinction betweeamnsitive and transitive verbs.
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Morphologically, the diference between these classes is reflected in their disersbip-
number endings; the most salienffdrences are shown in (12) and (¥3Elasses | and

Il are intransitive (12), whereby class | verbs usually diéscactions, and class Il verbs
(typically derived from transitives) describe states agassses. Class Il comprises tran-
sitives (13).

(12) Intransitive forms (Sapir 1922:161-166)

class | ‘run’ class Il ‘stop’

aorist future aorist future
1sc | yowo-t'e? | yu-t'e: | han®s-de | har?s-de:
1rL | yowoy-ik" | yu-gam | han&s-ik" | haris-igam
2sG | yowo-f' | yu-d& | han@s-dam| harvs-d&
2rL | yowo-f'p" | yU-t"bar | han@s-dap | hars-daba
1sG | yowo-? yo-2t" | han&®s harvs-da:

Note: t'~d and K~g represent allophonic variation (fortidenis).

(13) Transitive forms (Sapir 1922:170-171)

class Il ‘kill
aorist future
1s6>3 | tomom-&’n | do:m-an
1s6>3 | t'omom-anak| do:m-anagam
2s6>3 | tomom-at | do:m-ada
2pL>3 | tomom-atp" | do:m-afbar
3>3 | t'omom do:m-ank
Note: only forms with a third person object are shown; formthva first or
second person object are not relevant for the present dssons

Note also that there is a stem alternation between the atest (used for the aorist)
and the basic stem, used elsewhere (future, potentiatemtial and imperative). Stem
formation is quite diverse: Sapir lists 16 types of aoriasib stem relationships (p. 96).
Typically the aorist stem is an enlargement of the basic stem

Deponency in Takelma involves the use of transitive persamber endings (with an
implied third person object) by intransitive verbs. Onegyqvolves what we may call full
deponency, i.e. the lexeme is deponent in all its forms, anfdlts beyond the range of
what concerns us at the moment, though it makes sense taleoitdirst: Sapir observes
that the verb ‘think’ is intransitive, but takes class Ilidémgs, e.ggel-hewéhan ‘I think’;
note that this contrasts with the genuinely transitied¢-hewehiwin ‘I think of him’ (p.
179)8

"The remaining paradigms are those for the inferential aaggatt imperative, which are the same for all
verb classes, and the future imperative, where class Hépet with | or 11, depending in the person of the
object. The potential is formed from the basic steraorist endings. Presumably, the various phenomena
which dfect the aorist do notfBect the potential, bur Sapir is not explicit on this point.

8Sapir mentions two other verbs which he says belong to tipie (p. 183, n. 1). These are in fact
suppletive stems, discussed below in (17).
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Otherwise, Takelma exhibits a wide variety of semi-depomgres. First, there is a
set of intransitive verbs which extend the stem within the first person forms, and these
extended forms take class Il endings; elsewhere, inttigagclass Il) endings are found:

(14) ‘work’ (Sapir 1922:182)

aorist future

1sG

hegwehak"-n-a’n

hefgwak™-n-an

hegweéhak"-n-anak

hefgwak™-n-anagam

2sG | hegwehak¥-dam | hefgwak™-da?
2rL | hegwehak'-dag | hefgwak™-daba
3 | hegwehak” ?
Note: no form is attested for the third person future of trag

Second, there are verbs which behave like those in (14),dytimthe aorist:

(15) ‘beleanin one’s rump’,sk (Sapir 1922:182)

future
di:-k‘alsi-de:

aorist
di:-k‘alas-n-&n

Some verbs waver between this and normal intransitive gsdepg. the alternative aorist
form di:-k‘alas-de? ‘I am lean in my rump’).

Third, there are verbs which have class Ill endings throughioe aorist, but take
intransitive endings elsewhere:

(16) ‘listen’, 1sG (Sapir 1922:183)

future
da:-sgek'i-fe:

aorist
da:-sgek'iy-&n

Fourth, a few intransitive verbs have a distinct plural sterhere the singular stem
takes intransitive endings, and the plural stem takes dlasisdings:

(17) ‘come to a stand’, aorist (Sapir 1922:95-96)

1SG aorist
ba:sa:sasde?

1PL aorist
ba:-salxoxigi-nak'

This stem alternation is optional; where it does not occommal intransitive endings are
used throughout:

(18) ‘be seated’ (Sapir 1922:95-96)
1SG 1PL
Surwili: -the? | al-xalizya-nak’

or Surwili:p -ik"
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There is also a possible fifth type which is not lexically rieséd, but rather occurs
with any verbal lexeme. This involves an additional futueegse form, namely a pe-
riphrastic future involving an auxiliary which is inflectes a transitive (viz. with class
Il endings). The periphrastic future is functionally di&tt from the synthetic future,
having a less rigid tone, and slightly greater intentiveéiso we can provisionally give
it a distinct name, ‘future 2’. It is formed with the aorisest ofgulug’- ‘intend, desire’,
which takes transitive subject fixes, plus the main verb stem, which takes the object
sufixes, if any:

(29) ‘I shall kill him’ (Sapir 1922:185)

synthetic (‘future 1’)| periphrastic (‘future 2°)
do:m-an do:m gulugw-&n

Significantly, this construction takes class Il endinggwall verbs, including intran-
sitives. Unfortunately, none of Sapir’s examples illusdridnis unambiguously, though he
does give examples (pp. 185-186) of ‘passivesiripersonals) formed from decidedly
non-agentive intransitives, e.gve:giau gulugw-arit will be shined (= it was going to
be daylight)’, whereanis the passive gtix. These are significant because the passive is
typically formed only from transitives; passive intrangs occur only in the periphrastic
future, i.e. where intransitives have transitive morplgglo

In summary, Takelma exhibits a number oftdrent types of semi-deponency, and in
every case the domain of deponency corresponds both to aosymptactic value and to
a distinct stem, as outlined in (20).

(20)
type value stem
1 first person stem with -n extension
2  first person aorist aorist stem with -n extension
3 aorist aorist stem
4  plural plural stem
5 future 2 auxiliarygulug"-

Thus, the situation is as ambiguous as in Latin: it could lbieeeithe morphosyntactic
value or the stem which licenses deponency.

1.5.2 Chamorro

In Chamorro, what concerns us is a mismatch involving thepimalogical distinction
between transitive verbs with a definite object and thosh wiit indefinite object in ac-
tor voice construction. The morphologicalfférences between actor voice forms are
shown in (21) based on Topping (1973). Intransitive verbBs{to two lexically-specified
classes, here provisionally called ‘1’ and ‘2’. Class 1 #atidke-um-infixation with sin-
gular subjects, while class 2 verbs take the prefa« throughout their paradigm. Transi-
tive verbs distinguish between definite and indefinite didj@ans; in turn, there are two
sets of definite object forms, one for main clauses and onsufoordinate clausés.

9The distinction between main and subordinate clause fell@onohue and Maclachlan (1999).
Topping (1973) instead distinguishes between neutraf¢ponohue and Maclachlan’s (1999) actor voice
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(21) Chamorro actor focugtaxes

intransitive transitive
class 1| class 2 | indefinite object| definite object
main clause SG SUBJ | (UM) ma- man- ERG pronominal-
PL SUBJ | man- | man-ma-| man-man- ERG pronominal-
subordinate clause sG suss | (um) ma- man- {umy
PL SUBJ | man- | man-ma-| man-man- {umy

Some illustrations of these oppositions are given below:

(22) Intransitive verb, class 1
a. singular subject b. plural subject

G(umyupu  yo'. Mang-gupu siha.

flew(acTor) 1.ABs inDEF.0BJ-flew  theyass
‘I flew.’ ‘They flew.’ (Topping 1973: 83)
(23) Intransitive verb, class 2
a. singular subject b. plural subject
Ma-makmata yo'. Man-ma-makmata siha.
INTR-WOke.up  laBs PL-INTR-WOKe.up thewss
‘I woke up. ‘They woke up. (Topping 1973: 83)

(24) Transitive verb, indefinite object

Man-li'e’ yo' guma’
INDEF.OBJ-Saw|.aBs house

‘I saw a house.’ (Topping 1973: 233)
(25) Transitive verb, definite object, main clause

Hu-li'e’ I palao’an
1sG.ErG-Sawthewoman

in main clauses) and actor focus (Donohue and Maclachl&@39) actor voice in subordinate clauses).
Donohue and Maclachlan (1999) discuss two subordinatselaontexts:

e infinitive complements:
Hu-tanga {um)ji'e’ Hawaii.
1sc.erc-desire  se@ctor) H.
‘| desire to see Hawaii.’
(Cited from Topping 1973, 94)

e Wh-questions

singular subject plural subject

Ha- fahan i palao’an i chotda. Hayi (Umyahan i chotda.
3sG.erG- bought the woman the banana who boyghtor) the banana
‘The woman bought the banana.’ ‘Who bought the banana?’

(Cited from Chung 1994)

They argue that verbs in Wh-questions can be construed asdinate if Wh-questions are treated as
clefts (with zero copula; thus ‘Who is it who bought the baa@ih The third type, as represented by
sentences such as (26) below, is not analyzed by them. Hovgdwen the paraphrase that Topping suggests
for such sentences ('l am the one who saw the woman.’), tHfearalysis would presumably obtain for
them too.
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‘I saw the woman.’ (Topping 1973: 243)
(26) Transitive verb, definite object, subordinate clause

Guahu [Kumyi'e’ i palao’an
|.EMPHATIC SAWACTOR) thewoman

‘I saw the woman.’
‘I am the one who saw the woman.’ (Topping 1973: 243)

The main clause indefinite object form of the transitive iehno’‘eat’ shows a devia-
tion from this pattern. Instead of being formed by prefixatad man-(sc) or man-man-
(eL), the suppletive roathochois used instead. This behaves just as an intransitive verb,
taking the infix¢um) in the sungular andhan-in the plural (yieldingmafioch®. This is
apparently the only lexeme that behaves this way (Toppif@I21).

(27) ‘eat’, definite object (nhormal behaviour)
Hu- kanno' i mansana
1sG.erG ate the apple
‘| ate the apple.
(28) ‘eat’, indefinite object, main clause (deponent bedar)i
Chumyocho yo’ mansana
ateAcTor) I apple
‘| ate the apple.

Thus, we can say that the verb ‘eat’ is deponent in that itiarsitive which displays the
morphological behaviour of an intransitive (singwlam- infixation), and semi-deponent
in that this behaviour is restricted to context where thedhs indefinite. However, this
coincides with the domain of the suppletive stehocho Again, the data are ambiguous.
What is it that exactly licenses this behaviour: is it theuedindefinite object’ or is it the
suppletive stenchoch®

1.5.3 Nimboran

The following discussion is based on Anceaux (1965). In Nimab, what concerns us is
the object marking on the verb. Person-number markingdjsishes between masculine
object, plural object, and unspecified object; the lasteefar all other object types, as
well as for intransitives. This is illustrated in (29), ugipresent tense forms. What will
interest us are the masculine object forms, so the masaflijeet siifix (-ra- ~ -re-) has
been isolated in the paradigm. Note also that stems in Niarbpotentially display alter-
nations according to number (heygeduo-sINGULAR/MINIMAL, 77J€00U-DUAL/AUGMENTED,
79edoi-PLURAL).
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(29) ‘draw’, present tense

unspecified object masculine object | plural object
1sG ngeduotu ngeduo-ra-tu ngedoudatu
25G ngeduote ngeduo-ra-te ngedoudate
3N sG ngeduotum ngeduo-ra-tum ngedoudatum
3M sG ngeduotam ngeduo-ra-tam ngedoudatam
lincL MmN | ngeduomantam | ngeduo-re-mantam ngedoudemantam
1ou ngedouketu ngedouk-ra-tu ngedoidiatu
2pu/PL ngedouketé ngedouk-ra-te ngedoidiate
3N bU ngedouketum ngedouk-ra-tum | ngedoidiatum
3M bu ngedouketam ngedouk-ra-tam | ngedoidiatam
lincL ngedouketam ngedouk-ra-tam | ngedoidiatam
1pL ngedoitiu ngedoi-ra-tu =1du
3rL ngedoitiam ngedoi-ra-tam = 3du

Deponency consists in the fact that a number of verbs usedkeutine object form where
the unspecified object form would be expected (Anceaux 1265129), as irkrendiya-
ra-tum‘it becomes entangled’ (p. 12%.

0Anceaux (1965) explicitly treats these verbs as identical masculine object forms.
Inkelas (1993:570, 574-576) implicitly treats this as amstamce of accidental homophony between
the masculine object marker and a particle (particles amaghly speaking, semantically empty deriva-
tional elements — Anceaux simply refers to theneksnents— that many verb roots select for). However,
there is no obvious reason to reject Anceaux’s (1965) aaigiquation of the two. Two points argue in its
favour:

(a) Both display the same morphological alternati@a; in the penultimate positionya- elsewhere,
and it seems to cause a following future marketito be realized as-, e.g.ygediod-u ‘| will draw’
versusygeduo-raf-u ‘I will draw him’ (Anceaux 1965:186, 202). Inkelas propostbét both share
the underlying formrar-, and that the variant forms are due to phonological rules §ij®-571).
The catalyst for these rules is the finglwhich is never realized overtly, but

(i) causes deletion of a preceding- in prepenultimate syllables, and is subsequently deleted
(through degemination?), with epenthe#ethen inserted, and

(i) assimilates the followingd- of the future marker, followed by degemination. If a purely
phonological explanation for the variant forms is acceptieid makes it more plausible that
there are two accidentally homophonouBx@s. However, these rules are phonologically
aberrant, and in part overlap with already established hlogical alternations. In the case
of ‘', while e-epenthesis is generally attested in Nimboran, there isnectcevidence for the
other rules (resulting in pre-prenultimatedeletion). In the case of ‘ii’, there are a number of
other dfixes which induce the alternatied- ~ -r- in the future, and Inkelas assumes that this
is a morphological process, not a phonological one (pp. 8- It seems just as plausible
then to attribute the range of alternations to purely molgdioal rules.

(b) There are typological parallels from other languaged ttave intransitives with aberrant object-
marking morphology, e.g. Kiowa (Watkins 1984:145), AmelRoberts 1987:281-284), Basque
(Hualde and de Urbina 2003:240-241), Mawng (Singer 2008)Tawi (Lee 1987:173).
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Most of the examples are intransitive verbs, and presumait@dyunable to take an
object (‘go’, ‘die’, ‘tremble’, ‘swim’, ‘hold a pig-feast’ ‘laugh’ etc.)!!

In a number of verbs this behaviour is restricted to a porvithe total paradigm, i.e.
they are semi-deponent. As Anceaux does not give completaligans, the following
is based on his (quite detailed) description of the combnygtossibilities of the various
morphological components; complete forms ti@given by Anceaux are shown in bold-
face in the discussion below. Note also that ‘unspecifieéabpnd ‘masculine object’
are simply morphological labels in the paradigms below:ttal forms are functionally
unspecified object forms.

The verb ‘come’ seems to have spurious masculine objectingaik the singular and
dual (p. 128)*2

(30) ‘come’, future tense

unspecified object masculine object
1sG puraru
2sG purare
3N SG purarum
3M sG puraram
1iNcL MIN puremandam
1pu pugkraru
2pU/PL pugkedé (pL) pugkrare (pu)
3N bU pugkrarum
3M bu pupkraram
1iNCL AUG pupkraram
1rL puindiu
3prL puindiam

This example has the same ambiguity as those in the prevemi®iss: the domain of
deponency coincides with that of a value (plural) and thaa gtem (the plural stem
puiy-). (Note that, as a consequence of this distribution, sepension has distinct dual
and plural forms; typically the two are syncretic in Nimbiona

The rootkri- ‘build’ shows free variation between unusual and expeabech$ when
there is no directional-locational 8ix*? (e.g.krik-ra-ru or krikedu‘build. 1ou.rur’); oth-
erwise the expected unspecified object forms are foundkekg-ba-ru‘build above. bu.
ruTURE', Krikesa-ru ‘build below.Ibu.ruture’, krike-sa-ru ‘build there.bu.FuTurg’,
krike-na-ru‘build far away.bu.ruture’ etc. (p. 128). Here, the domain of deponency
corresponds to a value (Anceaux translates the forms lgekdirectional-locational suf-
fix as ‘here’) and to a stem, in as much as an tiireed stem is distinct from a flixed
stem.

10n the other hand, some appear to be transitive (‘tell’,Ithyiwhereby presumably the masculine
object form is found even where the object is feminine or eeirt the singular or dual (i.e. the contexts
where the unspecified object form is normally used). It isahedr from Anceaux’s description what would
happen in the case of a plural object.

12The -r- does not alternate witkd- in the future, which is otherwise typical of the masculingeab
marker, so it may well be that thea- in this verb should not be equated with the masculine objeckear.

3'Directional-locational’ is Inkelas’s term (1993:57 D) uses the term ‘position class’.



Essex Research Reports in Linguistics 15

Two verbs take spurious masculine object marking in theatiheg only (p. 129).
The iterative has a distinct stem form, in as much as it is &arwith an #ix which
Inkelas (1993:572-273) models agat-, which is sifixed to the verb root or to the verb
root + directional-locational sfix (if present). Curiously, both verbs have suppletive
roots, one in the iterative and one elsewhere, and one o¢ tlomds is). But in the case
of one verb (‘hear’), itis th@ root which is normal, and in the case of the other (‘laugh’)
the( root is deponent (31):

(31) distribution of suppletiv@ roots

unspecified object masculine object form
‘hear’ 0 ty-
‘laugh’ kia- 0

The rootty- shows further peculiarities, discussed below.

Somed roots in fact form a class of their own with respect to senpatesncy (Nimb-
oran is notorious for having, according to Anceaux (1968)18wvelve verbs with &
root). Threed roots, ‘dream’, ‘bring’ and the iterative of ‘laugh’ (disssed above) are
sensitive to the presence of certain sets of the 16 direatiocational stfixes (p. 129);
for convenience, following Anceaux (1965) and Inkelas @)9%e can refer to these suf-
fixes simply by the labels ‘1’ to ‘16** Deponent behaviour @f roots is associated with
sufixes 1-5 or with 6-16: with ‘dream’ and ‘laugh’ it is the formstivsuftixes 1-5 which
have spurious masculine object marking, while with *briitgs the forms with stfixes
6-16 that have spurious object marking (32).

(32) classification withir®) roots

unspecified object masculine object form

‘dream’ with sufixes 6-16 with stfixes 1-5
‘laughTERATIVE’
‘bring’ with suffixes 1-5 with sffixes 6-16

Ynkelas (1993) gives the fiixes as:

1 none (default)

2 -ba- ‘above’

3 a- ‘below’

4 -sa- ‘there’

5 -na- ‘far away’

6 -ba- ‘from here to above’

7  -se- ‘from here to there’

8 -sa- ‘from here to below’

9 -na- ‘from here to far away’

10 -kaN- ‘from abovgar away to here’
11 -baN- ‘from below to here’
12 -saN- ‘from there to here’
13 -bena- ‘from beloythergfar away to above’
14 -sena- ‘from below to there’
15 -kana- ‘from abovelowthere to far away’
16 -sana- ‘from theyabovefar away to beloythere’
Sufixes 6, 8-10, 15 and 16 are also associated with vowel ablaut.
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The iterativety- root of ‘hear’ (discussed above (32)), does not in fact @iggburious
masculine object marking in all its forms. Along with a fewhet verbs, it takes an
additional element which Anceaux gives -@say- in the Iinc. augmented and the first
plural (pp. 158-160). These forms lack spurious masculbjeat marking in ‘hear’ (33).

(33) ‘hear, future tense

unspecified object form masculine object form
1sc ty-re-katu
25G ty-re-kate
3N sG ty-re-katum
3M sG ty-re-katam
LiNcL MIN ty-re-may-katam
Iou tyk-re-katu
2pu/PL tyk-re-kate
3N DU tyk-re-katum
3M pU tyk-re-katam
lincL auG | tyke-maj-katam
1rL tyi-man-katu
3rL tyi-re-katam

Here the restriction on the range of deponency can be seesr@sponding to a value
(first plurajaugmented). Whether it corresponds to a stem is less cleatheéone hand
there is a clear interaction between the additional elermeaj- and spurious masculine
object marking, the two being mutually exclusiveHowever, as far as can be gleaned
from Anceaux’s material;may- is identical to the sfiix found in the LINCL minimal
(which Inkelas (1993) renders amaN-(e.g. p. 565)N being an underspecified nasal),
which does not prevent masculine object markihg.

The final example is one where the domain of deponency canlmnlyescribed in
terms of the morphosyntactic values. In the ribet'divide’ the deponent forms coexist
alongside the expected ones in the dual, while in the firgqueplural only the expected
forms are found (p. 128):

15But note that thé roots ‘dream’ and ‘laugh’, discussed in (31) and (32), ai@tmay- in the same
contexts, and Anceaux’s description (p. 129) suggestsritayn spurious masculine object marking in all
their forms (he does not cite relevant examples, though).

18Note further that an element which Anceaux identifiesragy- is also used with a small number of
verb roots to distinguish the otherwise syncretic2om 2ou (pp. 165-166).
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(34) ‘divide’, future tense

unspecified object form masculine object form
1sG ili-ra-ru
2sG iii-ra-re
3N sG fi-ra-rum
3M sG iii-ra-ram
LincL MIN ili-re-mandam
Iou ili-ke-du ii-k-ra-ru
2pu/PL iii-ke-dé iii-k-ra-re
3N DU iii-ke-dum ili-k-ra-rum
3M pU iii-ke-dam ii-k-ra-ram
1mNneL auc | ii-ke-dam iii-k-ra-ram
1rL iii-diu
3pL ii-ra-ram

This unusual behaviour can only be described in terms of &héeg involved, and does
not correspond to any independently identifiable form os<laf forms.

In sum, the role that can be attributed to stems in defining-semonency in Nimb-
oran is variable. The examples described above range frojn®ere deponency coin-
cides with the plural stem of ‘come’, to (34), where the foritlhee stem clearly plays no
role.

1.6 Conclusion

What do the examples in Section 1.5 tell us about thep locatiadeponency? Whatever
their inherent interest, they are mostly as uninformatséh& semi-deponents of Latin,
with deponency restricted to particular stems, which thedwes correspond to discrete
morphosyntactic values. Of course, this is hardly sunmpgisiwhile quirky stem alterna-
tions are certainly possible (as with Ardiie ‘morphomes’), they do tend to be realiza-
tions of discrete morphosyntactic values (e.g. for numtemise). Statistically, then, we
should expect most examples to be ambiguous. The one aplyareambiguous exam-
ple is Nimboran ‘divide’ (34), which points to semi-depongrdefined in terms of the
morphosyntactic values amabt the stem. Is this dficient to resolve the question? Prob-
ably not, being only a single lexical item from a single laage. Clearly, more examples
are needed.
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2 On the Unity of ‘Number’ in Semantics and
Morphology”

Daniel Harbour (Queen Mary, University of London)

2.1 Introduction

In an extended study of the relationship between morphcédigi complex agreement
and semantically based noun classification (Harbour 2003agued that the status quo
in number theory—namely, that morphologists and sematgicdoncentrate on disjoint
bodies of fact and develop correspondingly disjoint thesris untenable: linguistics
requires a unified morphosemantic theory of number. Thesntupaper advances this
case by observing that morphologists and semanticists dagpite divergent concerns,
converged on a single discovery: the morphological notfmugmentation (Noyer 1992,
Harbour 2003b) and the semantic notion of strict cumuligtiKrifka 1992) are near log-
ical equivalents.

(1) a. Apredicate, P, isugmented Aug(P), if and only if
AxAY[P(X) A P(Y)A X O]
(i.e, it is satisfied by two individualspne containing the other).

b. A predicate, P, istrictly cumulative, Cum(P), if and only if
YXYY[[P(X) A P(y)] = P(xuy)] A Ix3Ay[P(X) A P(Y)A X # Y]
(.e. it is satisfied by the join of any individuals, minimally twithat satisfy
it).
After outlining the quite disparate development and useheké concepts in mor-

phology (section 2.2) and semantics (section 2.3), | detnatestheir near equivalence
(section 2.4), as formulated in (2) and (3):

(2) a. Apredicate, P, iadditive, Add(P), if and only if
VXYY[[P(X) A P(y)] — P(xuy)]
(i.e. it is satisfied by the join of any individuals that satisfy it

b. A predicate, P, iaugmented* Aug*(P), if and only if
Add(P)A Aug(P)

*Thanks are due to Christian List, to David Adger, SusanarBaja Philippe Schlenker, and to the
organisers and audience of the York Essex Morphology Mgetin
!An individual is an atom or set of atoms, or, equivalentlyatii¢e point.

Essex Research Reports in Linguistdds 21-29.

Ryo Otoguro, Gergana Popova and Andrew Spencer (eds.).
Department of Language and Linguistics, University of Esse
Colchester, United Kingdom.

© 2006, Daniel Harbour.
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(3) a. Augmentation entails additivity (for non-cardimalpredicates, in morpho-
logically relevant models).

b. Augmentation* entails strict cumulativity (in all modgl
c. Strict cumulativity entails augmentation* (in all moslgl

Section 2.5 discusses the theoretical and practical signie of (3) for semantics and
morphology, suggesting not only that we need a unified magmantic theory of num-

ber, but that some topics are immediately relevant to bathmas¢ic and morphological

research. It also provides a new feature classification ieagent and pronominal cate-
gories, incorporating ‘unit augmented’ and ‘paucal’, ang@logy of number systems,
suggesting that traditional feature geometry is superfiuou

2.2 Augmentation

Augmentation originates in descriptions of pronominal agdeement systems found in
languages of the Philippines and of Australia’s Arnhem Léddrbett 2000, whose ex-
position, pp. 166—-169, is followed here). Its motivatiaslin the rather odd view of such
systems that results from use of the traditional desceptategories ‘singular’, ‘dual’,
‘plural’, and so on. This was first noted by Thomas (1955) focdno.

(4) Table1
llocano pronominal forms (traditional categorization)

Person Singular Dual Plural
1 inclusive -ta -tayo
1 exclusive -ko ceemMin L
2 -mo 70 I
3 -na c...-da....

Observe that there is only one specifically dual form. Asighier the first person inclu-
sive ‘you and I', the dual is to some extent ‘forced’ on thegaage—a singular inclusive

is impossible. Yet, by adoptinghugmented], one can avoid positing this defective, se-
mantically predictable dual:

(5) Table 2
llocano pronominal forms (revised categorization)

Person faugmented] faugmented]
linclusive -ta -tayo

1 exclusive -ko -mi

2 -mo -yo

3 -na -da

By way of illustration, consider the top two rows. For thetfjpgrson inclusive, let
us take P to be the predicate ‘includes “I” and includes “yoiihen, for-tayag, [1 inclu-
sive +augmented]dx3y[P(x) A P(y) A x T y] means that the model has two individuals,
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both containing ‘I’ and ‘you’, the one individual containedthe other. Minimally, then,
the model includes {l, you, other} (as this contains an imdinxal, {I, you}, that con-
tains both ‘I' and ‘you’), though it may also contain {l, yoothes, ..., otheg}, up to
arbitraryn. This is the desired result. By contrast, f¢a, [1 inclusive —augmented],
YxVy[-P(x) v =P(y) v x 21 y] means that there are no pairs containing both ‘I' and ‘you’
that are in a containment relation; but, as {l, you} would lmm@ined by any other in-
dividual satisfying P, {I, you} must be the only individuahsfying P. Again, this is the
desired result.

For the first person exclusive, let us take P to be the predlitatiudes “I” and
excludes “you™. Then, formi, [1 exclusive+augmented]Ax3Ay[P(X) A P(y)A X T Y]
means that the model has two individuals, both containihgut not ‘you’, with one
individual contained in the other. By the reasoning abowe, model minimally in-
cludes {l, other}, the desired result. And feko, [1 exclusive—augmented]yxvy[-P(x)
v=P(y)V x 71 y] means, by the reasoning above, that the model has a umdivdual,
{1}, satisfying P, again the desired result.

Observe that faugmented] permits flexibility in cardinality. In llocano,
[-augmented] sometimes entails cardinality 1, sometimes-2ygmented] sometimes
entails cardinality 2 or more, sometimes 3 or more. Analegoulocano, but more com-
plex, is Rembarrnga (McKay 1978, 1979), which displaysraditional terms, singular,
dual, trial and plural. However, trial is restricted to fipgrson inclusivedf., llocano’s
dual). Here, thendfaugmented] can entail cardinality 1, 2, or 3. What is paldidy ele-
gant about this trial-free reanalysis is that the forms eqdh -bbarrahoccupy the same
part of the ‘paradigm’ (as opposed ngakorrbbarrahbeing trial and all othefbbarrah
forms being dual):

(6) Table 3
Rembarrnga dative pronouns

Person Minimal Unit Augmentéd Augmented
linclusive  wkku ngakorbbarrah  ngakoru

1 exclusive ngnu yartbbarrah yarmd

2 ku nakobbarrah nakorm

3 masculine naw barbbarrah barm

3 feminine  ngad barbbarrah barm

It is expressly with this flexibility of cardinality in minchiat [raugmented] has been
defined. Various versions have beeftieced: Erestricted] (Conklin 1962), fothers]
(Matthews 1972), as well as Noyer'sg. cit), which is the most robustly typologi-
cally tested to date. (1a) is just a notational variant o$,timinus the condition that
individual must be non-zero. Such a ban is crucial, as, withtg [-augmented],
YxYy[-P(x) v =P(y) v x 21y], is satisfied by the empty set (and one does not want first
person inclusive non-augmented, say, to refer to noniesititHowever, in another point
of contact between the two theories of number, Krifka too tmuke out zero elements,
witness his-=3xVYy[x C y] postulate. As | am urging a unification of semantic and mor-
phological treatments of number, it will §ice to stipulate the ban once for both.

20n the feature composition of ‘unit augmented’ (‘minimalip one other), see section 2.5.
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2.3 Cumulation

The term ‘cumulative reference’ originates with Quine amltheatment of the ontoge-
nesis of referencemassterms like “water” ... have the semantical property of refey
cumulatively: any sum of parts which are water is water’ (1,96. 91). It has come to
play a significant role in semantics owing largely to Krifkareatment of the interac-
tion of nominal and verbal reference. For instance, KritkB92:33-36) shows that the
telic~atelic distinction can be reduced to deriassertion of strict cumulativity. Specifi-
cally, he defines the notion of having a set terminal poinhadgdrmal correlate of telicity
and then shows that strict cumulativity entails atelicttyat is, non-existence of a set
terminal point.

This formal result is important. It reduces telicity, a peoy of events only, to strict
cumulativity, a property that applies equally to events smabjects. This permits a
straightforward analysis of the dual fashion in which téican arise: either a predicate
is inherently telic (e.g.arrive), or a predicate that is ordinarily atelic (e.grink) may
become so if its object is non-cumulative (eaglass of wine-non-cumulative because
a glass of wine plus another glass of wine is no longer jusaasghf wine).

(A minor difference should be noted between Krifka’s definition of strichulativity
(7) and that assumed here.

(7)  Vxvy[[P(x) A P(Y)] = P(xuy)] A =3x[P(X) A YY[P(y) = x = Y]]

(7) is weaker than (1b), since only (7) is true of predicates are true of no individ-
uals: (1b)= IxAy[P(X) A P(y) A X #y]; however (7) entails the same proposition only
given the auxiliary assumption that the predicate is truatdéast one individual: {(7),
IXP(X)} E IxAY[P(X) A P(y) A X # y]. This minor diference is irrelevant for current pur-
poses’)

2.4 Equivalence

Clearly, the empirical concerns of the morphologists wheiszl the notion of augmen-
tation were very dferent from those of the semanticists who devised the noficaorau-
lativity. Nonetheless, | now prove the statements in (3yn#aily stated, they are:

(8) a. Aug(P)Ea: Add(P) (for any modelM, relevant to morphology, and for any
non-cardinality predicate, P)
b. Aug*(P)E Cum(P)
c. Cum(P)= Aug*(P)

To demonstrate (8a), | take non-cardinality predicatestpdrson and gender pred-
icates. As the discussion of llocano illustrates, when rholqgists are concerned with
semantics (of pronominal or agreement categories), theyganerally concerned with
groups of peoplghings and whether they include the speaker, the hearé¢oraoithers. If

3Krifka abbreviates the property in (7) as SCUM(P) and use$I(R) for (2a), which | have termed
‘additivity’ in order to avoid using ‘strictly cumulativednd ‘cumulative’ in rapid alternation.
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P is a predicate that denotes inclusion or exclusion of ‘I'you’ from an individual of
arbitrary size, then P obeys additivity, as the join of ang tadividuals of arbitrary size
containing ‘I’, say, or excluding ‘you’ and ‘I’, is anothendlividual of arbitrary size with
the same property. Similarly, if two individuals consistiegly of feminine individuals or
if they contain at least one masculine one, then their joiisaigo contain only feminine
individuals, or at least one masculine one. We saw in se@tipnthat faugmented] per-
mits individuals of arbitrary size. So, in morphological deds, M, augmentation entails
additivity, that is, Aug(P)=»: Add(P), for any non-cardinality predicate, P.

To demonstrate (8b), observe that, if Aug*(P), then Aug@d so there are in-
dividuals, a and b, such that P(a) and P(b) andla From aJb, it follows
a#b. So, we can write [P(a) P(b)A a# b]. By existential quantification, we have
Aug(P)E IXAy[P(X) AP(Y)AXx #Yy].  So, Aug*(P)= Add(P)A Aug(P)E Add(P)A
AxAY[P(X) A P(y) A X # y] = Cum(P).

To demonstrate (8c), observe that any model for Cum(P) wiitain two individuals,
a and b, such that P(a), P(b) and P(n). Since aib T a, it follows that [P(aJ b) A
P(@)AaubJal. So, by existential quantification, we have CumfP)Ax3ay[P(x) A
P(y) A x T y] = Aug(P). As conjunctions entail conjuncts, Cumg)Add(P). So,
Cum(P)E Add(P)A Aug(P)= Aug*(P).

2.5 Ramifications

It is surely remarkable that morphologists concerned wgiieement and pronoun inven-
tories and semanticists concerned with the interactioelaity with nominal and verbal
reference should have converged on two such similar notisraigmentation and strict
cumulativity. As augmentation* and cumulativity are logliy equivalent, one can be
dispensed with and the other adopted in morphology and sersatike. Which?

| suggest that augmented* be adopted, as it induces a otasiifi of pronominal
and agreement categories in terms of its conjuncts, adgiand augmentation, that is
superior to that induced by strict cumulativity. In parteny it iluminates the notions of
‘unit augmented’ in (6) and ‘paucal’.

First, observe from the comments following (5) and from thegb of (8a) that the
category augmented is-@dditive] (in addition, of course, terpugmented]). Combining
[—additive] with [raugmented] yields, | suggest, a paucal. Paucals pick oupgraith
few members (Foley 1991:111, for instance, says the Yimasgl@enerally ranges from
3 to 7); they are a plural-like category with an upper bounainggquently, a paucal
could identify {a, b, c, d} or {a, b, c}. As the former contairike latter, paucals are
[+augmented]. However, they areddditive], by the reasoning of the Sorites paradox: a
few plus a few is not necessarily a few.

Now consider unit augmented forms. Second person unit aogpuiesay, identifies
{you, other}, {you, other,}, and so on. Clearly, none of these is contained in any other;
S0, unit augmented is actuallydugmented]. Moreover, unit augmented is non-additive,
as {you, othef} L {you, other} does not contain just ‘you’ and a unique other. Hence,
unit augmented is{additive—augmented]. We can summarize these resulfs as:

4] suggest that the fourth possibility-fdditive —augmented)], is unacquirable. It would pick out, un-
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(9) Table 4
Typology of agreemeyjronoun categories

[+additive] [raugmented] Category
+ + plural, augmented
- + paucal
- - unit augmented

The typology can be expanded to include the traditionalidargand dual using the
feature fsingular], which asserts that cardinality equals 1. Harl§@003a:87—89) shows
that singular is singular—augmented] and dual;-fingular—augmented]. Singular
and dual cannot be inherently specified feaflditive]: singular is fadditive] for third
person, fadditive] otherwise; dual istfadditive] for first person inclusive —additive]
otherwise. Failure fully to crossclassify may make the deatinventory fsingular],
[+additive], Faugmented] seem somewhat redundant—especially, aldwg@sdre sev-
eral ways to specify, for instance, plurakdingular], Fsingular+augmented],fsingular
+additive +augmented], ... | suggest that this accurately reflects dngap overlap be-
tween number systems crosslinguistically. By activatiiffedent subsets of number fea-
tures, we can characterize such overlapping systems adairtpal-plural and singular-
paucal-plural, say. | propose the following typology (exd@s from Corbett 2000).

(10) Table5
Typology of number systems

Language Categories Features
Piraha no number distinctions [ ]

Russian singular, plural +50]

llocano minimal, augmented +hug]
Unacquirablé non-additive, additive fadd]

Upper Sorbian singular, dual, plural +4g +aug]
Bayso singular, paucal, plural +$g+add]
Rembarrnga minimal, (unit) augmented +afdd+aug]
Yimas singular, dual, paucal, plural +$g+add+aug]

It follows from paucal’s being a composite of features thatlanguage can have
paucatnon-paucal as its only number distinction: singulaon-singular must also be
distinguished. Similarly, unit-augmentedon-unit-augmented cannot be a language’s
only number distinction. Corbett’'s study number systenggyests that these predictions
are correct, rendering the tradition geometric structsuperimposed on number features
(e.g., Noyer 1992, Harley and Ritter 2002), otiose.

der varying person features, {l, you}, {1}, {you} and wouldebundefined otherwise. This is equivalent
to restriction of ffaugmented] to first and second person, an instantiation afreergl crosslinguistic
pattern: languages frequently make a number distinctidy fum upper parts of the animacy hierarchy
(Corbett 2000). If the generalization is part of UG, then ¢igest that fadditive —augmented] would be
‘misacquired’ as an instance of it. So, its exclusion frofnigJustified.

By (8a), all persofgender categories would be-ddditive]; so, there would be no evidence that
[+additive] alone is active.
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To my knowledge, no feature classification has been preliaigen for paucal or
unit augmented (beyond the unenlighteningfucal])® However, we lose this new in-
sight, and the typologies it implies, if we adopt cumulaiiveplace of augmented*. For,
then Ax3y[P(x) A P(y) A X # y] replacesix3y[P(x) A P(y) A x T y]. Since both paucal
and unit augmented satisfy the former condition, we loseraagly means of distinguish-
ing them.

What follows from semanticists’ adopting morphologistsganented*? It would be a
mistake, after the initial bout of search-and-replace sigss simply to return to business
as normal. The convergence of morphological and semardéareh indicates that the
fields are closer than their disparate subject matter stgygelese enough, in fact, to
demand a unified theory of number, as argued more generataldyour (2003a). If this
conclusion is correct, then it is likely that further poimtscontact or convergence will
emerge and this will hold practical implications for morpdgists and semanticists alike.

For morphologists, a practical implication is that, befone posits a new morphologi-
cal feature, one should first search the semantic literébuitan concepts; many morpho-
logical concepts (paradigmatic dimensions) are likelyswtgeneris This has just been
illustrated for unit augmented and paucal, which are eadibracterized once one has
additivity and augmentation. (See Ojeda 1998 for a senmalhtimoted, morphologically
insightful study of distributives and collectives.)

For semanticists, a practical implication is that paradigondistinctions are testing
grounds for semantic concepts. This too was illustrated@b®he paucal is especially
interesting as its use is determined both by ‘absolute ditieeogroup being referred to’
and by ‘relative size, i.e. whether the group being refetoad contrasted with some larger
group within which it is subsumed’ (Crowley 1982:81, as @ity Corbett 2000:24). One
and the same form is, then, ambiguous betwiearandfew of readings.

A similar point of contact is provided by associative plgtalThe Japanese mor-
pheme-tati, for instance, creates ‘a non-uniform plural whose extamsian include
entities that are not in the extension of the common noun tciwhati is attached’
(Nakanishi and Tomioka 2004). Non-uniformity is illusedt by tati-modified proper
names (ibid.):

(11) Taro-tat-wamoo kaetta
Taro-rati-rop alreadywent home

‘The group of people represented by Taro went home already’

The role ofTaroin Taro-tatiis strongly reminiscent of the role of first person in the first
person plural: not multiple first persons, but multiple p@&sincluding the first. Simi-
larly, Taro-tatidoes not mean multiple Taros, but multiple persons inclydiaro. Mas-
culine gender is the same in some languages (Philippe S@hlenc.) (e.g., Romance,
Semitic): masculine plural agreement need not indicatdiptellmasculine things, but
multiple things including a masculine one. This means thainteraction of personhood
with plurality is not a quirk of persomer sebut is an instance of a more widespread

SNoyer (1992:198-199) attributes thefdrence between unit augmented and (normal) augmented to
‘functional inference’. Though the current system moratliggconstrains the meaning of unit augmentation,
it does not derive that it is augmented by one: the ‘dual audetk satisfies the same feature specifications.
| leave this issue open.
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semantic phenomenon, of interest to morphologists and rsieists alike, one that can-
not be satisfactorily treated by theory of number that iglyoinorphological or solely
semantic.
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3 Mismatch Phenomena from an LFG Perspective

Ana R. Luis (University of Coimbra)
Ryo Otoguro (University of Essex)

3.1 Introduction

At the center of lexicalist theories of grammar such as Laxieunctional Gram-
mar is the assumption that inflected verb forms must corresgo one and only
one phrase structure node. Cross-linguistic evidence Vewseems to support the
search for a more complex interface between morphology dmdsp structure (cf.
Wescoat 2002, Luis and Sadler 2003). In this paper, we exaimilected verb forms in
European Portuguese and Hindi-Urdu that are challenginigei@ne-to-one correspon-
dence between wellformed morphological strings and syictaodes. We show that in
European Portuguese (EP) steffixastrings can be broken up by separate syntactic word
units, and that in Hindi-Urdu verbs inflect as distinct pantshe future tense while they
are expressed synthetically in the phrase structure. Vifa theat these phenomena result
from a mismatch between the morphological structure of wand their representation
in the phrase structure.

In our treatment of the data, we provide an inflectional asialyithin the realisational
theory of Paradigm Function Morphology (PFM) (Stump 2001g explore the interface
between morphology and syntax within the framework of Lakieunctional Grammar
(LFG) (Bresnan 2001). In our proposal, morphology and phsdructure are treated as
parallel levels of representation with distinct wellfordmess conditions and the structural
correspondence between both levels is defined through mgmpinciples. Based on
this division of labour, we formulate an account of the stuual mismatches in EP and
Hindi-Urdu by introducing minimal changes into the classitFG mapping between
morphology and c-structure mapping.

The paper is organised as follows. Sectionfi2is a brief introduction to the formal
framework of LFG, with particular emphasis being given te tavel of c(onstituent)-
structure. Section 3 introduces the theory of PFM and dsssuthe correspondence be-
tween morphology and c-structure. Section 4 and 5 desdréddta and provide an LFG
analysis of the mismatch phenomena in EP and Hindi-Urdu. fifta¢ section €fers a
short summary.

* Acknowledgements: We are grateful to Andrew Spencer, lzo8adler, Ron Kaplan, Mary Dalrymple,
Joan Bresnan and Gergana Popova for fruitful discussiodscamments at various stages of our work.
Any remaining errors are our own.
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3.2 The c-structure in LFG

Morphology and configurational syntax constitute indeertdevels of linguistic struc-
ture in LFG and a strong division is assumed between woetial structures, on the
one hand, and structures between words, on the other. Infall@ts, we briefly survey
standard lexicalist assumptions about both a) the welkaimess constraints that apply at
the phrase structure level and about b) the c-structureseptation of words.

3.2.1 Phrase structure trees

C(onstituent)-structure is the level at which linear ondgiand hierarchical relations be-
tween words and phrases are represented through phrastisrinees. A tree diagram
in LFG is said to be composed of nodes which satisfy relatadrdominance and prece-
dence (Parteet al. 1993:437-44, Kaplan 1995). Dominance results from theahcéi-
cal grouping of the parts of the sentence into constituentsis expressed as vertical
alignment between the nodes. Precedence is obtained fheftito-right order of the
constituents and is expressed as horizontal alignment.))péirs(a, b), (a, c), (a, d) are

in dominance relatio, i.e. nodea dominates nodels, ¢ andd; and(b, c¢), (b, d), {c, d)
are in precedence relation P, i.e. ndderecedes nodesandd and nodec precedes node
d.

@,
T
b C d

For a phrase structure tree to be wellformed it must meetilefing wellformedness
conditions (Parteet al. 1993:439-41):

(2) a. The Single Root Condition
In every well-formed constituent structure tree there sotty one node that
dominates every node.

b. The Exclusivity Condition:
In any well-formed constituent structure tree, for any reoxlandy, x andy
stand in the precedence relatifni.e., eithex,y) € Por(y, x) € P, if and
only if x andy do not stand in the dominance relatibni.e., neithekx,y) €
D nor(y, x) € D.

c. The Non-tangling Condition:
In any well-formed constituent structure tree, for any rogeandy, if x
precedey, then all nodes dominated yprecede all nodes dominated fay

(2a) is straightforward. (2b) prohibits two nodes from sliag both in a dominance and
precedence relation, as{a, by € P A (a, b) € D; this ensures that no precedence relation
holds between mother and daughter and no dominance relaiida between sisters. (2¢)
rules out trees in which the precedence relation betweehenaotodes is not preserved
between daughter nodes, as in (3).
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3) a. b.

d d

Phrase structure tress also provide information about thegatical type of each
constituent. Through thabelling of nodes, each node carries exactly one label that iden-
tifies the node’s syntactic category and hierarchical posit.e., bar-levels). A labelled
phrase structure tree is given in (4).

4) VP
N
V NP
N
Det N
These fundamental aspects of phrase-structure trees-§teuctures in LFG), can be
summarised in terms of the following tree-defining pro@srand relations (Kaplan 1987,

1995):

(5) N:setof nodes
L: set of labels
M: N — N (dominance)
< C N x N (precedence)
A: N — L (labelling)

N andL contain a set of nodes and labels respectively. Fungiiomaps a daughter node
onto its mother node, describing the dominance relatiowden the two< describes the
precedence relation between two nodess a labelling function that associates a node
with a label. With these mathematical formulae, a simplérgesure like (6a) can be
described in terms of the set of equations given in (6b):
(6) a nl:S
/\
n,:NP n;:VP

\ \
ns:N ns:V

ng:Mary n;:.cried
b. N= {nl, Ny, N3, Ng, N5, Ng, n7}
L ={S, VP, NP, V, N,Mary, cried}
M) =n  M(ng)=ny A(ny) =S A(nz) = NP
Ang) =VP  M(ng)=n, A(ny) =N M(ns) = ng
A(ns) =V M(ng) =g A(ng) = Mary  M(n7) = ns
A(n;)=cried mp<ns

In addition, the wellformedness conditions given in (3) &rgher combined with
language-specific constraints regulating the distrimgtiof constituents. In English, for
example, S dominates NP and VP, VP dominates V and optiond?RRnd so on. Such
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distributional constraints can be stated by a set of equstis in (7a), but Phrase Structure
(PS) rules such as (7b) are normally used:

(7) a. M(np) =ng AM(nzg) =ng A A(n) = SA A(Ny) = NP A A(ng) = VP
ANy <Ng

b. S—» NP VP

(7b) is a constraint stating that a node labelled as S dossreahode labelled as NP and a
node labelled as VP and that the NP linearly precedes the MPgifammar of English is
thought to contain a set of language-specific constraiotading (7b). Another language
may contain diterent PS rules like S> NP, NP, V where the order among two NPs and
V is freely exchangeable. Finally, unlike in transformatbgrammars, there are no
derivational operations changing one c-structure intdleaTo

3.2.2 C-structure and the representation of words

In LFG, words have a special status and the role of morphdbtyprocess morpholog-

ical operations which create fully inflected words. Morgigital operations (such as the
combination of roots andiaxes, or the change of stem forms, among other) are separated
from syntactic ones, as defined by the principle of lexictgnity:

(8) morphologically complete words are leaves of the cestne tree and each leaf
corresponds to one and only one c-structure node. (BrehGihi22)

One of the implications of the principle of lexical integris that the internal structure
of a word must be invisible to configurational syntax (“moofdgically complete words
are leaves of the c-structure tree”). Elements smaller éhaord cannot occupy a termi-
nal node and only fully inflected words can be inserted instraeture. Thus, in the c-
structure representation terminal nodes are labelledwittphologically complete word
forms. For example, in (6), the word formMdary and cried are instantiations of the
pre-terminal nodes N and V, respectively. The statemen8)ralso postulates that the
correspondence between morphological strings and telmotes must be isomorphic
(“each leaf corresponds to one and only one c-structure”ho8g assuming that only
complete and well-formed words can conform to this ismaphione further implication
of the lexical integrity principle is the idea that the moojpdgical wellformedness of a
string is dependent on a string’s ability to appear underamtkonly one c-structure node.

3.3 The interaction between morphology and phrase
structure

Bresnan (2001) observes that “while the relative order afdwan sentences is extremely
free [...], the relative order of stems and inflections in @&fsuch as the case and tense
markers) is fixed.” Thus, the prime role of the one-to-oneespondence between mor-
phological strings and c-structure terminals is to preséine divison of labour between
morphology and syntax and to stop wordformation from taktage in the syntax.
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In this paper, a dierent approach to the morpholggiystructure mapping is adopted.
The problem with the one-to-one correspondence betwedfoweéd words and termi-
nal nodes is the fact that there are morphologically coreptéem-&ix strings that do
not correspond to one single terminal node, even thoughsucdlys are morphologically
wellformed. The question we need to ask then is whether thpmatogical wellformed-
ness of strings should be defined at the interface betweephuolmgy and syntax (as
entailed by the principle of lexical integrity) or whethérshould be defined inside the
morphology. In this section, we take the view that wellfodhstrings are defined by the
Paradigm Function of a language through the correct adsmwsdbetween morphological
strings and complete sets of morphosyntactic featuresdestriptions).

3.3.1 Morphological wellformedness

An important device in PFM is the Paradigm Function (PF) Whakes as its argument a
root of a lexemeX) and a complete set of morphosyntactic features associatiedhat
lexeme ¢), and delivers as output an inflected form of that lexeme. Ahéherefore con-
stitutes a wellformedness constraint over a morphololgicaimplete inflectional string.
Following Spencer (2004, ms), we define the PF as in (9):

(9) PF(LEXEME, 07)) = gef
S: selection of stem
R: realisation rules specifying set dfiaes
L: linearisation of #&ixes with respect to the stem

(9) illustrates the three subfunctions that make up the P$elé&cts the stem, R yields
the exponents and L linearises the exponents with respélcetstem. A more concrete
example is given in (10) for the verb form Portuguese vermfgostas(‘you.sc like’):

(10) o ={(71 TENSE) = PRES, (T SUBJ PERS) =¢ 2, ( SUBJ NUM) = pL}!
PF(LIKE, o)) =det
S:gosta
R:s
L: gosta<'s

The PF can also define the wellformedness of periphrastiesgns, as shown in
(11), for ata hiil come’ — the habitual present afome in Hindi-Urdu. The PF must
select two stems, namelg(the stem of the main verb) ard(the stem of the auxiliary).
This is done by selecting two stems through the subfunctigreSce S-i and S-ii). Thus,
the synthetic verlgostasin (10) and the analytic espressiai a hiin (11) differ in the
number of stems each one contains.

In previous work, we have used the standard PFM definitioor,odis a set of moprhosyntactic fea-
tures. However, since PFM is being used here as the morghalagpmponent of LFG, it is also pos-
sible to definer as a complete f-description (cf. Otoguro 2006). Other gbtsnat incorporating PFM
into the LFG architecture include Sadler and Spencer (200} and Sadler (2003), Spencer (to appear),
Otoguro (2003), Ackerman and Stump (2004), Luis and Oto{2004), among other.
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(11) o = {(7 tense) = prEs, (T AsP PERF) = —, (%0AGR NUM) = sG, (% AGR PERS) = 1,
(%AGR GEND) = mAsc}
PF(coME, 07)) =gef

S: I. a
i. h

R: i. ta
i. O

L: i. a<ta
i h<i

Each stem must undergo regular morphological operatiddste(that at as the imper-
fective singular masculine form of the main verb drids the present first singular form
of the auxiliary). We perform those operations by applying sub-functions R (expo-
nent specification) and L (linearisation): R-i realisesithperfective singular masculine
ending of the main verb and R-ii realises the present firgiudar ending of the auxiliary;
and L-i and L-ii position each ending to the right of the stem.

Under this view of periphrasis, a complete f-descriptioncan be associated
with more than one inflected word form, thus capturing theajdéormulated in
Sadler and Spencer (2001), that the f-description is noég@avith each word of the ana-
lytic expression, but with the analytic expression as a @hol

To sum up, then, the morphological wellformedness of strirgydefined by the
PF as the correct association between morphological esipresand their complete f-
descriptions. This association holds for both synthetit periphrastic expressions.

3.3.2 C-structure correspondence

Once we correctly pair an inflectional string and a f-desmip the next question we need
to ask is how to put morphological strings in correspondemitie the phrase structure.

Before we consider the morpholggystructure correspondence, let us return briefly
to the wellformedness conditions addressed in section@n2. important observation to
make is that the conditions enforced by the PS rules are qplycable to the containment
relations above the Xlevel. Therefore, the dominance relation between a praite
node and a terminal node such aévdry or V/criesrequires a separate principle. This
instantiation relation between N amdary or between V andriesis regulated by the
equality that holds between the category of the lexical it the category of the node
under which it appears: e.geriesis labelled V in the lexicon, so that it can only be
dominated by a V node in the c-structure.

Under the current proposal whegestasand at a hiare fully inflected expressions of
the lexema.ke andcome, respectively, we state the correspondence between mogsho
ical expressions and their c-structural positions by appgly labelling function to a pair
of morphological string ang-. We abbreviate this application as follows:

(12) a. gostas= gostas

2%acr is a local name given to the agreement controller. See Obo@@06, to appear) for details.
3See Luis and Otoguro (2004), Luis and Otoguro (2005), Ow(RG06) for details.
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b. atahi= ata hilayx

In (12), the labels I, V and AUX define the category of the ectstiure nodes under which
each one of the stenfiix strings must be positioned (e.g., the label araeflects the
fact that in HindiUrdu these forms must be inserted under V).

One crucial aspect about the morphol@ggtructure correspondence illustrated in
(12) is that it does not map ‘morphological strings’ ontatietsture nodes. Instead, the
algorithm in (12) places morphological tokens in corresfate with syntactic atoms .
These additional layers of structure can be defined as fellow

(13) a. Morphological tokens are wellformed steffixa strings defined by the
Paradigm Function.

b. Syntactic atoms are leaves on c-structure trees; eatbdeasponds to one
and only one terminal node.

Even though, in principle, one morphological token coroegfs to one syntactic atoms
(cf. (12)), the fundamental contribution of our approacthet these additional layers of
structure allow us to capture morpholggystructure mismatches which would otherwise
be left unaccounted for. In sections 3.4 and 3.5, we showttieahon-isomorphic corre-
spondence between morphological tokens and syntacticsgpoovides an insightful ex-
planation for the conflicting morphological and syntactiogerties of certain verb forms
in EP and Hindi-Urdu. For EP we map one morphological toketo anore than one
syntactic atom (crucially, without being committed to tlepresentation of incomplete
morphological strings in the phrase structure) and for Hilu we map two morpho-
logical tokens onto one syntactic node.

Summing up: we depart from classical LFG in that we do notring®rphological
strings directly into the c-structure. Instead, at therfiame between morphology and
c-structure, we place morphological tokens in correspooésvith syntactic atoms. The
syntactic position of each syntactic atoms is defined by thgpimg between the two
levels via L .

3.4 European Portuguese

In this section, we examine data in which one morphologickén (i.e., one complete
stem-dtix string) corresponds to more than one syntactic atom imgle terminal node
in the c-structure). An analysis analysis will be proposadda on the assumption that
parts of words can be represented in the c-structure withiolating the integrity of
words.

3.4.1 The data

In EP, pronominal clitics can be placed post-verbally (aslies) or pre-verbally (as
proclitics). In either position, citics display a signifidianumber of &ix properties, such
as fusion (14), syncretism (15), and cluster-internalraticphy (16):
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(14) a. dissano (*me-0)
saidpar.1.8G-Acc.3.5G.MASC
‘s/he said it to me’
b. ... quemo-disse (*me-0)
thatpar.2 pL-acc.3.s6.masc-Said
‘...that ghe said it to me’

(15) a. deuho (*Ihe-0)
gavepAT. 3 SG/PL-ACC.3.SG.MASC
‘s/he gave it to hinthem’
b. ... quelho-deu (*Ihe-0)
thatpar.3.sG/pL-AcC.3 5G.MASC-gave
‘...that ghe gave it to hinthem’
(16) a. deudo-lo (*nos-0)
gavepAT.2 PL-ACC.3.SG
‘s/he gave it to us’
b. ... queno-lo-disse (*nos-0)
thatpar.2 pL-acc.3.s6.masc-said
‘...that ghe said it to us’

Affix-like properties are also found inside the cluster: a)adiaire rigidly ordered (
i.e., dative clitics must precede accusative clitics,@ltih NPs are generally ordered in
the opposite order) and b) show idiosyncratic co-occueeastrictions (i.e., 1st and 2nd
person clitics cannot co-occur inside the same clusten #weugh there is no seman-
tic nor syntactically principle ruling out such combinatiat the phrasal level). Based
on such evidence, Luis (2004) takes the view that EP erghticl proclitics should be
analysed as the saméia unit and assigned the ability to be positioned before amtl an
after the verb. Similar claims have been made about clitmpuns in other Romance
languages (Miller and Sag 1997, Monachesi 1999).

The inflectional status of clitic pronouns is captured in)(IThe PF defines one com-
plete stem-fix combination and where each verb-clitic string is the veettied realisa-
tion of a pair(seg, o), whereo corresponds to a complete set of morphosyntactic features.
The diference between (17a) and (17b) is that the clitic is linedrostverbally in (17a)
and preverbally in (17b).

(17) PF definingré-m¢me vé&(‘seems me’)

a. PF(sek, {(T TENSE) = PRES, (T sUBJ PERS) =¢ 3, (T SUBJ NUM) =¢ SG})) =def
S:vé
R:me
L: vé<me

b. PF(sEE, {(T TENSE) = PRES, (T suBs PERS) =¢ 3, (T suBy NUM) =¢ SG,
(T REST) = +})) =qef
S:vé
R:me
L: me<vé
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However, as observed in previous work (Luis 2004), thiedince between enclitics
and proclitics is not just righieft linearisation with respect to the verb. At the level ef ¢
structure, while enclitics behave like genuine verbdliges, proclitics exhibit properties
that are not typical of verbal prefixes. The contrast is ithted in (18)—(19). In (18), the
enlitic must be adjacent to the host and it can triggedergo non-productive allomorphy.

(18) Levamola (not: levamos-a)
take  -acc.3sG.FEM
‘We well take her’

Proclitics, on the other hand, show a certain degree of stintseparability. Adverbial
words (given in italics) can intervene between the pracitid the verb? suggesting that
proclitics are visible to the syntax:

(19) ...achoqueelao aindanaodisse
...thinkthatsheacc.3sc.masc yet  not told
‘...l think that ghe hasn't told it to hintherthem yet’

Hence, although both enclitics and proclitics are consddias verbalféixes, enclitics
attach to a verbal stem while proclitics select a phrasatipasn the syntax (Luis 2004).
We therefore propose the following PS rule to account fortiheerbial position, between
the verb and the proclitic :

(200 | — Cl Adv* |
T=1 le(Tam) T=1

The ability for dfixes to display phrasal behaviour has been previously attast
other languages. Infiect, in the literature, formatives showing both morphatadi
affix status and syntactic independence are often called pragis@s (Klavans 1985,
Anderson 1992, Luis 2004). We therefore follow Luis (2004) @ake the view that EP
proclitics are best regarded as phrashkas.

The question we need to address now is how to represent phfiasas at the level of
c-structure.

3.4.2 Proposal

Under the assumption that phrasfibxes result from a mismatch between morphological
and syntactic units, the labelling algorithm introducedséttion 3.3.2 will allow us to
capture the fact that one sterfita string in the morphology is mapped onto two terminal
nodes in the c-structure.

The correspondence between clitic-verb strings and telnmiades is defined as in
(20), where a) the morphological token is given in squarekets, b) H is the verb stem
and c) ‘X’ and ‘y’ are inflectional fiixes.

(21) [xH-y] = Xc H-y,

“One further diference between enclitics and proclitics is that proclitas take a scope over a co-
ordinated phrase .
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The result of applying (20) to the output strings in (17) gtethe labelled syntactic atoms
given in (21).

(22) a. mevd = mec Ve,
b. [vémd = vé-meg

The morphological token in (21a) is mapped onto one symtattm of category |,
while the morphological token in (21b) is mapped onto twotagtic atoms. Each cat-
egory label constraints the position in which the atom ogdarthe phrase structure.
In EP, finite verbs are in arf Iposition. The proclitic is mapped onto a Cl category
to capture the fact that it must be positioned under a nojegtiag Cl node within |
as stated in the annotated PS rule in (20). Thus, the inseofigyntactic atoms into
the phrase-structure is regulated by standard phrasdwseyarinciples (e.g., immediate
dominance, linearisation and instantiation) in comboratwith PS rules (for more details,
cf. Luis and Otoguro 2004, 2005).

To conclude, the mapping between morphological tokens wmidstic atoms enables
us to accommodate phrasdhiges within LFG c-structure without inserting the actual
affix string directly into the c-structure thereby preservihg strict separation between
morphology and syntax.

3.5 Hindi-Urdu

While the previous section has shown that wellformed stéiir-strings can be syntac-
tically expressed by more than one syntactic atom, thisseutill examine verb forms
in Hindi/Urdu in which one syntactic atom corresponds to more thamuorphological
token. Such data lends further empirical support to a nomdasphic approach to the
morphologyc-structure mapping in LFG.

3.5.1 The data

In Hindi/Urdu, verbs inflect for two sets of agreement features ddpgrah tense, aspect
and mood. Perfective and imperfective participles agregeinder and number, as in
(23a—b), whereas subjunctive participles agree in persdmamber, as in (23c):

(23) a. vamya.

he comeperr.sG.m
‘He came.’

b. (agar)vahata.
(ify  he comempr.sG.m
‘(if) he had come.’

c. (agar)vahae.
(ify he comesuBjuncT.3.:5G
‘(if) he comes.’

The list of agreement endings is given in (24).
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(24) a. Imperfective Perfective b.  Subjunctive
Masc Fem| Masc Fem 1 2 3
Sg -f@ -t -a 4 Sg 4 -e -e
Pl -te -t -e 4 Pl €& -0 €

Participles can also be followed by auxiliaries to realisase, aspect and mood
(McGregor 1995, Schmidt 1999). One of those auxiliary vasbsonawhich inflects
person and number in the present and for number and gendes past. In periphrases,
therefore, the lexical verb and the auxiliary can inflect different sets of agreement
features. In (25a), for instance, the perfective partecigljrees in gender and number
while the present auxiliary agrees in person and numbepéfective+ past auxiliary in
(25Dh)).

(25) a. Immediate past (perfectivepresent)
vahaya hai.
he comeperr.sc.m beprres.3.5G
‘He has come.’
b. Remote past (perfectivepast)
vahaya tha.
he comeperr.sc.m berast.sG.m

‘He had comg¢ghe came.’

Thus, one important observation about periphrastic teimsdadi-Urdu is that they can
display both agreement patterns simultaneously, prove@eth set of features occurs on
a different verb.

On the contrary, future verb forms, systematically disgdath sets of agreement fea-
tures.

(26) hamae-ge
we subjunct.leL-FUT.PL.MASC
‘We will come.’

In (26), the verb stemaeis a subjunctive participle that agrees in person and nuifcher
(24b), while the sfiix which follows the stem agrees in number and gender (cf.)j24a
As the paradigm in (27) shows, each part of a single syntactid efectively inflects for

a different set of agreement features (subjunctive stem is irfaomsyp

SThe sufix is a grammaticalised form of the perfective formjaf'go’. In its full form, it inflects as
follows:
Sg PI
Masc gap gae
Fem ga gd
However, as a gramaticalised form, the auxilairy has lgstiitginal meaning and undergone lexical reduc-
tion:gaya»>gagae—»gagal— gl
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(27) Future @n acome’)
Masc Fem
Sg Pl Sg Pl
aliga aege | aligi aégr
aega aoge | aeyl aogl
3 aega aege | aegl aggl

N -

The fact that both sets of agreement features can occumaitaisame verb form suggests
to Otoguro (2006) that future verb forms do not behave mdagically like one synthetic
verb forms (cf. (24)). Instead, the inflectional pattern2i@)seems to indicate that they
behave morphologically like periphrastic expressions.

3.5.2 Proposal

We will now show that assigning a periphrastic structuréntftiture verb forms enables
us to account for their peculiar double-agreement. Ourgsalpentails the claim that fu-
ture verb forms in Hindi-Urdu display a mismatch betweenrthmorphological structure
(which is periphrastic) and their c-structure represematwhich is synthetic).

In the morphology, we define the periphrastic structuraedge¢hrough the PF in (28).
As alluded to before, periphrastic strings select more thastem . Therefore, the PF
in (28) defines two stems, nameb(< anpandg (< hong. The endings attached to
each stem are specified by R and their linearisation is defiged Crucially, the former
inflects for person and number and the latter for number andeye Under this analysis,
double-agreement marking on future verbs results from tmbination of two stems
with their appropriate endings.

(28) o = {(1T TENSE) = FuUT, (%Y0AGR NUM) = PL, (%0AGR PERS) =¢ 1,
(%AGR GEND) =¢ MASC}
PF(coME, 07)) =gef

S: I. a
i. g

R:. i. e
ii. e

L: i. a<e
ii. g<e

Having analysed future verb forms as comprising two cone@etd wellformed stem-
affix strings, the next task is to place the periphrastic expess correspondence with
the c-structure. The fact thateges positioned under the%hode (cf. (29) indicates that
future forms are periphrastic in the morphology but synthetthe syntax. We therefore
need to account for the mismatch that exists between thaipmotogical structure and
the syntactic representation.
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(29) S
/\
(Ter)=1 T=1
NP Vv
PAN \
ham agge

(T PRED) = ‘COME(SUBJ)’
(T TENSE) = FUT
(%AGR PERS) =¢ 1
(%AGR NUM) =¢ PL
(%0AGR GEND) =¢ MASC

In Otoguro (2006), the labelling algorithm captures thigetyf mismatch by assigning
only one category label to both morphological tokens. Taidlustrated in (30a) where
both stem-#ix strings correspond to one syntactic atom and where thgaatéabel
V reflects the verb’s c-structural position. In contrasg fieriphrastic expressioay a
hai in (30b) illustrates a case of one-to-one mapping betweeamphaotogical tokens and
syntactic atoms. Each morphological token is labelled with category which indicates
its position in the c-structure.

(30) a. [a¢[gd = aege
b. [ay B[ hai]l = ay @ haiaux

Summing up, this section has shown that there are two typpsrgihrastic expres-
sions in Hindi-Urdu: i) typical cases in which two sterfiba strings correspond to two
independent terminal nodes, and ii) ‘pseudo-periphrastjgressions in which two stem-
affix strings correspond to one independent terminal nodeslaftee are periphrastic in
the morphology but synthetic in the syntax and their stmatpeculiarity is captured at
the interface between morphology and the c-structure asmatch between morpholog-
ical tokens and syntactic atoms.

3.6 Conclusion

This paper has examined the non-isomorphic correspondestweecen morphological
strings and phrase structure nodes in EP and Hindi-Urdu. ifitapevidence has mo-
tivated the distinction between two types of ‘word units’orphological tokens and syn-
tactic atoms. Each one plays dfdrent role in the grammar and is sensitive tffedent
wellformedness constraints. The former is purely morpgickl and sensitive to the regu-
lar morphological principles, whereas the latter is theepuconfigurational and sensitive
to regular c-structural principles. Our proposal has hetlpesolve the dual properties of
EP proclitics by allowing us to represent phraddilkas as a distinct syntactic atom. We
have also provided an explanation for the partly periplocastd partly synthetic prop-
erties of future verb forms in Hindi-Urdu. Under our accquhey are morphologically
periphrastic but syntactically synthetic. Finally, thenf@l modifications made into the
LFG theory are in harmony with core assumptions about thephwmogical integrity of
words and the division of labour between morphology andwestre.
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4 Udi Clitics: A Generalized Paradigm Function
Morphology Approach”

Ana R. Luis (University of Coimbra)
Andrew Spencer (University of Essex)

4.1 Introduction

Subject person markers (henceforth PM) in Udi, a North Eastc@sian language, can
appear in any one of the following positions: at the righteedfja focused constituent,
verb-finally, inside complex stems or inside monomorpheweibstems. Harris (2000,
2002) accounts for the peculiar placement of PMs by treatiogi-final and edge-final

PMs, in (1a), as enclitics, and word-internal PMs, in (1ls)eadocliticst

(1) a. ayel-en p’a esne ag’-e
child-erc two appple-36.PM
‘The child took two apples’

b. azg'e
a z qg e
takelscPM takeaorll
‘| received’

Harris shows in detail that the enclitic uses of the PM camftw standard definitions
of clitic (for instance the tests of Zwicky and Pullum (1983)he claim that the verb
form in (1b) contains an endoclitic necessarily entails @assumption that words can
break up other words or, paraphrasing somewhat, that thevsgan see inside words,
in clear violation of the Lexical Integrity Hypothesis, werdvhich only dfixes can appear
word-internally. In this paper we argue that the conclusloasn’t follow if we change
one important premise, namely, the assumption that the Rikinincarnation as clitics
are placed by syntactic rules. On the contrary, we will aripa¢ the enclitics are phrasal
affixes and that phrasaftixes are morphological objectsfiiaes) placed with respect to
syntactic categories rather than morphological categorie

*Much of the work reported here was conducted while AS was theipient of a British
AcademylLeverhulme Trust Senior Research Fellowship and while Als tee recipient of studentships
from the AHRBBritish Academy and the Portuguese Foundation for Sciend&achnology. We are very
grateful to these bodies for their support.

We put the PMs in bold face here and throughout.
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The analysis we will outline adopts the theory of GeneradliBaradigm Function
Morphology (Spencer ms., 2004) , and specifically the notibrextended paradigm
function’ explored in Luis and Spencer (2005) for Europeantuese. The analysis
accounts for the distribution of person markers by aligrsngject agreement markers
either a) within a verb stem as (trudfiges or b) to the right of a focussed phrasal host,
as clitics. This means that, as in European PortugugBgh@od or clitichood is not
an inherent property of the PM itself. Moreover, the PMs thelves will be treated as
morphological objects no matter where they are placed. thesefore a consequence
of our analysis that complex verb stems are not broken up btastic objects, but by
morphological objects. Given this analysis, the factsstiated in (1) are derived within
the morphology and the Lexicalist Hypothesis can be maiethi

The structure of the paper is as follows: we start Bgiong a quick overview of the
verb structure in Udi. Section 3 surveys the facts about PAdgrhent in Udi, based on
Harris’ (2002) detailed description. Section 4 summarldagis’ cliticisation approach
while section 5 outlines our inflectional account in infofeams. Section 5 sketches the
analysis within the theory of Generalized Paradigm Fundiimrphology.

4.2 Udiverb structure

To understand the placement of Person markers, we starebgiming the morphological
structure of the Udi verb stem (cf. 2.1) and the complete settsdi Person markers (cf.
2.2).

4.2.1 Verb stems: simplex and complex

Udi is an agglutinative language in which the minimal verbriccomprises a verbstem
and a tense-mood.aspectisu? In (2), the verb formag’o consist of the verbstemq’
and the future dftix -o.

(2) aq -o
takerurl
‘(someone) will take’

An important property about Udi is that verbstems can eitheeisimplex or complex.
Simplex stems are monomorphemic and constitute the mynoaitern in this language:

(3) aq- ‘take’ bi- ‘die’
ef-  ‘keep’ bug’- ‘love’
bag” ‘hold’

Complex verb stems, on the contrary, combine a verb or light with an incorporated
element, as in (4) (Harris 2002:65):

(4) a. lask'o-b-
weddingpo
‘marry’

2The data used in this paper is taken form Harris (2002).
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b. kala-bak
big-BEcOME
‘grow up’

c. oc’-kK’
washiv

There are about six light verbs in Udi {do’, bak‘be, become’p ‘say’, eg‘come’, d, k),
three of which can be used as independent verbstems withendent meanings. Other
verbs neither occur independently nor have their own meame gloss the latter simply
‘v’ (though it should be borne in mind that glosses for the ofilgét verbs are essentially
arbitrary). Incorporated elements can be nouns (4a), igsq4b), intransitive simplex
verbstem (4c), borrowed verbs, adverbs, or unidentifialelments (Harris 2002:65). In
fact, most verbs in Udi are complex, with relatively smalhrher of simplex stems (a
matter we return to in section 5).

4.2.2 Person Markers

PM cross-reference the subject for person and number &satand are generally not
optional. There are three sets of PMamely: the Inversion set, the Question set and the
General set, as shown in (5). Which one of the sets is selettediven clause depends
on the verb’s category. The Inversion set is selected bysvieglonging to the inversion
category bug’ love, want,ak’- see,ababak-know* ); the set labeled Possession is used
mainly with verbs denoting possession, while the Genetadsaurs with all other verbs.

(5) Person markers in Udi (Harris 2002:28)

General Inversion Possession
1Sg -zu, -z -za -bez, -bes
2Sg -nu,-n,-ru,-lu -va -Vi
3Sg -ne, -le, -re -t'u -t'a
1Pl -yan -ya -bes
2Pl -nan,-ran, -lan -va, an -ef
3Pl -q'un -q'o -g'o

The PMs in (5) exhibit shape variations which are mainlygeiged by rules of phrasal
phonology. For example, first and second singular persokersizu and-nu undergo
vowel elision before a consonant or at the edge of words. ,Algad singular-ne and
second singulafnu assimilate to a preceding] and[r] (and optionally to[d] andt])
(Harris 2002:34, 67). However, one of the PM variants seemiset triggered by the
tense of the verb rather than by phrasal phonology. Vowdi@t with third singular
PM (belonging to the General set) takes place (optionaflyhe@ immediately follows
the subjunctive particleq’a- or if -ne follows markers of the subjunctive Ha-y- (not
subjunctive 1). In this latter context, ellision is compaig (Harris 2002:33). It is not

3There is also a partial set which is labeled ‘Question’ seir(id 2002:28).
“Harris (2002:27) also suggests that these verbs have in oartime fact that the subject is an experi-
encer (cf. also chapter 8 on the historical origin of the tsi@n set).
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clear whether this alternation ought to be regraded as amgeoase of allomorphy of the
person market.

4.2.3 Summary

This section has shown that there are three complete setdi #fddson markers and two
main types of verb stems. In section 4 we return to the intetnacture of verbal stems to
address an interesting aspect about the evolution of verbsstnamely their etymology.
The diachronic evolution of the Udi verb will help us undarsed why PM occur word-
internally as they do.

4.3 Person Markers in Udi

We will now describe in more detail the positions in which Phtor and the conditions
determining them. There are two basic types of placememennatfor Udi PM, verbal
and phrasal.

4.3.1 Phrasal attachment

Phrasal attachment is perhaps the piece of evidence whish strongly suggests that
PM constitute 'special clitics’ (in the sense of Zwicky 197 T there is a focused con-
stituent in the clause, the PM encliticizes to it. Negatiaetigles and question words are
obligatoily in focus in Udi and attract therefore PMs, aswhan (6) and (7). If both
a negative particle and a question word co-occur then the ®athes to the negative
particle (Harris 2002:119).

(6) nana-n te=ne buya-b-e (te=ne) p’aaCik’alSey
motherere NeG-3s6 find-po-aorll two toy.ABsL
‘Mother did not find two toys.’

(7) manumuz-in=nu ayt-exa?
which languagenst-2s¢ Word-sAy.PRES
‘WHAT LANGUAGE are you speaking?’

The PMs can also attach to other focused arguments, as in (8).

(8) a. yag-ane ba-sta
roadpAr-3sG iN-LV.PRES
‘ON THE ROADhe opensi it

b. merab-en ayt=ne ef-sa
Merab£rc Word aBsL-3sG KEEPPRES
‘Merab keeps hisVORD.’

SThere is not enough evidence to go into more details abousthet nature of the phonological alter-
nations displayed by the PM. Also, the phonology of Udi hasheen stated explicitly yet, as pointed out
by Harris (2002:33). We will therefore leave the morphopdiogy unaddressed.
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In clauses with zero copulas, the PM is hosted by the preglieahinal, unless the subject
is in focus:

(9) nana k'wa=ne
motherassL housepar-3sc
‘Mother is at the house.’

These then are the four hosts to which PM attachment: a) ainegurticle, b) a
wh-word, c) focused arguments and d) a nominal predicatew these four contexts
interact in terms of precedence relations is explained aedplified in great detail in
Harris (2002). For the present purposes however flicgs to say that the position of
the PM, shown in (6-9), results from the interaction betwsgmax and information-
structure. The data has also shown that person markers iagp@iar in places in which
full words cannot occur and exhibit promiscuity with resptecthe words they attach to.
Based on Zwicky and Pullum (1983) and various other studiesr{s 2002:114), Harris
argues that properties such as these support the view thar@®bpecial clitics.

4.3.2 \erbal host

There are also contexts in which Udi PMs seem to select tlosit. Hn this section, we
focus on the attachment of PM to the verb, both verb-finallyayb-internally. They are
final in the verb stem if the verb is in the future Il, the sulgtive I, the subjunctive Il, or
the imperativeé. these TAM categories, which take precedence over the ghuastexts
addressed in section 3.1, position the PM in verb-final mositregardless of whether
there is a negative particle or a wh-word (Harris 2002:1}8-9

(10) a. bos-t-alme
iN-Lv-FUT-38G
‘s/he will plant’

b. ¢-aq'un?
comesusJll-3pL
‘will they come?’

c. besp’-anan
Kill- imp-2pL
‘“You kill [her].

As to the verb-internal placement of PM, we start with plaeatrinside the complex
verb stem. At the outset of this paper we alluded to the feat @M can break up the
components of a complex stem, occurring between the incat@d element and the light
verb or verb root. As (11) shows, the PM occurs between moedeonndaries:

SVerb-final placement also takes place with a very small setuppletive roots consisting entirely of
a single consonant (e.dp;esa-nmakerres-3sa] ‘she makes’ p-e-ne[say-aorll-3sa] ‘she said’) and with
irregular forms of other verbs (e.gba-t'u‘she knows’ the shortened form aba-t'u-bak-gknow-inv3sc-
be-orll]).
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(11) a. €-esnesta

bring4nr-3sG-cAUS.PRES
‘(he) brought’

b. zer-evhe-k'sa
decoratezaus-3sG-Lv-PRES
‘s/he arranges [the house]

c. lask’ogq'un-b-esa
wedding3pL-DO-PRES
‘married’

The placement in (11) cannot occur if the verb form is futurehe subjunctive I, the
subjunctive II, or imperative (i.e., in the presence of tWéMTcategories resposible for
verb-final positioning). In that case, the more generalgi@nt rule applies positioning
PMs verb-finally:

(12) aS$-b-alke
work-do+urll-3se
‘s/he will work’

Examining the behaviour of PM inside monomorphemic stenvs cBn also appear
immediately before the final consonant in monomorphemib veots. In (13), various
examples of intramorphemic placement are given. We follaarid (2002) in glossing
the parts of the discontinuous root twice witlfdrent subscript numbers.

(13) a. beney-sa (verbstenbey-)
look;-3sG-100k;-PRES
‘look at’
b. az-q-e (verbstemaq’-)
receive-lsc-receive-aorll
‘received’
c. basg'um-g-e (verbstembasq’)
stea]-3pL-steap-aorl|
‘stole’
d. banek-sa (verbstenbak-)
be-3sG-be,-PrRES
s’
Intramorphemic placement however cannot occur if the stemsists entirely of a single
consonant or a CV sequence, in which case PM occur verbyfi(tddirris 2002:128):

(14) b-esaae
makepres-3sG
‘he makes’

Also, specific lexical class trigger intermorphemic plaeaint between the verbstem and
the present tense marker - but only in the intransitive.

(15) a. bi-ne-x-sa‘gives birth’
b. bix-ne-sa‘is born’
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4.3.3 Summary

Verb-final placement, which is triggered by TMA propertidstioe verb, constitute the
default position. Phrasal attachment occurs if there isaded constituent in the clause;
verb-internal placement takes place when neither the fadt@gering verb-final nor
phrasal attachment are available in the clause. Simpgjfgimmewhat: intermorphemic
placement is only possible with complex stems, containmgnaorporated element; in-
tramorphemic placement takes place with monomorphenmessending in consonant.

The account of the Udi facts proposed by Harris’ (2000, 20@f)in Optimality The-
ory treats the PMs as enclitics in word-final positions anéraoclitics in verb-internal
position. However, an alternative approach is possible ef take seriously the idea
that edge-final and word-final PMs are phragéikas (Klavans (1985), Anderson (1992),
Luis and Spencer (2005)). Before sketching our analysis amepare and contrast the
two approaches.

4.4 Harris (2002)

Harris (2000, 2002) derives the positioning of the PMs tgiogpecific alignment con-
straints:

a) enclisis to a verb is derived through the alignment cangtwhich aligns the left
edge of the PM with the right edge of the inflected verb formtfia futurell,
ending in-al; subjunctive | and II, imperative — all ending ia);

b) enclisis to a focussed constituents follows from an alignt constraint which
states that the left edge of the PM is aligned with the riglgeedf the Focused
constituent.

c) intermorphemic placement (between IncE and light vesiggaiptured through an
alignment constraint which aligns the left edge of the PMradid with the right
edge of the IncE;

d) intramorphemic placement is derived as ‘infixation’ imparating McCarthy’s
and Prince (2005) insight that certain grammatical stmeéstunay incur minimal
violations of constraints. Here, the alignment constragégjuires that the right
edge of the PM be aligned with tmght edge of the verbstem. Since this entails
overlapping segments the constraint will always be vialatesome degree. The
least violation is incurred when there is a mismatch of omg segment, which
effectively means that the PM is moved to the left of the rightnroasisonant.
This is illustrated in Harris’ Tableau 7.5 (Harris 2002:)58dapted here as (16),
where |’ indicates the right edge of the verbstem ard the right edge of the
PM:

(16)

Candidates | ALIGN-PM-VERBSTEM
a. netbeyl-e | bey!
b. b-nerey|-e | ey!
O c. be-ney] Y
d. bg;-ne+e | ne!
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The claim that PM constitute special words positioned bgsuwf syntax crucially
implies that PM violate the lexical integrity of the verbaddt when they occur word-
internally. Harris’ analysis explicitly claims that ruled syntax clitics can see inside
words.

The analysis works, but at typological cost: it dependsiaflycon an appeal en-
doclisis, i.e., the ability for words (clitics) to occur ide the verb root. As alluded to
before, however, this is not an entirely uncontroversialra| given that it is generally
assumed that word-internal constituents are morpholbgiements not free words. If
Harris’ analysis proves to be the only one available, thanetains that Udi constitutes
a counter-example to the widely-held assumption withinclglist grammar that a) the
internal structure of words is not visible to the syntax amat ©) the syntax cannot ma-
nipulate the structure of words.

4.5 An alternative proposal

In this section we show that the complex Udi data can be givdifferent interpretation,
though one which is only minimally ffierent from Harris’ own account. One important
property about person markers in Udi is indeed their lodatienship with the verb. They
not only realise morphosyntactic propoerties typicallycasated eith verbs, but they also
display a high degree of locality with respect to the verthexiwhen they occur at the
edge of it (by default) or inside it. We will therefore expdaihe idea that they constitute
verbal dfixes. How can we account for their behaviour within an inflawal analysis?

As will be shown in section 5, an inflectional analysis of varternal placement
can easily explain why a givenffix breaks up verbal stemieots. Complex stems,
even though they behave syntactically and semanticallynasaord (mostly with non-
compositional semantics), are historically composed af &ncient morphemes. Cross-
linguistically it is not rare for stems to be discontinuousi&plit up by inflectional mor-
phemes. Spencer (2003) discusses the discontinuous stektisapaskan languages in
this light and Spencer (ms.) gives further examples fromS3Heerian (Yeniseian) lan-
guage Ket.

Intramorphemic placement raises #elient question: if simplex verb stems are sin-
gle morphemes how is it possible that PM can split them up tbl@Wever, even this
apparently strange pattern can be incorporated into fiikadonal account given one
additional assumption. Indeed Harris’ own discussionshatta natural solution which
involves re-structuring the simplex verb stems.

“All of the light verbs that form complex verbs consist of agie consonant,
except for bak- 'become’. That is, in a typical complex vesbch as as-ne-
b-e, the PM is before the light verb, that light verb being lémt consonant
of the verbstem. (Harris 2002:213)”

We propose that the remaining simplex stems of the form (QB)@.e. the majority)
have been reanalysed as complex stems in the modern Udbtexitie small number of
remaining stems which have al@irent shape then constitute the exceptions to endoclisis
accounted for by Harris’ Rule 6.
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Now, assuming that verbal attachment (i.e., verb-finagrimbrphemic and intramor-
phemic) can be derived purely within the morphology, thetnesportant question we
need to address is how to account for the phrasal attachrhEM which for Harris clear
proof that the PMs are positioned by rules of syntax. Reball PM attach to a focused
constituent, regardless of the category of the host. Inrégpect, one could say, descrip-
tively, at least, that PM behave partly like of genuine védbixes and partly like special
clitics.’

European Portuguese exhibits a very similar patterninditsésto Udi. In ‘enclitic’
contexts the Portuguese formatives behave like canonithkes, while in ‘proclitic’
contexts they behave like canonical clitics. In Luis (20@4Yl Luis and Spencer (2005)
European Portuguese clitics are treated as identical tor@sain each case but subject
to different rules of placement or attachment depending on vanmmuphosyntactic fac-
tors. Those works take the clitic contexts to be contextshwhgal #ixation in which
morphological formatives are placed with respect to sytidally defined nodes rather
than morphologically defined stems. In other words, in pdiraixation morphology has
access to syntactic structute.

Likewise, the Udi PMs constitute (subject agreemefiixes, irrespectiveof where
they are placed. The PMs are placed either as/stamsutixes (in verb-final and verb-
internal position) or as phrasdatiaes (in focused contexts). This proposal crucially relies
on the assumption that the morphology a) defines the realisat inflectional exponents
over lexemes (not lexemic roots) and b) the definition of exgmze (realization), domain
(placement) and linearization are treated separately.

One consequence of our analysis is that verb forms in Udi aréonger broken
up by syntactic objects (as suggested by Harris 2002), budxphological objects (cf
Luis and Spencer 2005 on ‘mesoclisis’ in European Portigudéss important to hight-
light the fact that clitic constructions are not an instaatperiphrasis, in which syntactic
words realize morphosyntactic properties. Clitics haveyrdactic representation (in par-
ticular, they aren’t syntactic heads). PM aren’t even naoyjgeting words in the sense of
Toivonen (2003).

4.6 Generalized Paradigm-Function Account

Our analysis can be couched within the extension to SturgpB8X) theory of Paradigm
Function Morphology (PFM) proposed in Luis and Spencer $2@@dd Spencer (ms.). In
PFM a paradigm function takes a pairing of a root and a setabfifes and delivers a fully
inflected word form. In general the paradigm function is dediim terms of a sequence
of realization rules which add successivias to the root. We can think of the paradigm
function as a set of assembly instructions for word forms.

’Similar issues concerning the grammatical status of Udticsli have been discussed in
Crysmann (2000).

8Anderson’s notion of phrasalffixation is generally used to support the view that all clitosistitute
phrasal &ixes, even if those so-called clitics behave like genuinedwewvel dhixes. In our work, phrasal
affixation is restricted to clitic phenomena in which cliticoshno sign of being morphologically attached
to a stem.
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In Stump’s original model the realization rules take the egah form X = X-
suffix/prefix-X, where the ‘X’ can be the lexeme’s root or any intedia¢e dfixed form.
In the extended PFM model we separate out two distinct aspédhe realization rule,
exponence (a definition of the form of eacffixd and placement (what kind of stem it
attaches to and in what direction). We code this idea by nefitating the notion of
paradigm function. This is now a mapping from a pairing of thié representation of
the lexeme and a set of features. The paradigm function detireewvord form of a given
lexeme corresponding to that feature set. In the extendetehtbe paradigm function
itself is split into four components, as seen in (17):

(17) Paradigm Function in Extended PFM
(i) Domain
(i) Host
(i) Exponence
(iv) Linearization

For dfixation the Domain is the word and the Host is some appropsiai®. Like the
realization rules of standard PFM, the rules introducingomence are furnished with a
‘rule block index’. This is an integer which is used to lineardfixes within a string. The
default Linearization is for eachfix to be placed in the order defined by the rule block
index, but as Stump (2001) details there are numerous egosyib this within ordinary
affixation (see also Spencer 2003).

The modification of the paradigm function given in (17) alows to collapse stem
affixation with phrasal fixation (cliticization). The parameters in (17) are very itam
to the parameters for cliticization proposed by Klavans88)9 Thus, in typical instances
of phrasal #&ixation we have a clitic cluster, whose exponents are defineenu(17(iii))
and linearized under (17(iv)). The domain parameter detexsnthe phrase or prosodic
category with respect to which placement takes place anddsiespecifies where within
that domain attachment is made. A simple illustration ofditerence between the two
modes of attachment as defined by a paradigm function is dydime English plural (18)
and the English possessive inflections (19):

(18) English plural:
PFar, [Num: PI]) =
Domaingar, [Num: PI]) = word
Host(car, [Num: PI]) = root(car)(by default)= kat
Exponence: Formative string, [Num: PI]) = /z/ (default plural)
Linearization:/z/ = sufix (by default)

(19) English possessivithe cat on the mat’s] whiskers
PF(ar, [Poss: Yes])k
Domaingar, [Poss: Yes]= NP headed byar
Host(ar, [Poss: Yes]) word form right edge of N mat
Exponence: Formative string(, [Poss: Yes]) /z/ (default plural)
Linearization:/z/ = suffix (by default)
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Ignoring the question of ‘endocligiafixing’ for a moment, we now have the basis
for a simple unified description of the Udi facts. Where somanfverbal) phrase in the
clause is in focus that phrase serves as the dghwsnhfor attachment of the PM. A full
account of this will require the paradigm function to haveess to whatever feature is
used to code non-default focus in Udi. For the sake of exioosite will simplify and just
assume a feature [Default focus: {yes, no}], where defaadus is on the verb. To some
extent this means that PM placement is at least a partialrexgof this focus feature.
Once we grant to the paradigm function the possibility of mglexplicit reference to the
nature of focussing, the revised definition of the paradigntfion will permit us to treat
the PM as a focus-seeking enclitic or as a verlfia.a

A salient property of the Udi PM’s is that they appear as irsfwgth certain classes of
verb stem. Harris (2002)fters a description of this patterning within Optimality Tino
which relies on making a phonological segmentation of thdy wem and placing the
PM phonologically. However, Harris’ meticulous tracingtbg historical development
of the structure of the verb stem suggests an alternativeofvipoking at the Udi verb
lexicon (see especially Harris 2002: 211f). Very few Udibgeare monomorphemic and
those there are often have a form (C)VC. The typical form eflight verb element is
just a consonant. Moreover, the LV is typically a cranbeamnt, devoid of any meaning
(indeed, this is often true of both parts of a complex verm$té/Ne propose, therefore,
that the verb lexicon has undergone a type of reanalysisruvideh (nearly) all verbs are
taken to be morphologically complex: IneELV. Thus, even a simplex verb stem such as
aq’ ‘take’ is treated as morphologically complex, which we wépresent as,ar q'y;. The
subscripts represent morpheme template positional sleés$pencer 2003 for discussion
of discontinuous stems in Athapaskan). (We stress thaingtif substance hinges on
this interpretation being correct, but it seems to providgraightforward account of the
facts).

Assuming such a reanalysis simplifies the statement of fip@tion process. Where
the paradigm function is defined over a feature set contgifidefault Focus: yes], the
DomairfHost parameter is defined as the verb stem, and the exponeficesdthe PM
as occupying slot | (with obvious abbreviations), whetHet kintervenes between an
etymologically complex stem, as in (20), or between the comepts of a reanalysed
stem, as in (21):

(20) PF forlask’og’'unbbesathey get married’
PF(Lask’ o, {3plSubj, Pres, DefaultFocus) =
Domain: verb
Host: verb stem- lask’'oy + by
Exponence: Z esq
Linearization: default
Output: lask’o-q’'un-b-esa

(21) PF forazg'e'l received’
PF(aq’, {1sgSubj, Aorll, DefaultFocus}) =
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Domain: verb

Host: verb stem: ay + q'y,
Exponence: Z €l
Linearization: default

Output: a-z-q'-e

All we have presented here, of course, is the sketch of anpirediry analysis, or, more
accurately, re-interpretation of Harris’ analysis. Thare various exceptional patterns
to account for with default focus in which infixation isn’tdod, including the various
Future and Subjunctive examples and a variety of other nusypitactic contexts. How-
ever, each of these special contexts is indeed specialgeisghse that the context has to
be characterized by additional features and thus will pngtehe default intra-verbstem
placement outlined above. Thus, as far as we can tell, thasspgonal subcases will
not materially &ect our argument. Our account successfully unites the phaasl stem
affixational properties of these unusual markers, but it dodxy $eeating both clitics and
affixes as morphological objects introduced by a paradigm foimctThus, what is odd
about Udi is not that a syntactic object is allowed to violatacal integrity. Rather, we
have an instance of exactly the same patterning as that foukdropean Portuguese
and a number of other languages, in which a clitic has beemmeticalized as anflix
in some morphosyntactic contexts but has remained a diitcther contexts. The Gen-
eralized Paradigm Function Morphology model, with its ex&d notion of paradigm
function, permits us to capture the dual behaviour of a singprphological formative by
providing a unified treatment of clitics anéhiaes which correctly reflects the essentially
morphological nature of these formatives.
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5 Inflection and Derivation in a Second Language

Kathleen Neubauer (University of Essex)
Harald Clahsen (University of Essex)

5.1 Introduction

In the psycholinguistic literature there is an ongoing delthat centres around the rep-
resentation of morphologically complex words in the metezicon. Here, the role of a
word’s morphological structure in online processing hasnbef particular interest. The
issue under discussion is whether single mechanism modelisab mechanism models
are more adequate in accounting for the facts.

Single mechanism models assume that all morphologicanerbf a word are stored
separately in the mental lexicon. The morphological stmeciof words is posited to
play no genuine role in language production and comprebenstonnectionists claim
that morphological structure is not explicitly represenite the mental lexicon. Mor-
phologically simple as well as complex words are said to loeest in terms of dis-
tributed representations in associative memory and hameemtions among them (e.g.
Rumelhart and McClelland 1986, MacWhinney and Leinbach).99

On the other hand, so-called dual route models claim théat tnotrphological decom-
position and full-form representation are used by the lagguprocessor. Proponents of
the Dual Mechanism Model have claimed that the mental graninasia dual structure
(e.g. Pinker 1999, Clahsen 1999. A qualitative distinctias been drawn between two
distinct representational mechanisms: storage of lexieals in rote memory (e.g. ir-
regular inflection is believed to involve memory-based asgmns) and computation of
default transformations by symbol-manipulation procegseey. regular inflection is said
to involve symbolic rules). Word frequency and the phonaalgtransparency of words
play an important role in determining the mo#fi@ent processing route (Ullman 1999,
Clahsen 1999). In an extension of the dual mechanism modirigational morphol-
ogy Clahseret al. (2002) treat both productive inflection and derivation as riésult of
combinatorial operations, but associate productive déam and irregular inflection with
stored lexical entries.

An interesting proposal with regard to morphological pssieg in L2 has been made
by Ullman (2001a, b). He proposes the declardtix@cedural model of lexicon and gram-
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mar which distinguishes between two brain memory systeimes:so-called declarative
memory and the procedural memory system. Both of these coemt® are said to have
distinct cognitive, computational and neural bases. Tiutadative memory is said to be
an associative memory of distributed representationshigirhemory system linguistic
rules do not play any role. The procedural memory system easdssified as a rule sys-
tem. It is claimed to subserve the fully productive morplgatal forms (defaults). The
procedural memory system is thus said to underlie opeatielated to fiixation. The
declarativgprocedural model posits a shift from procedural memory uséd to declar-
ative memory in L2, i.e. it is predicted that L2 learners ¢ty memorize all complex
word forms, including linguistic forms that are compogiadly computed in L1. This
hypothesis will be tested by investigating the processingftected and derived word
forms by Chinese L2 learners of German.

5.2 Previous research

There is a considerably large body of research on morphmabgrocessing of inflected
words in adult native speakers. Here, among the best stptieaomena are the English
past tense and past participles. Previous research psostdtlicting results.

An acceptability judgement task done by Kénal.(1991) investigated the role of
phonology, grammatical structure, and semantic extereksdim adult’s generalisations
of English past tense inflections. The subject’s task waatnegular and irregular past
tense forms of denominal and extended endocentric verldwiere homophonous with
irregular verbs. The results showed a preference for thdaegast tense in the denom-
inal condition, but a preference for irregular past tensenfofor extended verbs. This
was taken as evidence for the sensitivity of adult nativekees to formal grammatical
structure of verbs. Marcuet al. (1995) investigated past participles in German. They em-
ployed a similar acceptability judgement task to inveséghe generalization properties
of a sufix in default circumstances. Denominal German verbs whialeWwemophonous
with existing strong verbs were presented in two conditi@ssa denominal verb or as a
verb root with an extended meaning depending on the conteetresults showed a pref-
erence for the regularly inflected participles in the dem@hcondition but the irregular
inflected participles were preferred when the verb’s meanias semantically extended.
This was taken as evidence for the fact that when they infletts/German speakers take
into account their morphological structure. Furthermdrgyas shown that thet suffix
(regular) is used as a default when forming past participles

Previous research seems to indicate that semantic tramsyyaaind productivity play
an important role in morphological processing. In theidstof derivational morphology
in English Marslen-Wilsoret al. (1994) investigated the processing of semantically trans-
parent and opaque prefixed forms. They found evidence fophodogical decomposition
of semantically transparent forms. Sonnenstuhl and Cha(®03) studied derived word
forms in German. Prefixed adjectives with the productivdiynen- and the less produc-
tive prefixin- were investigated in fierent experiments. Word-form frequendyeets
were found for both derivational forms which suggests fatim representations for fully
productive and less productive prefixed forms. The resudlth® priming experiments



Essex Research Reports in Linguistics 63

showed full priming for word forms prefixed witln- but reduced primingféects forin-
forms. These results were taken as evidence for the decatiopax transparent and fully
productive derivational forms but storage of derivaticioains with limited productivity
and transparency.

It has been argued that not only the degree of productivitylse possible phonolog-
ical effects (neutral vs. non-neutrafiaation) might influence various derivational pro-
cesses. Alegre and Gordon (1999) investigated possiblergieration &ects of novel
word forms in an acceptability judgement task. They fourat the higher the similarity
of novel words with non-neutralfiixes to an existing word the higher its acceptability.
This was not the case for novel words with neutrdixas. As far as adult L2-learners’
morphological processing of complex words is concernedetie relatively little evi-
dence available. Previous studies investigating the geieg of inflectional morphology
in L2-leaners have mainly concentrated on the formatiomefEnglish past tense. Con-
sider, for example, Brovetto and Uliman (2001) who testedtedictions of the declar-
ativegprocedural model. They investigated the production of leagand irregular English
past tense by Chinese and Spanish L2-learners of Englisquency &ects were found
for both regular and irregular past tenses. This was ingééegrin terms of memory-
dependency in L2-speaker’s processing of complex wordge Nowever, that this ex-
periment did not contain enough filler items so that the sibjenight have developed
secondary strategies.

5.3 The present study

The main aim of the present study is to provide preliminarycpslinguistic evidence
for the mental representation and the processing of moogiaally complex words in
advanced L2-learners of German. The main research quegstidme addressed are the
following:

e How are morphologically complex German word forms (inflectnd derived
words) processed and how are they stored in the L2-leammergal lexicon?

e Is there a dierence between how German native speakers and second dangua
learners of German process and store morphologically cexvpbrds?

To address the above questions, two experiments investagaeptability judgements of
Chinese L2-learners of German and German native speakess processing derived
and inflected words. The main purpose of the experiments oviest for generalization
properties of word formation processes. Evidence fromiptes/acceptability judgement
experiments supports the linguistic distinction betwefixaion and structured lexical
entries. It has been shown thdfigation-based processes can be applied to any kind of
novel word whereas processes based on lexical entries tab@raccessed by analogy
and thus yield to similarity-based generalisations. Hesugmilarity efects are taken as
an indication for storage in associative memory.
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5.4 Adjectival derivations with the prefixesun- vs. in-

The derivational flixes un- and in- in German are negative prefixes which form
negated adjectives from their positive counterparts, i@ngle: bequem — upequem
(‘comfortable- uncomfortable’akzeptabel — iakzeptabe{‘acceptable- unacceptable’).

The prefixun-is of Germanic and the prefix- is of Latinate origin. The prefixes
un-andin- can be said to have the same semantic meaning: they bothtbamyeaning
of simple negation. Both prefixes are bound negatiiixes, i.e. they always attach to
a base form. Derivations marked by one of these prefix@srdrom each other with
respect to their productivity and transparency. The prefixis highly productive and
derivations marked byn- are phonologically transparent. In contrast, word forms de
rived byin- are usually of restricted phonological transparency amétéid productivity.
Further, the prefixn- shows phonologically conditioned variants suchrasbefore bil-
abials (e.gimmobil‘immobile’), il- before/1/ such asllegal ‘illegal’ and ir- before/r/
(e.g.irreal ‘unreal’). This kind of assimilation of a nasal to a followiconsonant occurs
in words prefixed within- but not in words prefixed witlun-. The prefixesn- andun-
also show a distinct distribution pattern. Prefixation withis said to attach to Latinate
adjectives, whereasm-is not restricted in that way. The negative- can attach to simple
and productively derived adjectives. Apart from very feveeptions, the prefixin- can
substitute foin-, e.g.inakzeptabehnd alsainakzeptabebutin- may not replacein- i.e.
*inbequem Note also that very frequent foreign adjectives are oftesiixed withun-.
(Duden 1995, Wdt 1984). The dterent distribution and properties of these two negative
prefixes are often taken as evidence for the Level Orderingpthesis. With respect to
their phonological properties Wiese (1996) categorisé@ermintly behaving fixes into
class | and class llfaxes. Class | flixes are said to either carry word stress/antiave
the ability to influence the stress on their base. The prefiis classified as belonging to
this class of fixes. As opposed to classfhiaes, class Il fiixes never influence or attract
word stress. Thus, Wiese treats the prefixas a class Il fix. The diferent phonologi-
cally conditioned variants oh- are attributed to a nasal assimilation rule which is said to
be only applicable to class fxes but not to class lIféixes.

Previous research on native speakers has shown that adjetgrivations withun-
seem to be rule-based whereas derivations imittare likely to be based on stored lex-
ical entries (Sonnenstuhl and Clahsen 2003). In order toféesgeneralization prop-
erties of these two negative prefixes nonsense words whitérell from each other
with respect to their similarity to existing German adjees were used. Properties of
novel words are supposed to be ‘regular’, i.e. the defaultragon should be applied
(e.g. Kilburyet al.1992). Hence, using novel adjectives generalization ptigseof the
derivational prefixesin-andin- as applied by Chinese L2-learners of German have been
tested.
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55 Method

5.5.1 Participants

22 Chinese learners of German (11 female, mean age 26.Yyearstarily participated
in the experiment. None of the Chinese L2-learners had éeb@erman before the age
of 17. Most Chinese L2 learners had learned basic Germareinitbme country and all
of them had had formal instruction in German at a German usitye At the time of the
experiment they were all studying at a university in Germartye general level of pro-
ficiency in German of all L2-learners was assessed priorgariain experiments using
different subtests of a standardised proficiency test (Allgeenddeutscher Sprachtest,
Steinert 1978). With a mean test result of 70.4% the Chin@skedrners can be consid-
ered as intermediate to advanced learners of German. Iti@ddicontrol group of 22
German native speakers (11 female, mean age 27.9 yearpaatgnpated in the experi-
ment.

5.5.2 Materials and Design

A modified German version of Alegre and Gordon’s (1999) ataiafity judgement ex-
periment was used to see how the two prefives andin- generalize to novel word
forms. The novel adjectives used in this experimeffieded in terms of their (phono-
logicaljorthographical) similarity to existing German adjectivétere were three types:
novel adjectives which were not similar to any German adje¢hon-rhyme condition),
novel adjectives which were similar to existing German eiilffes of Germanic origin
which can only be negated using the prafix (Germanic rhyme condition). The Lati-
nate rhyme condition involved novel words similar to exigtadjectives of Latinate origin
that can be prefixed withn- as well as withn-. The questionnaire materials included 36
experimental items, i.e. 12 experimental items per camalitAll nonsense words had 2
syllables and contained phonotactically permitted segeim German. To create nonce
adjectives for the Latinate and Germanic rhyme conditicistiag German adjectives of
Latinate and Germanic origin were pair-wise matched foguency of their base form
and then only the onset of each word was changed to ensuré aimdarity to the exist-
ing word.

Participants were presented with pairs of novel base arfikedeword forms. Each
novel word was embedded in a simple context sentence. Esicitetien contained a con-
text sentence presenting the base form of the nonsensdiegljdlowed by two test
sentences which were identical except that one contaireeddhce word prefixed with
un- and the other withn-. To reduce uncontrolled (semantic or formal) associatin t
noun modified by the test adjective was a 1-syllable nonsensd. An example for a
test item (including an English translation) is given in &Jow:

(1) a. Annahat heute einen narseken Frgakauft.
‘Anna bought a narsek Fnetkday.’

b. lhr alter Fneik ist namlich schon ziemliagmarsekunnarsek
‘Her old Fneik was already pretipnarsekunnarsek
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The subject’s task was to rate the naturalness of each defoven prefixed within-
andun- independently from each other on a 1-5 point scale with “1ameg “very un-
natural sounding” and “5” meaning “very natural sounding”.

5.5.3 Predictions

According to the dual mechanism model non-productive amdtrensparent word forms
are believed to be stored as wholes in the mental lexicon.s,Tlou native speakers of
German one might expect to find the strongest similarifgats for the less productive
adjectival derivations with the prefix-. For the non-rhyme condition it is predicted
that native speakers prefer derivations with the prefix since productive processes are
believed to generalize to novel words. For the Germanic ghgondition there should
also be a preference fain-derivations. For the Latinate rhyme condition higher rgsin
for in- forms relative to the other two conditions are expected.

The declarativprocedural model claims that in late L2 acquisition therleamainly
relies on (declarative) memory. Thus, one would expectti@mory dependence to show
in the L2 learners’ acceptability ratings. If, on the othand, all words are stored in
the L2-learner’'s mental lexicon and they can be accessednadbgical extension to an
existing word a preference afn-derivations should be found in the Germanic rhyme
condition.

5.5.4 Results and discussion
The mean ratings for all three conditions per language gaveshown in Figure 1.

Figure 1. mean ratings per condition and language group
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As Figure 1 shows, both native speakers and L2 learners oh&epreferred deriva-
tions with the prefixun- over the derived forms witin- in all three conditions. The
L1 speakers’ graph shows that word type has soffexion their acceptability ratings.
This seems not to be the case for the L2 learners. The L2 lesamexeptability ratings
for nonce adjectives prefixed witln- andin- are quite stable across conditions. The
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main diference between the two language groups can be found in thea@&r rhyme
condition. Statistically, there was a significant Word-&yp Prefix x Language Group
interaction (F (2, 42 5.28, p= 0. 014). Furthermore, there was a significant main
effect of Prefix (F (1, 42y 26.23, p< 0.001) and a mainftect of Language Group (F
(1, 42)= 0.26, p= 0.06). Looking at both language groups separately, a stgnifi2-way
interaction of Word-typex Prefix (F (2, 42)= 29.86, p< 0.001) was found for the L1
speakers. The L2 learners showed a significant mi@atieof Prefix (F (1, 21F 6.36, p

= 0.02), but no interaction.

Overall, both native speakers and L2-learners of Germawesth@ significant prefer-
ence for negative adjectival derivation$xed with the Germanic prefiun- over deriva-
tions with the Latinate prefixn-. This preference is likely to be due to the higher fre-
qguency of the prefixun-. Note that the prefixun-is among the most frequenffixes in
the language, that it is highly productive, and that it aggplinore widely in the language
than the negative prefix- (e.g. Duden 1995, Schnerrer 1982).

In addition, the Word-Typex Prefix interaction seen for the native speaker group
shows that they are sensitive to the distributionéiledences betweam- andin- forms.
The absence of this interaction in the L2 group shows thatth&earners seem to be
insensitive to the dierences between Latinate and Germanic words with respeat to
andun- prefixation.

5.6 Regular and irregular participles

Regular participles involve & sufix and no vowel change in the stem. The regutar
is said to serve as the default form and thus should apply yokard of novel verb.
In contrast, irregular participles often involve a stemrgy@ and are always fixed
with -(e)n Irregular participle forms are largely unpredictable. @&tfmularly interest-
ing phenomenon for the distinction between regular andyifia inflection is the inflec-
tion of denominal verbs. Denominal verbs are always infiedtdlowing the regular
pattern, even if the denominal verb is homophonous with @egidar verb. This is be-
cause irregularity is a property of verb roots. Hence, a moah cannot have an irreg-
ular past tense or participle form associated with it (Ktal. 1994, Marcuset al. 1995,
Wunderlich and Fabri 1995).

Denominal verbs do not have lexical entries as verbs buerdtivolve category-
changing #ixation. When forming the past tense or a patrticiple for the=ses access
to lexical entries of verbs is blocked, even though they mgglund similar to existing
verbs. Denominal verbs form a particularly interestingects studying L2 morpholog-
ical processing because they are extremely infrequenteraihguage input. Also, the
denominal rule is usually not explicitly taught in languagdasses (Marcust al. 1995,
Bandi-Rao 2002).

5.6.1 Predictions

With respect to the L1 speakers we should replicate theteestiprevious studies (e.g.
Marcuset al. 1995). Hence, a preference for regular participle formsl&rominal verbs,
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but a strong preference for irregular participle forms & tlerbs have an extended mean-
ing to their usual senses would be expected.

If the Chinese L2 learners are aware of the morphologicatcsire of complex de-
rived verbs one would predict to find similaffects as for the native speakers. But if
L2 learners are not sensitive to the grammatical structéirgonds and all regular and
irregular morphologically complex word forms are memadize the mental lexicon, as
predicted by Ullman’s declaratiygrocedural model, a preference for irregular participle
forms in both the denominal verb condition and the extendsd ¢ondition would be
predicted, as all items are constructed in analogy to egstregular verbs.

5.6.2 Participants

The participants were the same as in the experiment prespregiously. The Chinese

L2-learners underwent a vocabulary pre-test to test tmewkedge of the verbs to be used
in the experiment. According to these pre-test results®iB44 out of 660 answers) of

the total data of the main experiment had to be excluded Isecanly verbs which were

known to the participants were taken into consideration.

5.6.3 Materials and Design

A modified version of Marcust al’s (1995) acceptability judgement experiment was
used. This paper-and-pencil test contained 15 experiigatas. 15 denominal Ger-
man verbs which were homophonous with existing strong vier&erman were chosen.
Each test item consisted of a context paragraph and twodagtrsces. The grammati-
cal structure of the verb used was indicated to the partitgim the context paragraph.
In the context paragraph the word was either presented asotlre or as a verb with a
semantically extended meaning of the usual sense of the \retthe test sentences the
word was used as the root of a prefixed verb in its participiaht The two test sentences
were identical except that at the end of the sentence onsdettnce contained the regu-
lar participle, e.g. formed with &sufix and no stem change and the other test sentence
contained the irregular participle form with th@)n sufix and with a stem change. All
sentences were simplified lexically and structurally toueesan easy understanding by
the L2 learners. Two examples of used test items includiagstations are given in (2a
and 2b):

(2) a. denominal verb condition (meaning from Fliege (‘fJy’)

Der Insektenfreund Mark Mdller sammelt verschiedenste@on Fliegen.
Er bekommt stdndig neue Fliegenexemplare von Freunden ekdridten.
Moller klebt alle toten Fliegen in sein Insektenbuch ein.

Gerade hat er wieder eine neue Seite in seinem Bediregtbeflogen

(‘The insect lover Marc Miller collects ¢lierent kinds of flies. He constantly
gets more flies from friends. Miller puts all dead flies in hi®ks of insects.
Just now he hake-fliegbe-flownanother page of his book.)

b. extended verb condition (meaning from fliegen (‘to fly’)):
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Die Sportskanone Sven ist leidenschaftlicher Surfer. dedtemmerurlaub
verbringt er an einem anderen Strand, um mit seinem Surfgegén den
Wind die Meereswellen zu befliegen. Dieses Jahr versuchickrasm der
Kiste Mexikos.

Im Laufe der Jahre hat er schon viele Wellen mit seinem Suifibeflo-
genbefliegt

(‘The sportsman Sven is a passionate surfer. He spends swamyer holi-
day on a diferent beach in order to windsurf with his surfboard againet t
sea waves. This year he is having a try at the Mexican coast.

Through the years he has alredub/fliegdbe-flownmany waves with his surf-
board.)

Each subject saw a verb either as a denominal verb or as a vdrlavgemantic
extension of its usual sense. Each of the four test versionsamed about half of the
verbs as denominal verbs and the other half as extendedo@ish Also, each participant
received half of the test sentences with the regular venm foefore the irregular one
and the other half with the irregular verb form before theutagform. In order to avoid
subjects to develop a strategy when rating the experiméetak, 15 filler items were
also added resulting in a total of 30 test items.

The filler items included existing regular and irregular @an verbs used in their
standard senses. The formal presentation of the filler itwassidentical to the experi-
mental ones. The 30 test items were presented in a pseudomared order. The subjects
were asked to first read the context paragraph very carefiiiign the subjects’ task was
to rate the naturalness of each of the two participle fornrstge item on a 1-5 point
scale. The rating scale was explained to the participartts‘&f meaning “very unnat-
ural sounding” and “5” meaning “very natural sounding”. Teticipants were further
instructed to pay special attention to the context pardgeapl to base their ratings on
this context. They were also asked to judge the two test seesandependently.

5.6.4 Results and discussion
Figure 2: mean ratings for both conditions per languagemgrou
M regular

Oirregular
45 ] 4,2

3.5 . 399 3,35 33

3 1 2,64 481

5 1,71

1
denominal verb extended verb denotmn al werh extended verb
condition condition con dition condition

L1 speakers L2 learners



70 Inflection and Derivation in a Second Language

Figure 2 shows clear contrasts between the L1 speakers aledilriers. Native speakers
rated the regular participle forms higher than the irregalzes in the denominal condi-
tion, but lower in the extended verb condition. In contrést, Chinese L2 learners rated
the irregular participle forms higher than the regular fetimboth conditions. There was
a significant interaction of Veerb-Type Participle Formx Language Group (F (1, 42)
= 51.42, p< 0.001) as well as a significant maiffect of Language Group (F (1.42)
4.37, p= 0.043) which confirm that L2 learners and native speakersepifan exhibit a
distinct pattern in their acceptability ratings.

Moreover, there was a significant interaction of Verb Tygdearticiple Form (F (1, 21)
= 76.39, p< 0.001) for the L1 group which suggests that their acceptaldtings for
both participial forms depend on the type of verb preserdé¢kddm. They gave preference
to the regular participle forms for verbs that are deriveahifrnouns even when their
homophonous verb root counterparts usually take irrequdéticiple forms. In contrast,
for the Chinese L2 learners the type of verb presented seerhave very little &ect
on their ratings for regular participles and absolutely fie@a on ratings for irregular
participle forms. This was confirmed statistically by a mefiiect of Participle Form (F
(1, 21)= 6.45, p= 0.019).

5.7 Summary and Conclusion

To sum up the results, the experiment investigating deamat morphology found a fre-
guency &ect for the prefixun-for both native speakers and L2 learners of German. Fur-
thermore, a similarity #fect was found for the native speakers but not for the Chin@se L
learners. Native speakers but not L2 learners seem to béigemns the word type and
prefix distribution. The degree of similarity of a nonce waodexisting words does not
seem to play an important role for the L2 learners. This migghtiue to the fact that in
the L2 learners’ native language (Chinese) there is nondistin between words of Ger-
manic and words of Latinate origin. The L2 learners mightlm®too familiar with this
distinction and its consequences for the use of tftedint prefixes.

The results of the second experiment on inflectional mogaokhow that native
speakers of German are, as expected, sensitive to the nogptad structure of verbs.
Thus, the results from previous experiments investigatiregtreatment of denominal
verbs by native speakers could be replicated.

This stands in sharp contrast to the results from the Chih2searners. The L2
learners treated both verbs that appeared in a semantsadigded meaning and denom-
inal verbs the same and preferred irregular participle foimmboth cases. The observed
similarity-based generalizations to existing irregularbs in German might be an indica-
tion of storage of these verbs in the L2 learner's mentatkaxiand the L2 learner's mem-
ory dependency when performing the experimental task. &higtis might also mean that
the Chinese L2 learners are not sensitive to the morphabsficicture of these verbs, i.e.
they could be unaware of the fact that the verbs used in thendieal condition are verbs
which are (transparently) based on nouns. But further rekda needed to determine
why the L2 learners responded as they did in this experinigatl.2 learners know the
denominal constraint or not? Do they have a regular ruldatai or do they store regular
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and irregular word forms in the mental lexicon as predictgthie declarativgrocedural
model?

Overall, the results of both experiments have reveal@@rginces between German
native speakers and Chinese L2 learners of German. L1 anghézkers exhibited a
distinct pattern of behaviour in both experiments.
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Appendix

Experimental Material: Adjectival derivations with un- andin-
List of nonsense adjectives used:

¢ Non-rhyme condition:
utab, pomset, fistur, kenvar, hurdaf, predos, plerim, sgirblensir, gamlis, narsek

e Germanic rhyme condition:
kewusst, sunkel, peiter, bauber, nequem, zeise, fauikelpieder, fetreu, kanger,
prage

¢ Latinate rhyme condition:
pirekt, sonkret, seal, somplett, nerfekt, fabil, sporrakbrmell, fiskret, pegal,
suman, hobil
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Experimental Material: German patrticiples
List of denominal verbs and their meanings as used in therempet

verspinnen | cover with spyders (fron$pinne| make something up in the wron
‘spider’) way (fromspinnen

besitzen supply with seats (fromSitz-| sit around on (fromsitzen-‘to
‘seat’) sit’)

befliegen put flies onto (fronFliege-‘fly’) | windsurf

verblasen | cover with blisters (fronBlase-| use up by blowing (fronblasen-
‘blister’) ‘to blow’)

verklingen | put knew knife blade on (from play to point of breakdown
Klinge-‘blade’)

bescheinen | supply with documents (from shine onto
Schein-document’)

bepfeifen put pipes onto (fromPfeife-| whistle for someone (fron
‘pipe’) pfeifen-‘to whistle’)

bereiben supply with graters (fronRReibe-| rub around on (fronreiben-‘to
‘grater’) grate’)

verscheren | cover with scissors (fromtrim in the wrong way (from

Schere-scissors’)

scheren-to cut/trim’)

verschlingen put bandage on (fronschlinge-| gulp (fromschlingen-to gulp’)
)

vertragen cover with stretchers (fromruin by carrying too much (from
Trage-‘stretcher’) tragen-‘to carry’)

verwiegen | cover with cradles (fromWiege| weight wrongly (fromwiegen'to
‘cradle”) weight’)

befallen supply with traps (fromFalle | infest
‘trap’)

beliegen supply with cots (fromLiege| lie arounddown on
‘cot’)

verwachsen| cover with wax (from Wachs| grow in the wrong way

‘wax’)
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6 Integrating Nominalisations into a (Generalised)
Paradigm Function Model Moprhology”

Gergana Popova (University of Essex)

6.1 Introduction

The aim of this paper is to explore some properties of nonsa@bns using Bulgarian
data, and to propose a tentative formalisation of the mdggiiwal mechanisms involved
within the framework of Paradigm Function Morphology (a rebof morphology which
stems from the work of Matthews (1972), Anderson (1992),mfb(1994), and is very
thoroughly formalised in Stump (2001)).

The paper focuses on thefiidirence between productive deverbal nominals with event
semantics and verbal argument structure on the one handythednouns on the other.
Nouns with event semantics are often called event noungmplex event nominals fol-
lowing Grimshaw (1990). Morphologically, they are transjpons. The conceptual im-
portance of transpositions has been discussed in, for deaBard (1995) and Spencer
(1999). Transpositions challenge any morphological mbeehuse they have features
that are traditionally said to belong to inflection and feasuthat have been considered a
central property of derivation. So, for example, Bulgamgverbal nouns with the fiix
-ne derived via transposition head a noun phrase, and take redated morphological
categories like gender and definiteness, but at the sameligpky event semantics and
have the same meaning as the verb they derive from. Theses atamappear to take the
same arguments as the verbs they derive from, which makesrtizee like verbs and less
like other nouns. The formation of these nouns is regular@adictable, which is why
traditional descriptions include them in the verbal pagadi It is difficult to classify the
formation of these nouns with inflectional phenomena, h@reas it involves a change
in syntactic category, which is arguably a property typafaderivational processes.

A second aim of this paper is to describe (some of) the prigseof complex event
nominals (CENSs) in Bulgarian. Bulgarian CENs have not beescdbed in detail in
modern linguistic frameworks, and it is of coursdfidult to be exhaustive within the
limited scope of this work. The focus here is on nominalswéetivia the sffix -ne (al-
most exclusively CENSs), which are action nominals. Themgask available on cognate

"1 am grateful to Bas Aarts, Andrew Spencer and Ryo Otoguredbrable comments and suggestions,
as well as to the audience at the second YEMM meeting. Theareb has been supported by an ORS
grant OR%000015006 and a University of Essex studentship.
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nominalisations in other Slavic languages (Polish and Rogs/hich will be drawn upon.
Hopefully, this paper can serve as a starting point for mooedugh comparisons between
the Slavic languages.

The paper is organised as follows: the next section givefdwerview of the mech-
anisms available in Bulgarian for deriving nouns from verBgction 6.3 looks in more
detail at the distinction between complex event nominalsN€), simple-event nominals
(SENSs), and result nominals (RN), which originates fromwlogk of Grimshaw (1990)
on English and establishes the validity of this distinctfon Bulgarian. It also looks
more specifically at the properties of Bulgarian CENs, arglaes their argument taking
properties. Sections 6.4 and 6.5 look at the interactiohexdé argument taking properties
and the categories of aspect and lexical class. Sectiorfigéi® @an account of nominalisa-
tions within the framework of Paradigm Function Morphold@ump 2001), making use
of some proposals to extend the framework (Spencer 2004)namodiucing some other
modifications. A brief description of some of the formal macisms used is presented in
section 6.6.1. The final section is a summary, and points&ztions for further research.

6.2 Nominalisations in Bulgarian

The most productive way to derive nouns from verbs in Bubais sifixation of the
sufix -neto an imperfective verb. (Descriptions of the morphologyodin derivation can
be found in Tilkovet al. (1983) and Radeva (1991), Stojanov (1977)). In part duesto it
productivity and generality, this process has been corsildeart of the verbal paradigm
in traditional descriptions of the language. Derivatiomeinominalisations is illustrated
in the table below.

Underlying verb Deverbal nominal
1| pisa ‘write vp’ pisa-ne ‘writing’
2 | zamest-va-m ‘act as deputye’ | zamest-va-ne ‘acting as deputy’
3 | zamestja ‘act as depukyrr’ | *zamest-ne
4 | prekas-va-m ‘interrupive’ prekas-va-ne ‘interruption’
5 | prevkljut-va-m  ‘switchimvp’ prevkljuc-va-ne  ‘switching’
6 | otpatu-va-m ‘depart’ otpatu-va-ne ‘departure’
7 | transform-ira-m  ‘transfornmve’ transform-ira-ne ‘transformation’

Bulgarian is a language with a highly grammaticalised cate@f aspect with two
values: perfective and imperfective. Some imperfectivbs@re morphologically non-
derived, like the verlpiSa‘write’ in the first row of the tablé. Non-derived imperfective
verbs derive nominalisations withelike all other imperfective verbs. In the majority of
cases an imperfective verb is derived from a perfective eamsufixation with the stfix
-va- or one of its allomorphs-(va-, -ava- (-'ava-), -a- (-'a-). As a result, a vast number
of pairs of verbs exists in the language whiclfeli only with respect to their aspectual
values. Only the imperfective members of these pairs allervdtion ofne-nominals, as

ISuffixation with-neis said to be based on the aorist stem of the verb. This exgtlaendiference in the
shape of the verbal stem and the noun stem in this examplendhghophonological alternations involved
will largely be ignored, since they are not important to tieégs made in the paper.
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illustrated in rows 2 and 3 of the table. Further exampleseafiominalisations based on
derived imperfective verbs are given in rows 4 and 5. Onemi@e to the imperfective-
base-only regularity is noted in Stojanov (1966). He britigattention verbs liketpa-
tuvam‘depart’ (see row 6) as examples of perfective verbs thatatle-nominalisation.
Without going into the details of the linguistic analysisiffice it to say that although
Stojanov considers these verbs to be perfective, many geaimns and lexicographers
point out that they are really biaspectual (references eafobnd in Stojanov’s work).
Biaspectual verbs in general allow nominalisation witg, as is shown in row 7 with an
uncontroversially biaspectual verb.

Very similar to the stlix -neis the stfix -nie, indeed the two have a common historical
origin. Forms derived withnie have either survived from earlier stages of the develop-
ment of the language, or have been borrowed from Russiaaréuio longer productively
derived (see Tilkowet al. (1983)). Stojanov (1977) notes that the nounshie are formed
from perfective as well as from imperfective verbs, for exgasabera(perr) ‘gather’ —
sabra-nie‘gathering’? nakaZa(perr) ‘punish’ —nakaza-niépunishment’,stradam(mvr)
‘suffer’ — strada-nie‘suffering’. Often there are pairs of verbs, one formed witeand
one with-nie on (lexically) identical stems. Usually, the verb withie is a result verb
and the verb withneis a process verb. Nominals tnie however are far fewer and are
often lexicalised, so such pairs are not a ubiquitous phemom.

There are a number of other nominalisation patterns aveilalthe language, some
of which will be illustrated briefly in later sections.

6.3 Complex event nominals, simple event nominals and
result nominals in Bulgarian

Grimshaw (1990), in a study of argument structure and nolisataons, draws a distinc-
tion between nominals that have argument structure (congdent nominals or CENS)
and nominals that don't (simple event nominals and resuttinals), which she corre-
lates with the presence or absence of verbal structurectdgglyg. Bulgarian confirms
the distinction between complex event nominals on the oné aad simple event nom-
inals and result nominals on the other. The tests proposddrilyshaw have been ap-
plied to Russian in Schoorlemmer (1995) and Bredenkanhgb. (1998), and for Polish
in Rozwadowska (1997). The same tests can be applied stidbessBulgarian data as
well, and identify the following dierences between CENs and other nominalisations:

e CENSs ((1)), but not result nominals ((2)) can be modified bggghverbs likea-
poCvambegin’ or prodalzavarmnicontinue’

(1) Izrazjavanetmacuvstvatamu zapanapredi dvadni.
expression of feelings his started beforetwo days

‘His expressing his feelings started two days ago’.

2Again, morphophonological fierences are due to the fact thaie takes the aorist stem.



78 Integrating Nominalisations into a Generalised PFM

(2) *IzraZenietonalicetoj prodalZzi dvacasa.
expressiononface hercontinuedwo hours

‘The expression on her face lasted for two hours.

e CENSs ((3)), but not result nominals ((4)) can be modified wdithative and com-
pletive adverbials liker prodalzenie na dva driior two days’ orza dva dniin two
days’

(3) SresStanets  Cuzdenci v prodalZzeniemadvadni go iztosti.
meeting with foreignersin duration  of two dayshim exhausted

‘Meeting foreigners for two days exhausted him’.

(4) *SreStataes  Cuzdenci v prodalZzenienadvadni go iztosti.
meetingwith foreignersin duration  of two dayshim exhausted

‘Meeting foreigners for two days exhausted him.’

e CENSs, like the verbs from which they derive, allow modificatifor manner (see
(5) and (6)):

(5) TojpiSe pismaspokojnoi  uvereno.
he writesletterscalmly andconfidently
‘He writes letters calmly and confidently’.

(6) Spokojnotd uvereno pisane napismamu pomaga.
calmrue  andconfidentwriting of lettershim help

‘The calm and confident writing of letters helps him.’

e CENSs allow modification with adjectives likeequent((7)) andpermanent((8)).
The nominals modified in this way can be interpreted to deetated events with-
out themselves changing their singular number. Result nalsyiif they allow such
modification at all, need to appear in the plural (see (9)).

(7) Cestoto  Eukane go iznervi.
Frequenttue knockinghim nervous made

‘The frequent knocking made him nervous’.

(8) PostojannotavanendébeSeneprijatno.
Constantse ringing was unpleasant

‘The constant ringing was unpleasant.’

(9) Cestite udari povratata go iznervixa.
Frequener.tie knocksonwall-tae him nervous made

‘The frequent knocks made him nervous’.

e CENSs allow for event control ((10)), whereas result nonsrddn’t ((11)).
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(10) Nalaga se sabiranetmasobstvenicitea dase reSi problema

demandedker. gathering of owners for to rerL solveproblen
S  pokriva.
with roof
‘The gathering of the owners in order to solve the problenmhie roof is
mandatory’.
(11) *Nalaga se sabranietmasobstvenicitea dase reSi problema
demandederL gathering of owners for to rerL solveproblen
S  pokriva.
with roof
‘The gathering of the owners in order to solve the problenmhi roof is
mandatory’.

The diferences between CENs and other nominals described in thisrseelate to
the fact that the former have event semantics, while therldtin’t. These dierences are
further correlated with the fact that CENs take argumentgreas other nominals don't.
The next section is devoted to the argument taking proeofi€ENSs.

6.3.1 The argument structure of complex event nominals in Bigar-
lan

According to Grimshaw (1990), the argument taking propeft¢ENs is determined by
their ability to suppress the external argument of the vestmfwhich they derive. This
would predict that nominalisation should be possible froamsitive or passivised verbs
only. It has been shown in Schoorlemmer (1995) for RussidnraRozwadowska (1997)
for Polish that CENs from intransitive verbs are also pdesit these languages, which
contradicts the theory that nominalisations are akin teipastion. In Bulgarian too
CENSs are freely derivable from intransitive verbs, and &t tase the external argument
is not suppressed, though its syntactic expression changes

Bulgarian nouns (result nouns, as well as CENs) are mostdifpifollowed by a
prepositional phrase headed by the preposit@rwhich can receive a variety of interpre-
tations, similar to the Polish genitive postnominal NP diésd in Rozwadowska (1997).
For example, in (12) below John is the owner of the car; in (@) can be the one who
gives the present, or its intended recipient; in (14) Johghtibe a member of the team,
or a fan, or the owner of the team. In intransitive CE nomirlaéssole argument gets
mapped onto thaa-PP, as is shown in examples (15) and (16) below:

(12) Kolatanalvan e v garaza.
Car of Johnisin garagerHse

‘John’s car is in the garage.

(13) Podarakatnalvan e mnogoxubav.
Presentse of Johnisvery nice

‘John’s present is very nice.’
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(14)

(15)

(16)
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Otboat nalvan e naparvomjasto.
teamrre of Johnis onfirst place

‘John’s team is first'.

PristiganetmaMarijav osemcasa obéarkaplanovetani.
Arrival.tie of Maria ateight o’clock spoiledplans  ours

‘Maria’s arrival at eight o’clock spoiled our plans.

Spanetmalvan prodalziosemcasa.
Sleep of Johnlasted eighthours

‘John’s sleep lasted eight hours.’

In CENSs derived from transitive verbs the linking of argunseto the syntactic po-
sitions available is as follows: the nominal may expresgshal arguments of the verb
(noted also in Steinke (1999)), in which case the object efwérb is mapped onto the
first postnominaha-PP, the recipient or the oblique is mapped onto the senasRP and
the subject or the agent is mapped ontodh® P, which is the Bulgarian equivalent of the
Englishby-phrase. This is illustrated in (18) below (the verbal eglént is in (17)). On
the other hand, the nominal may choose not to express allrtjuenegnts available to it,
in which case the following configurations are possibleth@ direct object may be ex-
pressed, as well as the recipient or oblique, but not theestifgee (19)), (ii) or the object
and the subject might be expressed, but not the oblique,@®)nor (iii) the object may
be expressed, but neither the oblique nor the subject ad)n\{Zhat is not possible is to
express the oblique only as in (22), or the subject only a3, (©r to try to express the
subject as aa-PP ((24) is ungrammatical on the intended reading of Joltheaagent).

(17)

(18)

(19)

(20)

(21)

Ivan podari knigatanaPetar.
Johngave (as presenbook to Peter

‘John gave Peter the book as a present.’

Podarjavanetnaknigataot lvannaPetarbeSeznenada.
Giving of book by lvanto Peterwas surprise

‘John’s giving the book to Peter as a present was a surprise.’

PodarjavanetonaknigatanaPetarbeSeiznenada.
Giving of book to Peterwas surprise

‘Giving the book to Peter was a surprise’.

Podarjavanetnaknigataot lvanbeSeiznenada.
Giving of book by lvanwas surprise

‘John’s giving the book as a present was a surprise.

PodarjavanetnaknigatabeSeiznenada.
Giving of book was surprise

‘The giving of the book was a surprise.’

(22) *PodarjavanetoaPetarbeSeiznenada.

Giving to Peterwas surprise
‘Giving to Peter was a surprise’.
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(23) *Podarjavanetot IlvanbeSeznenada.
Giving by Ivanwas surprise

‘John’s giving was a surprise.’

(24) *Podarjavanetoaknigatanalvan beSeiznenada.
Giving of book by Johnwas surprise

‘(intended) John's giving the book was a surprise.’

These data indicate that the CE nominalisations take ohewgglement (marked in
Bulgarian with the prepositiona), since minimally they need this one complementin or-
der to participate in grammatical constructions. Schoonter (1995) also acknowledges
one real argument for CE nominalisations, which on her amlig assigned structural
case by the noun. In her work this explains why nominalisetiof intransitive verbs
map the subject of the underlying verb onto this positiostgad of licensing by-phrase.
However, the assumption of a structural case does not ith @splain why in nominal-
isations of transitive verbs it is not the subject, but thgobthat is mapped onto this
argument position, and why the oblique never gets assignied t

Another possible explanation for the patterns observedegbas was mentioned al-
ready, is to appeal to a demotion of the subject in a proceasstalpassivisation. More
generally, the historical facts suggest that there is aectefationship between thee-
nominalisation and the past passive participle. (Thiseésdérivation suggested in Nan-
dris (1959:153) and Stojanov (1966:40).) As mentioneatmfhowever, linking nomi-
nalisations to passive formations raises the wrong expentthat intransitives will not
nominalise at all, and on this basis a derivation of CENs egbent to passivization has
been rejected in Rozwadowska (1997) and Schoorlemmer Y1995

Morphologically, however, a link between tine-nominals and the past passive par-
ticiple is difficult to deny, and it has been suggested in Sastlat. (1997) that the cog-
nate Russian nominals are derived from the same stem as #saR(past passive par-
ticiple. A crucial argument for this arising from the Russi@ata is that when the past
passive participle is formed with addingrather thann to the verbal stem, the nomi-
nal also containst and not-n. For example, the past passive participle of the Russian
verb prozit’ ‘live through’ is prozit-ij and the nominalisation from this verb Bozit-
'jo. (Sadleret al.1997:195). In Bulgarian, however, a similar covariatiorform does
not appear to be a necessity. Examples can be found wherasheassive participle
is also formed with-t rather than-n, but the nominal takesn. For instance, the past
passive participle of the vetwasna‘shave’ isbras-n-at‘shaven’, but the nominalisa-
tion is brasne-néshaving’. In addition, in Bulgarian past passive partiegare formed
both from perfective and imperfective stems, and are nohéar from intransitive verbs,
whereasie-nominalisations are formed from imperfective verbs omlg &#om both tran-
sitive and intransitive verbs. A derivation of the nomisation from the past passive
participle would mean that many nouns will have to deriverfnoon-existent forms. It
seems more logical therefore for Bulgarian not to pursueravat®on of the nominals
related directly to that of the past passive participle dhtopassive forms of the verb.

I would like to suggest that instead we should dereenominals from verbs, preserv-
ing the verbal argument structure, but should assign to GR&lsown pattern of linking
arguments. Whereas verbs in Bulgarian have an accusatiavioerr, CEN nominalisa-
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tions seem to have an ergative behavio@nto their most internal complement they map
the direct object when there is one, or the subject when ikere direct object.

This would predict that théy-phrase would be licensed in transitive constructions,
as noted in Rozwadowska (1997). She builds upon the analyilliams (1987) of
the Englishby-phrase as an ergative marker. Williams (1987) insistsaldistinction of
nouns into argument taking and non-argument taking is nocéssary if we assume that
theby-phrase contains an ergative case marker. Bulgarian dava tlowever, that non-
CE nominals map the arguments of the underlying vefledintly. In non-CE nominals
the subject of the underlying verb can be mapped onto a postabna-PP in preference
to the underlying object, as shown in (25). Indeed, theseimalsicannot map the agent
onto aby-phrase at all, and in addition they sometimes absorb oreofdrb’s arguments.
For example the noupodarak‘present’ in the example below does not allow mention of
what the present was, i.e. it has absorbed the argumenigmosdcupied bykniga‘book’
in the previous examples. The noun can also appear on its athow any satellites.
Instead the satellite PPs are treated more like adjuncts.

(25) Podarakatnalvanza PetarbeSeznenadvast.
Presentse of Ivanfor Peterwas surprising

‘Ivan’s present for Peter was surprising.’

One telling example of the flerence between the postnomima-PP position in
CENSs and in other nouns is thefldirence in interpretation in minimal contexts. Thus
the most natural interpretation of example (26) (with a CENdhat parents are being
respected (by their children), whereas the most naturadpnetation of (27) with a (result
nominal) is that the parents are the ones that feel respgtf(s their children).

(26) Uvazavanetoaroditelitee saStestverlementot vazpitanieto.
Respect  of parents iscrucial elementof upbringingrue

‘Respect for parents is a crucial element of upbringing’.

(27) Uvazenietmaroditelitee sastestverlementt vazpitanieto.
Respect of parents iscrucial elementof upbringingrae

‘Parents’ respect is a crucial element of upbringing’.

Unless we widen the observation of Williams (1987) to suggegativity of CENs
independent of théy-phrase, there is no way to predict théfeiience of interpretation
above.

There is some evidence to suggest that CENs care not only Himsayntactic func-
tions of the arguments of the underlying verb, but also alddt case they are marked
by.

It seems that only the direct object of the verb which is notkad by a preposition
(in Bulgarian), or is not lexically marked for case (in Rassican fill in the argument slot
of the derived CEN. According to Schoorlemmer (1995), if évassigns oblique case
to an internal argument, then the case assignment perfiistdlee nominalisation, see
example (28) and (29) (number 70 and 71 in Schoorlemmer (322%)

3Bulgarian nominalisations seem very similar to a class ahimalisations in Inuit, described in
Manning (1996:98)
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(28) Zloupotrebljatvlast'ju
abusanr POWETINSTR

(29) Zloupotrebljenievlast’ju
abuse POWETINSTR

‘abuse of power’

A parallel example can be given for Bulgarian. Thus, the vAdupotrebjavam
‘abuse’ takes a prepositional object with the preposisiomith’ (illustrated in (30)), and
the CEN derived from it does so too (illustrated in (31)).

(30) Zloupotrebjavans  vlastta

abuse.dG with power
(31) Zloupotrebjavanets  vlastta
abuse with power

‘abuse of power’

Note however that (contrary to appearances) in this casectmglement position of
the noun does not seem to have been filled. Both in BulgaridiraRussian we can still
express the subject of the verb as a complement of the nodim &wie-PP in Bulgarian,
as in (32) and as NBex in Russian as in (33).

(32) Zloupotrebjavanets  vlasttanalvan
abuse-1sg with power of John

(33) Zloupotreblenidvana vlast’ju
abuse Johngen poweriNstr

‘John’s abuse of power’

The argument taking properties of Bulgarian CENs can bestitled even more
vividly by their ability to take a direct argument without egposition, as in (34).

(34) NarodariveeSev napregnat@Cakvane velikatapromjana.
People lived intense expectatiorgreat change

‘The people lived in tense expectation of the great change’.

Bojadzievet al. (1998) note on the basis of example (34) thainominalisations,
like verbs, must be allowed to assign case (within a framkwat permits the notion of

abstract casp

“4Interestingly, this argument taking pattern is exclude@wthe noun bears a definite article, see (i)
below (both (34) and (i) are from Maslov (1982:287), see aiflmv et al.(1983:62). | will have nothing

to say about this here.

() *NarodatziveeSdixo, vaprekiocakvaneto velikatapromjana.
People lived quietly,despiteexpectationse great change

‘The people lived in tense expectation of the great change’.
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The generalisation emerging from the discussion aboveaisBhlgarian, like many
other languages, makes a distinction between complex eaeninals on the one hand
and simple event nominals and resultatives on the other. pionevent nominals have
properties which indicate that these nominals have evenastics. These nominals also
inherit the argument structure of the verb, but unlike venbshe mapping of their argu-
ments they exhibit an ergative surface pattern.

Before adopting this analysis, one question to ask is wihedbpect andAktion-
sarten(lexical class) are somehow implicated in the argumenttakroperties of CENSs.
This question is significant because aspectual charaatsrtsgave been used to explain
the argument taking properties of complex event nominais gkample for English in
Grimshaw (1990)). It also has repercussions for how we mttaemorphology ohe
nominalisations, more specifically, whether we take asfebe one of the morphosyn-
tactic properties ohe-nominalisations and whether it needs to be related to thech®f
the underlying verb.

6.4 Ne-nominalisations and aspect

The morphology ofne-nominalisations seems to suggest that these nouns might ha
inherited the aspect of the verb from which they are derivAd.described in section
6.2,ne-nominalisations derive from imperfective verbs. Intetiy given that CENs have
eventive semantics, it seems plausible for them to inhepeet from the verb. It ap-
pears that the Slavic languageffeli in this respect. Schoorlemmer (1995:8DPBresents
convincing arguments that Russian CENs don't have aspeltteuPolish CENs, which
do. Although Bulgarian derivese-nominalisations from imperfective verbs only, and
Russian derives the cognate forms from both imperfectiveparfective verbs, the two
languages seem to be the same in that they don’t assign dsgketnominals. The fol-
lowing data support this hypothesis for Bulgarian (soméheffiroposed tests are similar
to the ones in Schoorlemmer (1995))

It was mentioned before that CENs permit modification withreaBials likefor an
hour andin an hour Such kinds of adverbials have been used extensively initdre |
ature to distinguish between imperfective and perfectsjgeat. It is usually said that
imperfective eventualities combine with the duratige an hour, while perfective even-
tualities combine with the completiva an hour. If CENs had aspect we would expect
some CENSs to allow only the first of these adverbials, andretbely the second, but not
both. Examples (35a) and (35b) below show, however, thatamef@icitously use both
adverbials with the same nominal, provided we supply the@pate context. This is
different from the behaviour of Slavic verbs.

(35) a. Patuvanete prodalZzenienadvadni ja umori.
travel in duration  of two dayshertired

‘Travelling for two days tired her.

b. PatuvanetdoVarnazaSestCasa ja umori.
Travel to Varnain six hourshertired

‘Travelling to Varna in six hours tired her’.
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Nominalisations can be used both with a durative meaningp §36a), and with a
completive meaning, as in (36b).

(36) a. Razpisvanetoapismata prodalZiedincas.
signing of letterstue went onone hour

‘The signing of the letters went on for an hour.’

b. Razpisvanetaapismata prikljuci za edincas.
signing of lettersrse finished for one hour

‘The signing of the letters finished in an hour'.

Ne-nominalisations are equivalent to both perfective anderfgctive verbs. The
same form in (38a) and (38b) nominalises both the perfegtivk in example (37a) and
the imperfective one in (37b).

(37) a. Mariarazpisa  dokumenta i preblednja.
Maria signedeerr documentrue andpaled

‘Maria signed the document and paled.’

b. MariarazpisvaSelokumentite v negovoprisastvie.
Maria signedmpr documentsse in his presence

‘Maria was signing the documents in his presence’.
(38) a. Razpisvanetsadokumenta ja nakaradapreblednee.

Signing of documenttue hermade to pale
‘Signing the document made her pale.
b. Razpisvanetoadokumentitestavase V nhegovoprisastvie.

SigningTee  of documents was happening his presence
‘The signing of the documents was taking place in his presénc

6.5 CENSs and the lexical class of the verb

There is evidence to suggest that nominalisations aretsent the lexical class of the
verb. For example, Spencer and Zaretskaya (1998) and Spamt&aretskaya (2001)
show that generally in Russian it is not possible to form CENsituation type nominals
in the terminology of the authors) from state verbs (withekeeption of verbs of config-
uration existence and psychological state predicateg)wRdowska and Spencer (2001)
confirm that the same is true of Polish.

It seems that the lexical class of a predicate is an impopesdictor of whether it
will allow a CEN. Closer to our concerns here is the issue oétivar the lexical class of
the verb (and in this sense its aspectual composition) cplaiexthe argument linking
properties of the CEN derived from it, and more specificalhether CENs derived from
distinct lexical classes link their satellites in ddrent way.

Rozwadowska (1997) shows that although psychologicaligeiss in Polish do de-
rive nominalisations, these nominalisations behave dseifpredicates were intransitive
with respect to licensing by-phrase, whatever their actual argument taking potential.
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It seems, however, that psychological predicate nomiiadiss need not necessarily
behave dierently from other CENs. Both in Polish and in Russian irgitare psych
verbs nominalisations map their object onto the postnohNRacen, as expected, which
is shown in (39). Rozwadowska’s claim is that the same happemominalisations from
transitive psychological predicates, i.e. they also mapsibject into the postnominal
genitive NP, and fail to realise the subject with the Polighigalent of theby-phrase.
One can find examples in Russian, however, where nominalisadf transitive psycho-
logical predicates behave like nominalisations of othemgitive verbs, see (40) (Russian
examples adapted from Spencer and Zaretskaya (1998)).

(39) a. Soldatygolodalivo vremjavojny.
soldiersstarved in time of.war

‘Soldiers went hungry during the war.’

b. golodaniesoldatov  vo vremjavojny.
starvationsoldiersgen in time of.war

‘Soldiers’ wartime starvation.’

(40) a. WWenikine znali pravil.
studentsrotknow rules

‘The students didn’t know the rules.’

b. Neznanie pravil uCenikami ix ne opradvyvaet.
not.Inowingrulescen studentsnstr themnotabsolve

‘The students’ lack of knowledge of the rules does not alestitem.’

Similar examples can be derived for Bulgarian, also withetkgected argument link-
ing, see (41) below.

(41) a. gladuvanetnavojniciteprez vojnata.
starvation of soldiers duringwar

‘The soldiers’ starvation during the war.’

b. Nepoznavanetoapravilataot uCenicitene gi  opravdava.
not.knowing of rules by studentsnotthemabsolve

‘The students’ lack of knowledge of the rules does not alestitem.’

The conclusion to be drawn from these data is that the precigelation of lexical
class and argument linking calls for futher research, invibigy least to explain what
differences there might be in the cognate forms in thieint Slavic languages. For
now, however, it will sifice to say that the proposed formalisation will not refer atige
to the lexical class of the verb.

6.6 A paradigm-based approach tane-nominalisations

Bulgarianne-nominalisations are mostly CENs. They are also transpaositin that they
don’t modify the meaning of the verb they derive from. Indeeginominalisations de-
note events, just like verbs, and inherit the argument gtracf the verbs they derive
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from. Wherene-nominalisations dfer from verbs is in the syntactic realisation of their
arguments, and in this respect theffel from other nouns as well.

Other types of nominals (simple event and result nominaigjtdhave event seman-
tics, but have referential semantics only. They may alsoesgoall or some of the ar-
guments of the verb they derive from, but the syntactic zaéibn they have for their
arguments is dierent from that of CENs, and they may absorb some of the varbis
ments.

All nominals, though, behave like nouns, in that they care tdde definite article and
make morphological distinctions for number and gendely take PPs (in Bulgarian),
rather than bare noun phrasesiey can be modified by adjectives, and so on.

On the other hand, in most cases all nominals will not careiabome of the prop-
erties that a verbal stem will have, like inflection cl&ss,whether the verb belongs to a
class that inflects regularly for, say, tense, etc.

To sum up, we need to distinguish three relationships betezinformation borne
by the verbal stem and the information borne by the nomiatdia: in the first place,
there is information that the verbal stem and the nominabtddifrom it share or, in other
words, information that the nominal inherits from the vérktem. Second, there is in-
formation that the verbal stem possesses, which is of noecpuesce to the nominal, i.e.
information that gets suppressed (cf. Beard (1995)). Thirdre is information that is
modified in the process of nominalisation or, puffeliently, the process of nominalisa-
tion may introduce information that is in addition to, or t@dlictory to, the information
present on the verbal stem. Théefdrent types of nominalisation will fier with respect
to how these possibilities are balanced. Transpositioeg keost of the information of the
verbal stem, and in this respect they also most resembletioital morphological pro-
cesses, which simply furnish the values for the morphosyiatproperties of a given root
or stem. Other kinds of nominalisation modify the semardidbe verb to a much greater
extent. Paradigm Function Morphology (PFM) as formalise&iump (2001) does not
allow for the possibility that as a result of the applicatmira paradigm function some
properties associated with the morphological form mightipanged. The modifications
to PFM contained in Spencer (2004) presupposédfarént approach to the informational
content of a lexical entry. The next sectiofiers a very brief overview of the PFM for-
malism. Section 6.6.2 contains a proposal for expressifpitmation of CENs and RNs
in PFM.

6.6.1 (Generalised) Paradigm Function Morphology

In the morphological model formalised in Stump (2001) wérdns of lexemes are de-
rived via a paradigm function (PF) which is defined as a se&iegpplications of realisa-
tional rules (RRs) and has the format in (42):

5As we have seen, there is an exception to this, which will beiigd for the time being.

SRussian allows a glimpse into an interesting interactionarhinalisation and inflectional class, see
Sadleret al. (1997). Some generalisations in Bulgarian derivationatphology also suggest that certain
derivational patterns might include preference for a patdr inflectional class, see Radeva (1991).
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(42) PFk X, 0 >) = RR,... (RR(RR (<X, o>)))
whereo is a complete and well-formed set of morphosyntactic priggeandX
is the root of a lexeme.

The realisational rules themselves are ordered in bloadardmg to the order of their
application and have the format in (43):

(43) RRyc(< X 0>)=ger<Y,0>
wheren is the number of the block to which the rule belongs;
7 IS a subset of- and is also the set of properties that the rule realises; and
C is the category of lexemes to which this rule is appropriate.

For example, the realization rule that derives plural nauag have the shape in (44a)
and the rule that derives the plural of DOG might look likel{%4

(44) a. RRpyn(< X 0 >)=<Xs0 >
b. RR pyn(< dogo >) =<dogso >

Another kind of rule relevant to the proposal presented late the stem-selection
rules which have the format in (45):

(45) RRyc(< X,0>)=get < Y0 >
whereY is one of the stems appropriate for the lexeme with ot

The roots in these rules are not associated with informafidns is modified to an
extent in Generalized PFM. Generalised PFM refers to a nuoflagditions and modifi-
cations to the model proposed in Spencer (2004). They iecutiore articulated lexical
entry, which includes information about the stems of a lexgeits syntax and its seman-
tics. The paradigm function is defined over lexemes, rathan roots. The realisation
rules (generation of phonological strings) are divorceanflinearisation (the placement
of these strings relative to the stem).

6.6.2 Deriving nominalisations
The lexical entry of the verb

| will assume here that the stem from whic&nominals are derived is a verbal stem. For
each verbal stem (at least) the following information widMe to be available: syntactic
category, semantic representation, argument structymeaic realization of arguments,
and the linking between the two. Since PFM usually expresssserties associated with
forms as sets, we can define for each lexeme a set of propewtieish it gets assigned in
the lexicon, and which are separate from the set of morphasija properties- which a
lexeme is associated with in order to derive the full setohibrdforms.

Below is the possible representation of the lexical entrthefverbDAM ‘give’:’

"The abbreviations are to be interpreted as follows: CAT eguaty, INFL-CL — inflection class, SEM —
semantics, ARG-ST — argument structure, SYNT-STR - syictatuicture, SUBJ — subject, OBJ - object,
OBL - oblique.
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CAT: verb
INFL-CL: e-conj
<DAM, SEM: EVENT(x) >
ARG-ST:[1] giver,[2 givee,[3 given
SYNT-STR:[@ SUBJ,5 OBJ,[21 OBL

Such an enriched representation of a lexical entry has begpoged as part of a
more wide-ranging extension of PFM by Spencer (2004). Thettanumbers in the
lexical entry are meant to express coindexation. DAM is eadgitive verb, it expresses
a relation between three participants: a giver, a givee,samaething given. The most
frequent linking pattern for this verb is to have the givettia subject position, the given
in the object position, and the givee in the oblique.

The ne-nominalisation function

The nenominalisation function will associate the following anfnation with the verb
(expressed as before as asef values and features):

CAT: noun
GENDER: neuter
SEM:

ARG-ST:
SYNT-STR:naf3 or NP, p-NP, p-NR

There are features in the set of propertigbat are not present in the set of properties
o (for example GENDER) and there are features for which the@spgis true (INFL-CL).
There are features which are defined in both sets, but héezatit values (SYN-STR),
and finally there are features that are present in the, ett whose values are not specified
in that set (for example ARG-ST). The properties of tienominalisation derived from
DAM will be determined by the two sets according to the foliogvrules: if a feature is
present in the sei, but absent in the set this feature is ignored. If a feature is present
in the setv, but its value is unspecified, it takes the value it has in ie Sf a feature is
specified in both sets but with conflicting values, then tHaevan the sep is ignored.

This should ensure that threenominal will ignore the inflectional class of the verb
it derives from, will inherit its argument structure and sertics from the verb, but will
determine its own syntactic realisation of the semanticiagnts, and will specify fea-
tures that verbs just don't possess, like gender. The syotaalisation of arguments is
determined by the coindexation of the NP governed by thegsidpnnawith either the
giveryobject of the verb, or with the giv/ubject of the verb. These are also meant to be
in a hierarchical order, i.e. the subject will get mappedts position only when there is
no object available to be mapped onto it.

Let's assume that a function callE@®RM-NEassociates the stem and its properties
with the nominal properties in the setHow the actual form of thee-nominalisation will
be spelled out, however, needs to be specified separateialigation rules. To decide
on the form of the rules we need to look at the segmentatioreoominalisations. Most
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typically, nenominals segment as shown in table 6.6.2:

prekasinterrupt’ va ne
previkjuc‘switch’ va ne
zamestact as deputy’ va ne
root ?  nom. stiix

The final segment is the nominalisingfBw, the initial element is the root. What is
called into question is the nature of the segmeat (or its allomorphs). This Hiix is
usually said to derive imperfective verbs from perfectiasds. However, as we have
seen, we have no reason to attribute the category of aspeetntominalisations. There is
instead good evidence to think of the forms witfa- as being verbal stems. One reason
for this is precisely the fact that they cannot be associaiéid any one semantic value
across the categories where they appear as formatives)ynmaalerived or secondary
imperfective verbs, thae-nominalisations, or the imperfective participles. In iidah,
the stem with-va- appears in derived nominals where it is even clearer thatameat
hypothesize the presence of aspect, and not even the pessieenent semantics. Agen-
tive nominals with the dftix -ac (as inprekasvacswitch’ from the verbprekasvanito
interrupt’), for example, select for the stem wiba-, even though we will not wish to
attribute to them any verbal properties.

The sufix -va-then will be added to the verbal root (or zero stem) by a stemdtion
rule. Another rule needs to add theisau-ne

One possible formulation of the realisation rules is asfod:

FORM-— NE(X) = get RR:RR{(X)
RR;(X) = Y whereY is va-stem derived fronX
RRy(X) = Xne

The function that derives a result nominal will beéfdrent in terms of the interaction
of information between the verbal lexeme and the set of pt@santroduced by the nom-
inalisation function. The function deriving nominals ligedarak‘present’, for example,
might associate with the verbal lexeme the following infation:

CAT: noun
GENDER: neuter
SEM: PRESENT(given
ARG-STR: giver, givee
SYNT-STR: PP, PP

N

A nominal like this, though derived from the vepbdarjavanigive as a present’, will
inherit practically nothing from the verb, though perhaps giver and thegiveein its
argument structure need to be co-indexed with the relewdes in the verbal entry.

6.7 Conclusions and directions for future research

This brief examination of the argument taking propertied@ferbal nominals in Bulgar-
ian suggests that there are important links to be made watptienomenon of ergativity.
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It is not suficient to say with respect to these nominals that the cogridtedy-phrase
is a marker of ergativity, indeed it is wrong to attribute be by-phrase the property of
being a licensor of ergative argument mapping, as in Wiligt®87), since in Bulgarian
we can talk of ergative behaviour in its absence.

In (at least some) Slavic languages it is also misleadingltodf nominalisation as
a passivising process. In this respect the arguments raisechoorlemmer (1995) and
Rozwadowska (1997) apply with equal force to Bulgarian. cByanic morphological
data also suggests that it will be less illuminating to defBulgarian nominalisations
with the sufix -ne on the same stem as the past passive participle, thus makiggrB
ian nominals even further removed from passive formatibas is perhaps the case for
Russian.

Though argument mapping properties of nominals and eveattste have been
linked, for example in Grimshaw (1990), there does not seetmet enough ground to
assign Bulgarian CENs their own aspectual values, or evelivide them into classes
with respect to thé\ktionsartof the underlying verb. It seems, however, that the Aktion-
sart of the verb can in some cases predict the (im)posyibilitleriving a CE nominal.

In formalising the process of hominalisation in PFM the afagaBon has been made
that this process involves a complex interaction betweenrtformation associated with
the underlying verb and the information associated withribminal. CENs will difer
from other nominals in terms of the amount of informatiort tihey will inherit from the
verb. They also dfer from other nominals in terms of the syntactic expressibthe
argument structure shared with the verb. CENSs also inteziverb’s event semantics.

More research is needed to clarify whether the ergative\behaof CENs can be
closely correlated with any of their other properties. Amestigation needs to be un-
dertaken into the behaviour of satellites within the nouraph, for example possessive
pronouns and adjectives, pronominal possessive clitics,®nce there seem to be inter-
esting diterences between Polish, Russian, and Bulgarian in thiscesphe correlations
of argument mapping and case might also be in an interestaagad future work, so as to
identify the diferences and similarities in argument mapping betweenain@hguages
with a morphological category of case (Polish and Russia) veithout one (Bulgarian).
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