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Abstract

This thesis addresses the mechanisms by which grolupgents can track the

truth, particularly in political situations.

| argue that the mechanisms which allow groupsgengs to track the truth
operate in two stages: firstly, there are seardtemtures; and secondly, there
are aggregation procedures. Search proceduresaggmgation procedures
work in concert. The search procedures allow agémtextract information
from the environment. At the conclusion of a shgmocedure the information
will be dispersed among different agents in thaigroAggregation procedures,
such as majority rule, expert dictatorship and tiegaeliability unanimity rule,

then pool these pieces of information into a sodialice.

The institutional features of both search proceslamed aggregation procedures
account for the ability of groups to track the hruand amount to social
epistemic mechanisms. Large numbers of agentsraogal for the epistemic

capacities of both search procedures and aggregattcedures.

This thesis makes two main contributions to theerditure on social
epistemology and epistemic democracy. Firstly,treasrent accounts focus on
the Condorcet Jury Theorem and its extensions asrelevant epistemic
mechanism that can operate in groups of politigeings. The introduction of
search procedures to epistemic democracy is (mostly. Secondly, the thesis

introduces a two-stage framework to the procesgrofip truth-tracking. In



addition to showing how the two procedures of deaand aggregation can
operate in concert, the framework highlights thenptexity of social choice
situations. Careful consideration of different @égpof social choice situation
shows that different aggregation procedures willopgémal truth-trackers in
different situations. Importantly, there will berse situations in which
aggregation procedures other than majority ruld aé best at tracking the

truth.
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Chapter 1: Introduction.

This thesis addresses the mechanisms by which groupgents can track the

truth, particularly in political situations.

| argue that the mechanisms which allow groupsgengs to track the truth
operate in two stages: firstly, there are seardtquures; and secondly, there
are aggregation procedures. Search proceduresagggation procedures
work in concert. The search procedures allow agémtextract information
from the environment. At the conclusion of a shgmocedure the information
will be dispersed among different agents in thaigroAggregation procedures,
such as majority voting, then pool these piecesnfdfrmation into a social

choice.

The institutional features of both search proceslamed aggregation procedures
account for the ability of groups to track the hruAnd amount to social
epistemic mechanisms. | identify two types of segrocedure and three types
of aggregation procedure whose respective ingiitati features are social
epistemic mechanisms. Large numbers of agentsraotal for the epistemic
capacities of each of these mechanisms. Integhgtifarge numbers can be
used in very different ways. We might task difféar@agents in a group with
performing the same task so that if some agentsdgerform the task other

agents will be successful in performing the tasistead we might task different
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agents in a group with performing different taskstlsat the total number of

tasks competed by the group will be large.

This thesis makes two main contributions to theerditure on social
epistemology and epistemic democracy. Firstly,treasrent accounts focus on
the Condorcet Jury Theorem and its extensions asrelevant epistemic
mechanism that can operate in groups of politigagings. The introduction of
search procedures to epistemic democracy is (mostly. Secondly, the thesis
introduces a two-stage framework to the procesgrofip truth-tracking. In
addition to showing how the two procedures of deaand aggregation can
operate in concert, the framework also highlighte tomplexity of social
choice situations. Careful consideration of défar types of social choice
situation shows that different aggregation procedguwill be optimal truth-
trackers in different situations. Importantly, bewill be some situations in
which aggregation procedures other than majoritingowill be best at tracking

the truth.

Background and limits of scope

| do not intend to give a comprehensive stand-aldeeature survey for this

thesis. Literature will be cited throughout thegis whenever relevant. Here |

will cite a few key texts to help place the thesisthe context of existing

literature.
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The thesis fits within the literature on social s¢pmology and epistemic
democracy. Goldman (2010) provides a useful tamgnoof social
epistemology. He notes that a variety of workatre go under the heading of
‘social epistemology’ and proposes a tripartiteision of field. Firstly, social
epistemology can focus on individual doxastic age(iDAs) with social
evidence. This aspect of social epistemology & itthost continuous with
traditional individualistic epistemology. Here thsossessor of doxastic
attitudes is still an individual agent but the sm# of evidence for these
attitudes are social in nature, such as the testyneb other agents. The second
variety of social epistemology focuses on collestdoxastic agents (CDAS).
This departs from mainstream individualistic epistéogy in that the possessor
of doxastic attitudes is a group. The final typesocial epistemology is
systems-oriented social epistemology (SYSOR). Addfan says, “An
epistemic system is a social system that housesrgety of procedures,
institutions, and patterns of interpersonal inflceerthat affect the epistemic
outcomes of its members.” (p.2). “In each case ¢fach social system] social
epistemology would examine the systems in questi@ee whether its mode of
operation is genuinely conducive to the specifipgtemic ends. It would also
identify alternative organizational structures thaiight be epistemically

superior to the existing systems.” (p.8).

The focus of this thesis is very much on this thinterpretation of social
epistemology (SYSOR). The goal is not so muchssess whether the social
institutions are successful at achieving their tepsc ends. Rather the goal is

to identify the conditions under which social ingions are successful at
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achieving their epistemic ends and then accounwvforthey are epistemically
successful. Once we have this account of why th&ak institutions are

epistemically successful we will be in a positiomtake normative claims, both
concerning how the social institutions in questtan be improved and how the

social epistemic mechanisms identified can be agdpb other settings.

There are many domains in which a social aspeapaftemology might be
important. Goldman (1999) points to, inter alieieace, law, democracy and
education as being significant. Providing an iptteanalysis of all the social
epistemic mechanisms operating in each of theseanhsnis beyond the scope
of a single thesis. Instead this thesis focuseghenpolitical domain. The
choice of the term ‘political’ rather than ‘demotcais deliberate, as | do not
want to exclude from consideration non-democratttipal decision-making

systems that may succeed at truth-tracking.

Almost all current literature on the topic of sdoipistemology as applied to
political settings falls under the heading of ‘épmic democracy’. The term
largely comes from Cohen (1986), though as Cohentpmut, the idea that
political decision making is at least in part abmakingcorrectdecisions, and

that different forms of government may be betteworse at making decisions
has a distinguished histdryPlato’s parable of the sKipuggests that the ship’s
owner (the citizenry) is bigger and stronger thagoae else on board but is
deaf and short-sighted and has no knowledge oflmaatters. The sailors

(politicians) do not have the nautical skills taraoand the ship (the state), but

! Cohen (1986) cites Rousseau and Bentham. Wd@fq)Lcites Plato, Rousseau and Mill.

2 Plato (1998) s488a-189a.
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compete with each other for the owner's approvalate the rudder. If this

doesn’t work, the sailors will subdue the owneketaver the ship and embark
on a drunken voyage. Clearly for Plato there eé®m@ect course that the ship of
state should follow, and demaocratic forms of dercignaking are not suited for
navigating this course. For Plato, statesmanship craft best carried out by

philosopher kings who have the appropriate training

Mill (1861) argues that the best form of governmierne that has the greatest
amount of beneficial consequences. ‘A completelgytar government’ is the
only form of government fitting this descriptiomse, inter alia, “... the general
prosperity attains a greater height, and is mordelyidiffused, in proportion to
the amount and variety of the personal energiesstedl in promoting it”
(Chapter 3). Again we have the idea that politedisions can be correct and
that a form of decision making that utilises thienés of the population is most
likely to make these correct decisions. Mill seetosadvocate a form of
weighted majority rule (as discussed in the nexiptér on this thesis): “When
two persons who have a joint interest in any bussingiffer in opinion, does
justice require that both opinions should be hdléxactly equal value?... One
of the two, as the wiser or better man, has a ctaisuperior weight” (Chapter

8).

For Rousseau (1762) correct political decisionglawse in line with the general
will. The “...most natural arrangement is for thesest to govern the
multitude” (Book 3, Chapter 5), and the form of gavnent that encapsulates

this is an elective aristocracy.
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Cohen (1986) produces an epistemic interpretatiomoting, which is worth

quoting in full:

“An epistemic interpretation of voting has threeimalements: (1) an
independent standardf correct decisions — that is, an account of
justice or of the common good that is independéctaent consensus
and the outcome of votes; (2kagnitiveaccount of voting — that is,
the view that voting expresses beliefs about whatdorrect policies
are according to the independent standard, nobpakgreferences for
policies; and (3) an account decision makingas a process of the
adjustment of beliefs, adjustments that are unklentan part in light of
the evidence about the correct answer that is geavby the beliefs of

others." (p.34)

An epistemic populist, on Cohen’s interpretatiorgugs that majority verdicts
provide sound evidence about the common good (thependent standard of
correctness). And the Condorcet Jury Theoremeguiently used to justify this

claim.

The literature on epistemic defenses of democrasybeen extended by several
authors, including Estlund et al. (1989), Estlua@97), Copp (1999), List and
Goodin (2001), Anderson (2006) and Peter (2008)ajokity voting and the
Condorcet Jury Theorem play a prominent role in tmafsthese accounts.

Again, | do not intend to fully survey the path tthrasearch into epistemic
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democracy has taken over the last few years. Asitwdl be cited in the body
of the thesis whenever relevant. Instead, | warnake the Cohen passage as a

useful point of reference for characterising thepscof this thesis.

The core concern of this thesis is the mechanidrat dperate in groups of
political agents by which those agents can traekttith. For groups of agents
to track the truth there must be an independentiata of correct decisions (as
per Cohen’s (1)). However, unlike Cohen, | do hotit the independent
standard of correctness to the common good. T¢emebe some standards of
correctness that are independent of agent’'s prefeseor judgements. For
example, it may be false that a particular natiossesses nuclear weapons.
Whether a group of agents believe that the natass@sses nuclear weapons, or
whether a group of agents prefer that the nati@s@gsses nuclear weapons, has
no bearing on the fact that the nation does naosgsssnuclear weapons. There
can be some independent standards of correctregsaréhthe common good but
where the judgements of agents only provide an ifapeindication of the
common good. For example, it might be in the edé&s of everyone if the
speed limit in urban areas were to be lowered K0 However, there may
be considerable disagreement about this propodesy jpmd the votes of agents
may be an unreliable guide to the common goodinéwith convention | term
the content of the social choice an ‘alternativ8y assumption this thesis is
only concerned with social choice problems in whibkre is one alternative
that is objectively correct (with all other altetivas being incorrect). |

generally focus on dichotomous choice problems wlagents face an agenda

% For the sake of argument there would be fewerants, and traffic would flow more
smoothly.
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of two alternatives, one of which is correct, witie other alternative being
incorrect. What counts as an alternative will vacgording to the social choice
problem. For example, if the social choice inveslvelecting a political
representative then the correct alternative migat the person uniquely
qualified to be President. If the social choicelgem involves policy choices
over carbon-neutral power generation then the cbradternative might be

nuclear power.

Given the reference point of a correct alternativaefine three standards of
group epistemic performance that will be of interesFirstly, ‘baseline
epistemic performance’ requires that a group ohtges better than random at
selecting the correct alternative (or avoiding thecorrect alternative).
Secondly, ‘relative epistemic performance’ requitiest a group of agents is
more likely than a single agent to identify thereot alternative (or avoid the
incorrect alternative). Finally, ‘absolute epistemperformance’ requires that a
group of agents is likely to select the correctralative (or avoid the incorrect
alternative). These three standards of epistesniwpnance are all important if
we are to make the case that the institutionahgements of a group mean the
group is successful at tracking the truth. Furtiee if we are to make
normative claims, on epistemic grounds, that a adowistitution such as
majority rule should be implemented for politicatctsion making then we
should be able to show that a group using majaotitg is more reliable than
random at making the correct choice, more relidid® a single agent would be

at making the correct social choice and likely dioigr to make the correct
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social choice. ‘Tracking the truth’ is shorthandr fmeeting these three

standards of epistemic performance.

Also important for this thesis is the cognitive agot of voting (Cohen’s clause
(2)). I focus on the beliefs expressed by agemdsrent their preferences. There
is a large and interesting literature on the agafieg of preferences, but this is
separate from epistemic issues. As Wolff (1994) steown in his paper on the
mixed motivation problem, if some agents vote adicwy to their preferences
while others vote according to their beliefs, thieis possible to have a social
choice that is neither preferred by a majority believed true by a majority.
There are two additional points that need to be enhdre. Firstly, | am
primarily interested in the competence of agentkiclv is measured as the
probability that they will vote for the correct ebative. To the extent that
beliefs are discussed, they are characterizeddbitiary ‘believe an alternative
is correct’ or ‘do not believe and alternative @rect’, as reflected in agents’
votes for or against an alternative. Fine graidedrees of belief and their
translation into voting behaviour are not discuss&condly, the thesis is not
only concerned with voting behaviour of agents. Wil be argued, there are
more epistemic mechanisms operating in groups ligad agents than merely
the aggregation of judgments. Searching for infdram in the first place and
discussion between agents are also important. h8octgnitive account of
voting needs to be expanded into an account acwpri which agents are
interested in tracking the truth and only expréssrtopinions or judgments (not
their preferences). We can further specify tha&ndg do not engage in strategic

behaviour. For example, they will not knowinglypegss incorrect views if
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they believe that by doing so the group as a wimlmore likely to make a

correct decision.

Finally, the third component of Cohen’s conceptiom@n account of decision
making — will be deemed necessary but not sufftdienan account of political
epistemic mechanisms. If the group is to track tthéh it will need a final
judgment as to the correct alternative. Howeves,nged more than this. As
will be argued, an important part of an epistentnaeption of democracy is an
account of how information is gathered from theimmment, not just how it is

pooled after being discovered.

We can consider, in principle, what epistemic megras might operate in
groups. Steiner (1966) suggests potential growpolymtivity (for a variety of
group tasks, including both epistemic and physiasks) is a function of three
determinates: task demands, resources and proce3ssk demands include
the nature of the task itself, what sort of resesrare needed, how much
resources are needed and how the resources mustnfigined. The ‘task
demands’ proposed by Steiner are equivalent to‘dpesstemic systems’ in
Goldman’s terminology. It is these institutionahfures which amount to social
epistemic mechanisms. Agents’ resources couldidiecthe intelligence and
skill of individuals. The processes consist of $ke¢s of actions taken by agents

when they perform the task.

Steiner presents a taxonomy of five models of gakmroup productivity

which are categorised according to the task demaadditive, disjunctive,
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conjunctive, compensatory and complementary modé&isan additive model
the task demands require each agent in a grougrform exactly the same
actions and group performance will be the sum efpérformance of individual
agents. For example, a crew of stokers may bedaskth shovelling coal into
a steam engine. The amount of coal shifted bytbap is just the sum of coal
shifted by each agent. Assuming no loss in prodityzcdue to faulty processes
(for example agents getting in each other's wagnhths group size increases,
group productivity increases. An additive modeh @so apply in epistemic
settings. For example, a pub quiz team might hergia ‘word-scrambler’
puzzle where they are provided with a word sucthasedity’ and get points
depending on how many other words they can forrmftbe letters (such as
‘here’, ‘red’, ‘tidy’, and so on). As the size af pub quiz team increases the
combined knowledge of the team may increase anchungber of points they

get on this question may increase.

In adisjunctivemodel, group productivity is determined by the teses of the

most able agent. For example, there may only benrfor one agent to shovel
coal into an engine. The maximum level of groupdpictivity is limited to that

of the strongest member of the group. In epistamitings, a disjunctive model
may also apply to a pub quiz team. For exampkgtbup may face a question
about the 2010 World Cup. The probability the grgets this question correct
is limited to the competence of the group membeo wghsupposed to be the

expert on football.
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In aconjunctivemodel the task demands require all agents in apgt@ perform

a similar action. Group productivity is limited tbe ability of the weakest
agent in the group. For example, there may berakeagines on a ship that
must be fed coal at the same rate. The performainitee group of stokers as a
whole is limited to the resources or ability (theesgth and stamina) of the
weakest member of the group. In epistemic settittgs pub quiz team may
decide their answers to particular questions waregsensus. The probability of
a correct consensus on a particular question iseldrby the competence of the

least competent member of the group.

The task demands ofmpensatorynodel allow the actions of some agents in
the group to offset the actions of other agenthengroup. For example, some
of the stokers may shovel coal at a rate so slomslkts starving the engine,
while other stokers shovel coal so fast it riskéfamating the engine. On
average the stokers shovel at just the right r#téhe size of the crew is small
the engine won'’t receive coal at the correct ratowever as the size of the
crew increases the slow stokers compensate fdagtestokers (and vice versa)
and the engine receives coal at the correct rhateepistemic settings, the pub
quiz team may be asked to estimate the numberin§ @o a jar. On average
agents will have a good idea how many coins thexe Although some agents
may overestimate the number of coins in the jar afiter agents may
underestimate the number of coins in a jar, assibe of the group increases
these under- and overestimates balance each athand the group will tend to

make the correct estimate.
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Finally, the task demands in @mplementarymodel can be divided and
conducted by different agents. For example, shiagetoal may require both
tall stokers, who can shift coal from the tended ahort stokers who can throw
coal to the back of the fire box. A tall stokerwla not be able to feed the fire
properly by themselves. A short stoker would netdble to maintain the
supply of coal by themselves. In epistemic sestirtige pub quiz group may be
asked how many wives Henry VIIl had. One membethefgroup might think
Henry VIII had eight partners. A different memloéithe group may know that
Henry VIII had two mistresses. Between them theseagents should be able

to deduce that Henry VIl had six wives.

Later in this thesis | will indicate which of Steir's models apply to the various

social epistemic mechanisms in political settings.

The processes by which groups of political agerss track the truth are
summarised in the figure below. The figure shovesvhthe most basic
epistemic elements of information and agents aesformed via search and
aggregation procedures into a collective judgentieait tracks the truth. | also
include in the figure an indication of which chagtéen the thesis cover which

parts of the overall process of group truth-tragkin
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Figure 1.1: a summary of the two-staged procesgaidp truth-tracking.

Input (agents, evidential/ background information) | Ch.7 \

Search procedures Ch.5

Output (agents/ information groupings)

ﬂ, Ch.4

Judgement-generating factors
(competence, independence, transparency) >

J

Input (individual judgements)

Ch.6

Ch.3

Aggregation procedure

Ch.2

Output (collective judgement)

As will be argued, the key to truth-tracking by gps of political agents is, first,
the identification of truth-conducive informatiory agents and, second, the
aggregation of that information into the social icko Institutional features in
each of these stages amount to social epistemitvanexsns. However the
thesis begins the presentation in reverse ordars i$ for two reasons. Firstly,
the current literature on epistemic democracy ofteuses on the aggregation
procedure of majority voting, so rhetorically it kes sense to begin here.

Secondly, understanding the inputs required foraggregation procedure to
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track the truth will help in the analysis of theas#h procedures which are

required to generate these inputs.

| will briefly summarise below the main points frothe remainder of the

chapters.

Aggregation procedures

A judgement aggregation procedure allows a grougenoerate a collective
judgement (or social choice) based on the judgesnentindividual group

members. It can be construed as a function whssigas to each combination
of individual judgements across the group memberaesponding set of

collective judgements (List, 2008).

There are a variety of different aggregation proced including (but not
limited to) dictatorship, unanimity rule and majgrirule. Under the
aggregation procedure of dictatorship, an alteveatiill be the social choice if
and only if a specific individual (the dictator)tes in favour of it. Under the
aggregation procedure of unanimity rule, an alteveawill be the social choice
if and only if all the agents in the group vote favour of it. Under the
aggregation rule of majority rule, an alternativdl e the social choice if and

only if strictly more agents vote in favour of lian vote against it.
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The epistemic performance of each of these thrgeeggtion procedures is a
function of the judgement-generating factors. €hare four judgement-
generating factors which are of interest:

« individuals' competencies, and the distributiorcompetencies in the group-
the probability that agents will vote for the catralternative;

* the transparency of competence- whether agentseirgitoup or an observer
can see the competencies of agents;

* the independence of agents- the probability thatgent will vote for the
correct alternative, given the votes of other agerit agents share information
then they are more likely to vote in the same veany]

* group size.

The institutional features of each of the threeraggtion procedures amount to
social epistemic mechanisms. Given certain legkt®mpetence, transparency
of competence and independence relations, as gsig increases the
institutional features of the aggregation procedumeake it more and more

likely that the group will track the truth.

Dictatorship can meet the standards of baseline absblute epistemic
performance, provided that there is at least odévitiual agent in the group
with high competence, whose competence is trangpatethe competencies of
group members are heterogeneous then increasing gige is epistemically
virtuous as it increases the probability that theug will contain such a high-

competence individual.
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Unanimity rule is a reliable aggregation procedprevided that we are only
interested in avoiding an incorrect alternative the social choice. The
judgement-generating factors required for the aggiten procedure of
unanimity rule to avoid the incorrect alternativgethe social choice are a large
number of agents whose levels of competence aedegrihan zero and who are
conditionally independent. It does not matter Wwketthe levels of agent's
competencies are transparent or not. An altermatil only be the unanimity
winner if every single agent votes for it. As th@mber of agents increases, the
probability that every single one of the agentd wote for the same alternative
decreases. Therefore, as group size increaseprdbability that an incorrect

alternative will receive a unanimous verdict desesa

Majority rule can meet the three standards of epist performance if the
competence of agents is better than random, itliteibution of competencies
is symmetric about the mean and agents are independAs group size
increases the epistemic performance of the groypawes. These claims are
supported by the Condorcet Jury Theorem. In #ssit form the Condorcet
Jury Theorem states that if agents are ‘compeigné¢ probability of agents
voting for the correct alternative is homogeneaus greater than 2) and agents
are ‘independent’, then the probability of a cotranajority winner is

monotonically increasing in group size and in thatlreaches certainty.

The institutional features of majority rule also amt to a social epistemic

mechanism. If the probability of an agent votiog the correct alternative is

greater than Y there may still be a significantoptlity that this agent will
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vote for the incorrect alternative. If there islyoa single agent or a small
number of agents in the group then there may hgnéisant probability that a
majority of them will vote for the incorrect altextive. However if the group
size is large, the probability that a majority @letgroup will vote for the
incorrect alternative will be small. The incorrgctes of the minority are offset

by the correct votes of the majority.

The Condorcet Jury Theorem — agenda size and compsgice

The discussion in the thesis thus far will haveias=d that agents are presented
with an agenda comprising two alternatives, oneecbrand one incorrect. An
obvious concern with this simplification is thatmmany real-world social choice
problems there will be more than two alternativédultiple alternatives pose
problems for the level of competence of agents. eM&s an individual might
be quite competent at identifying the best alteveafrom a set of two
alternatives, they may have more difficulty at stteg the best alternative out
of a set of 100, 1000 or 100,000 alternatives. uAldy as the number of
alternatives tends towards infinity, the competentegents (the probability

that they will vote for the best alternative) temolwards zero.

Increased agenda size poses particular problemthdoaggregation procedure
of majority rule. The classic Condorcet Jury Theeorstates that if the level of
competence drops below a half, the probability afoarect majority verdict

decreasesas group size increases and in the limit tendseta The classic
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Condorcet Jury Theorem cannot cope with agendagrsimg more than two

alternatives.

| consider two main extensions to the classic CaretoJury Theorem to cope
with multiple alternatives. Firstly, | consider @prcet’'s own extension (as
presented in Young (1988)) which requires a pagemcomparison between
each of the alternatives. | conclude that, whepleémented, this extension
requires too much effort on behalf of agents. sbatonsider the extension of
List and Goodin (2001) which extends the classindocet Jury Theorem from
majority voting on a two-placed agenda to pluralipting on a many-placed
agenda. | conclude that the application of thé &l Goodin extension suffers
from the same problem discussed above, namely,athgroup size increases
the competence of agents will decrease. The lwel lef agent competence

may mean the probability of a correct plurality nen is too low.

Using the insights from both the Condorcetian arsd &and Goodin extensions
of the classic Condorcet Jury Theorem | argue fonxed approach for coping
with multiple alternatives. A social planner caseumultiple elections with
agendas of varying sizes and groups of varyingssiaebalance the competing
demands of reducing the burden on voters (by msimgi the number of
elections they participate in) and increasing tlengetence of agents (by

reducing the size of the agendas they face).

| also address the ‘Disjunction Problem’, as présgmn Estlund (2008). The

Disjunction Problem makes use of the List and Go@dD01) extension of the
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Condorcet Jury Theorem to multiple alternativeshallenge the fulfilment of
the competence assumption. The crux of the Disijpmdroblem is that there
is no principled way to determine the number oéralatives that should be on
an agenda. If we cannot determine the numbertefmaitives that should be on
an agenda, we cannot determine the level of competeequired for the
competence assumption of the Condorcet Jury Thetoenold. | clarify the
Disjunction Problem and argue that what it actushgws is that the framing of
an agenda by a social planner can determine whether competence
assumption of the extended Condorcet Jury Theorees @r does not hold.
There is no way in principle to ensure that thenalgewill be set in such a way
that the competence assumption does hold. Howergue that any attempt to
justify the competence assumption ‘in principleimssguided. There is always
a possibility a social choice problem will includesleading information. The
best hope of defending the competence assumptidensifying an appropriate
reference class of social choice problems wherectingpetence assumption is
likely to hold. Identifying a suitable referencéass of problems is not

something that can be done analytically.

The generation of the inputs to aggregation procedes

The existing accounts of epistemic democracy tletus on aggregation
procedures only give conditional support to thehttmacking ability of groups.

They show how groups can track the truth givenagertypes of judgement-
generating factors. They are silent on how thadggment-generating factors

are themselves generated or whether they are plausMore particularly, the
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existing aggregative accounts of group truth-tnagkegin at the point at which
agents already have a set level of competencepartacular distribution, with

certain independence relations holding, and thesparency or otherwise of
competence pre-determined. But it cannot be taeegiven that agents will
have information regarding the correct alternatwean agenda. Nor can it be
taken as given that the required independenceiaesaivill hold or that the

transparency of competence is established. We areaccount for how the
features of a group of agents, including competdegels, transparency of
competence and independence relations, develop. e Trhth-tracking

institutional features of some aggregation proceslwan provide a conditional
epistemic justification for group decision makirag) account of the formation
of the judgement-generating factors will providee tlantecedent to this

conditional justification.

The competence of an agent is defined as the pitapabat this individual
agent votes for an alternative, given that it isrect. The competence of an
agent represents the probability of an event ocwyrnamely the probability
that a particular agent will vote for the correlteanative. The agent’s vote for
a particular alternative is determined by the coraton of their causal
influences. | utilise the taxonomy of causal fastpresented Dietrich (2008).
The causal factors determining an agents vote tfaar@fore the probability that
the agent will vote for the correct alternative ¢ truth-conducive or they can
be misleading. Truth-conducive causal factors midlke an agent more likely
to vote for the correct alternative; misleadingtéas will make an agent less

likely to vote for the correct alternative. Caus$attors can be evidential or
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background. Evidential factors are causal relatfethe true state of the world.
Background factors are not causal relatives of stede of the world, but

nevertheless allow an agent to interpret evidemntfarmation.

Causal factors (be they evidential or backgroundjthtconducive or
misleading) can either be held privately by agemtkeld in common between
agents. If all causal factors of agents’ votestaaie privately then agents will
be independent, conditional on the state of thddvdf however agents have at
least some evidential or background factors in comnthere will be certain

dependence relations in the votes of agents.

Finally, the nature of the causal factors determngran agent’s vote will also
determine whether an agent’'s competence is tra@spar not. For example, if
the evidence generating an agent’'s competenceakiofd that can be shown to

other agents, her competence will be transpareuthir agents.

At this point in the thesis | leave consideratidnaggregation procedures and

move on to search procedures.

Group search procedures

| provide a general framework for search procedumeslving groups of agents.

A single agent searching for an object of intenesty only have a small

probability of finding it. But if we employ a grputo search for the object the

probability that at least one of the group membesf find it can be
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significantly higher. | present a theorem thatestaunder certain assumptions
the probability that a group of agents will identid particular object is
increasing in group size and in the limit tendscestainty. There are two
different mechanisms behind the epistemic perfooeaaf a group search
procedure. Firstly, increasing the number of ag@mtthe group can increase
the probability that an agent will visit the loaatiof the object. Secondly, if we
increase the number of agents visiting fanelocation we can increase the
probability that the object at a particular locatiwill be recognised by a
member of the group. The assumptions of the time@me modified to produce

extensions of the theorem.

| also develop a model of a group search procettunevestigate the dynamics
of group search. In the model there is a set @dtlons, one of which contains
the object of interest. Individual agents engagea isearch for the object by
moving from location to location. The locations agent visits are determined
by four agent-specific variables: their initial paoning of the search space, the
convention the agent employs for ordering the iooat the start point of their

search and their search heuristic. The objectgant finds are determined by
the locations they visit and their capacity to gguee objects at those locations.
If there are differences in the locations visitgdagents and / or differences in
the ability of agents to recognise objects thengesup size increases the
probability that a member of the group finds thgeobincreases and in the limit

reaches certainty.
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The model of the group search is reproduced in ¢bmputer program
‘NetLogo’ and subjected to simulations. The resolt the simulations confirm
both the formal results of the search theorem aedconceptual arguments of
the search model: as group size increases thelpliopan object will be found
tends to certainty and is increasing up to thetlinfihe simulation results also
show the impact on a group’s search performanealjoisting the agent-specific

search variables.

On its own the institutional features of a grouprsh procedure, as presented in
the model and backed by both the search theorentrendimulation results,
amount to mechanisms by which groups of agentstak the truth. In
addition a group search procedure can link in \lign aggregation procedures
described earlier. In the subsequent chapter | @sbplain how search
procedures can be used to fill in some gaps inwadsmf epistemic democracy

which rely on aggregation procedures.

The link between search procedures and aggregatigrocedures

| claim that truth-tracking by groups of politicalgents occurs via two
procedures. Standard epistemic defences of dempocoften focus on
aggregation procedures such as majority rule, whoobl the information
individual agents have regarding the true statdefworld. | also put the case
for groups of agents employing search proceduréaddnformation in the first
place. The institutional features of search pracesl and aggregation

procedures amount to social epistemic mechanisms.
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| provide an account of how the search and aggayairocedures link up.
Search procedures allow groups of agents to exirdotmation from the
environment. Aggregation procedures allow indialdaigents within a group to

share the information they have with the wider grou

The linking of search procedures to aggregatiorcqutares fills two gaps in

current epistemic defences of democracy that ralyaggregation procedures.
Firstly, current accounts of aggregation proceduseecify the types of

judgement-generating factors (competence, indepeegeand transparency)
required for a group to track the truth but they sitent on how the judgement-
generating factors form. Search procedures carseé by agents to search for
evidential and background information to develogirthevels of competence.

And diversity in the search procedures of individagents will generate the
dependence relations in the group. Secondly, Bearocedures can be
employed by a group to find possible alternatived & set the agenda for a

social choice.

This chapter also gives consideration to nestedalschoice problems. Any
social choice in fact involves two procedures (arcle procedure followed by
an aggregation procedure) and there are epistedvangages to increasing
group size in each procedure. But the final sadhalice, the alternative which
the group judges to be the true state of the wonlaly in fact be the result of a
sequence of different (two-staged) social choicesuding a choice over the

topic to consider, a choice over how to assessqtiadity of alternatives, a
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choice over the alternatives to place on the ageartthfinally a choice over the

alternative to be the social choice.

Once our framework for group truth-tracking joinsasch and aggregation
procedures together we can consider the interattatween the two. We can
see how contingencies in the way a search procesumnducted mean
particular aggregation procedures will be optimal teacking the truth.

Similarly, if an institutional decision is made advance to use a particular
aggregation procedure then this will influence thay in which a search
procedure should be conducted so that it genetheesppropriate levels and

distributions of competencies and independencéoaka

The limits of the informational environment

The final substantive chapter focuses on contingsnt the informational
environment which place restrictions on the absokpistemic performance of
aggregation procedures. These issues are discossety via the framing of
majority voting and the Condorcet Jury Theorem.isi® because much of the
relevant literature focuses on the asymptotic limit the Condorcet Jury

Theorem.

Firstly | address the problem of the possibilityrisleading information. A
small but significant literature on this topic hdeveloped quite recently. The
analysis in this literature shows that the meresiilgy of misleading evidence

and background factors means the asymptotic lirhithe Condorcet Jury
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Theorem is not certainty but some value less tleatainty. This means that the
absolute epistemic performance of majority votingynbe too low: groups
using majority voting as an aggregation proceduagy mot be very reliable at

identifying the true state of the world.

Secondly, | address the problem of finite informoati In some social choice
problems there may simply be insufficient informatifor a group to determine
the true state of the world, no matter what searcaggregation procedures the
group employs. | consider what institutional rasges a group might employ to
maximise the probability of a correct social chowgeen the amount of truth-
conducive information is limited. If informatiors ffinite, the truth-conducive
value of the information will be maximised by agesharing the information.
Agents can share truth-conducive information ancrease their levels of
competence. The agents will remain independemditonal on common

factors) provided they have at least some backgtéartors held privately.

Conclusion

Understanding the mechanisms by which groups dfigallagents can track the
truth has obvious normative implications. If it tise case that some social
choice problems have a correct alternatives thetenstanding the conditions
under which a group of agents can identify thisraftive allows us to

implement the appropriate institutional arrangersent
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| argue that there are two main steps or procedopesating in groups of
political agents. There is a search procedure hiclwagents identify truth-
conducive information in the environment. Subsedyehere are aggregation
procedures which pool this truth-conducive infonmat The institutional
features of both search and aggregation procedoasunt for the ability of a
group to track the truth and amount to social epist mechanisms. Increasing
group size is an important feature of all the doefmstemic mechanisms and
this fact lends support to the epistemic importanotencluding a large and
diverse a group of agents in political decision mgk However the two-staged
framework of search then aggregation, and the kegstemic mechanisms
operating in each stage, do not necessarily suppstrictly democratic form of
decision making. For example, while majority ounality rule may be the
epistemically optimal aggregation procedure in smuelal choice problems,

there will be other social choice problems whergegdictatorship is optimal.

The sharing of information, after the conclusiontioé search procedure but
before the aggregation procedure, can be epistéynideuous. Building an
appropriate model of deliberation to fit within tfiamework of search and

aggregation is a topic set aside for future re$earc
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Summary of notation

Here | summarise the main pieces of notation thatill employ in the

remainder of the thesis.

P = the probability of a correct social choice.

P* = the positive reliability of a group, the probiilgithe group chooses the
alternative given that it is correct.

P~ = the negative reliability of a group, the prolbigpithe group will avoid an
alternative given that it is incorrect.

i,j, k, ... = variables for individual agents.

1,2,3,...n = names for individual agents.

x = the state of the worldx can take two values: 0 or 1.

p = the homogeneous level of competence of agdmsprobability that agents
will vote for the correct alternative.

p; = the competence level of some unknown agent

p, = the competence of agent 1.

p' = the average competence of a group of agents.

p? = the prior competence of agettheir level of competence before they
receive any evidential information.

p{ = the posterior competence of agéntheir level of competence at ting
after they have received some evidential infornmatio

n = the number of agents in a group.

ki, ko, ks ... k = the names for alternatives.

v; = the vote of agent
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e = the number of elections.

c? = a background cause of an agent’s judgemertjsrcase cause number 1.
c5 = an evidential cause of an agent’s judgemerthigncase cause number 2.
Pr(S;) = the search competence of aggrthe probability that the agent moves
to a particular location containing an object dénest.

Pr(R;|S;) = the recognition competence of ag&rthe probability that the agent
recognises a particular object at a location givet they move to that location.
Pi= the probability of a member of a group visitihg tocation of an object.

Pg = the probability of a member of a group recogrgsam object at a particular
location.

Pj*= the probability of a member of a group finding thbject of interest.

| employ a convention for subheadings in the thesisere first-level

subheadings are in boldsecond-level subheadings are underlinad third-

level subheadings are in italics.
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Chapter 2: Aggregation procedures.

The core concern of is thesis is the mechanismghiigh groups of agents can
track the truth. Different agents may have différgidgments as to the true
state of the world. This chapter sets out theipaldrly salient procedures by
which individual judgements can be aggregated antollective judgement or
social choice, namely dictatorship, unanimity rided majority rule. The
chapter establishes the probability that these aggtion procedures will
generate a social choice that is correct and thebability they will avoid a
social choice that is incorrect. There are fouy gdgement-generating factors
which determine the probability a given aggregatfmocedure will track the
truth: the competence of agents and distributiowahpetencies in the group;
the transparency of agents' competencies; the enldgnce of agents; and the
group size. Given appropriate judgement-generatfagtors each of the
aggregation procedures can successfully track thént Importantly, there are
certain combinations of judgement-generating fagtahere increasing group
size is epistemically virtuous. The analysis efttiree aggregation procedures
in this chapter provides an explanation for theirth-tracking ability, for how
the institutional features of the aggregation prigees can operate as social
epistemic mechanisms. This includes an explanatibrhow the classic
Condorcet Jury Theorem works and the importancetsofcompetence and

independence assumptions
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The framework for aggregation procedures

Proponents of epistemic democracy argue that dexhodiorms of decision
making are desirable in so far as they track th#ntr For epistemic democracy
to have any purchase it must be the case thaasttdeme political decisions are
judgements about matters of fact, about the aditate of the world. For
example, whether a nation possesses a nuclear weapaot, which form of
power generation has the lowest costs and whickigaetial candidate has the
policies that will create the most jobs are all teyat of fact. Propositions which
describe possible states of the world are terrarnatives’. Possible
alternatives might include, for example ‘that tregion in question does possess
nuclear weapons’, ‘that the nation in question does possess nuclear
weapons’; ‘wind power is cheapest’, ‘coal powechgapest’, ‘nuclear power is
cheapest’, ‘gas power is cheapest’; ‘the Republimasidential candidate will
create the most jobs’ and ‘the Democratic presidenandidate will create the
most jobs’. To help interpret the votes of agents often have amgenda
which contains a specific set of alternatives. @&benda is common knowledge
for all relevant parties. An agenda might conticomplete logical partition of
possible states of the world such as ‘that theonaith question does possess
nuclear weapons’/ ‘that the nation in question dows possess nuclear
weapons’. It is possible that the agenda only aiostsome of the possible

alternatives, for example ‘wind power is cheapéstal power is cheapest’. If

* A policy choice may involve a series of choicesroalternatives. For the sake of simplicity |
assume that where there is a series of choicespoopositions the propositions are not
logically interconnected (unless otherwise statatfhere this does not hold, and there is a
logical interconnection between propositions thencan run the risk of a discursive dilemma
(see List, 2006).
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the agenda only contains some of the possiblenaltiees then there is a risk

that the correct alternative is not included.

A political decision requires decision makers whasle termedagents’ Each
agent (or voter, or juror) can express their judgethas to what they think the
actual state of the world is, as to what they thih& correct alternative is.
Agents express their judgement by casting votepdoticular alternatives. An
aggregation procedutallows a group to generate a collective judgenfent
social choice) based on the judgements of inditiguaup members. It can be
construed as a function which assigns to each amatibn of individual
judgements across the group members a corresporgihgof collective

judgements (List, 2008)

Figure 2.1: aggregation procedures.

Input (individual judgements)

Aggregation procedure

Output (collective judgement)

® In this thesis | am interested in judgement agafieg procedures, rather than aggregation
procedures more generally.

® However not all aggregation procedures need bdibms: A function requires that each
input (or combination of votes) have a unique oufpacial choice), but there may be some
aggregation procedures (perhaps including sombetelion) which could have a variety of
outputs depending on contingencies in the wayrthats are treated. Figure 2.1 also comes
from List (2008).
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There are a variety of different aggregation proced including (but not
limited to) dictatorship, unanimity rule and maggrrule’. With dictatorship,
the social choice is just the judgement of the Isiragent who is deemed the
dictator. With unanimity rule, an alternative wile the social choice if and
only if it receives the votes of all the agents.ithAmajority rule, an alternative
will be the social choice if and only if it rece&strictly more than half of all
the votes. These three aggregation procedurgsastieularly salient, and often
feature in the literature on epistemic aspectsomias choice theofyy Each
aggregation procedure has different virtues, betabncern of this thesis is the
epistemic virtue, the probability that the aggrégatprocedures will select the

correct alternative (and avoid the wrong alterr@tis the social choite

In what follows we assume that the agenda is caagrof two alternatives, and
that only one of these alternatives is correct yomhe of the propositions

accurately describes the true state of the wiftld)

To determine the epistemic performance of diffesgggregation procedures we

need to, firstly, draw a distinction between pesitand negative reliability. The

" If n represents the number of agents then the numlistafct possible aggregation
procedures for a dichotomous choice is given byfdhaula22”. So, for example, if there are

three agents in a group then there2de= 256 possible aggregation procedures (Christian
List, unpublished lecture notes).

8 See, for example, List (2008) and Bradley and Tiwon (2012).

° As for the non-epistemic (or procedural) virtuéshese aggregation procedures: dictatorship
is the only aggregation procedure that meets thditons of Arrow’s theorem (universal
domain, Pareto efficiency and independence ofewant alternatives); majority rule is the only
aggregation procedure that meets the conditiohdayfs theorem (universal domain,
anonymity, neutrality and positive responsiveness).

1 This is equivalent to there being one correctradtéve on the agenda, with the other

alternative on the agenda being a disjunction gtlang NOT the correct alternative. The issue
of agendas with multiple alternatives is addressebe next chapter.
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positive reliability, P*, is the probability that a group using a particula
aggregation procedure will judge an alternativdéotrue given that it is true.
The negative reliabilityP~, is the probability that a group using a particula
aggregation procedure judges an alternative nbettrue given that it is false.
Because positive and negative reliabilities areébabdities, they take values in
the interval [0,1]. Given this distinction betwegositive and negative
reliabilities there are four possible judgements tan be made, as shown in the

table below:

Figure 2.2: possible group judgements.

Judgement: true Judgement: false
State of the Positive  reliability False negative
world: true pP* 1—- P*
State of the False positive Negative reliability:
world: false 1—- P P~

For both positive and negative reliability theree dhree measures of group
epistemic performance that are of interest. Kirstte have a measure of
'baseline epistemic performance’ which is the podiba that a group will be
better than random at picking the true alternatfevoiding the false
alternative). Given that we only have two possidliernatives then a group
would have a 0.5 probability picking the corredealative at random, so the
measure of baseline epistemic performance reqgires P~ > 0.5. Secondly,
'relative epistemic performance’ is a measure @fetiistemic performance of a

group when compared to an individual member of taup. If we are
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concerned with the truth-tracking ability of grouth&n we need groups to be
better than individual members of the group at tidgng correct alternatives/

avoiding incorrect alternatives. Finally, '‘absel@pistemic performance' is a
measure of the probability the group will selea dorrect alternative as the
social choice. This takes a value in the intef0dl], and we would neeB* or

P~ to be very close to 1 (very likely to select tlmrect alternative/ avoid the

incorrect alternative) if we want to point to a gpoas being a successful truth-

tracker.

We can summarise the six ways in which we can as$ies epistemic

performance of groups using the various aggreggtioocedures:

Positive reliability

Baseline A group is better than random at selecting threecd
alternative
Relative A group is better than an individual at selectimg

correct alternative

Absolute A group is good at selecting the correct alteveat

Negative reliability

Baseline A group is better than random at avoiding thengro
alternative
Relative A group is better than an individual at avoidthg

wrong alternative

Absolute A group is good at avoiding the wrong alternative
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The positive and negative reliabilities of a groand the group’s baseline,
relative and absolute measures of epistemic pedoce depend crucially on
both the aggregation procedure the group employs @n the judgement-
generating factors to the aggregation proceduree ifiputs to an aggregation
procedure are the judgements or votes of individggnts. On a two-placed
agenda the votes of agents are typically recordeal Rif an agent votes for the
first alternative on the agenda and a O if the tagetes for the other alternative
on the agenda (which is equivalent to not votingtle first alternative). In an
epistemic setting the votes of agents for or agaams alternative will be
determined by a combination of causes, including tinuth-conducive
information that an agent has received. A soclahmper or observer will
typically be unaware of all the causes of agenttes and as such does not
know in advance whether a particular agent willev@tor 0 and whether an
aggregation procedure will generate the correatbkohoice. Instead the social
planner may be aware of certain causal factorswgenerate the inputs to the
aggregation procedure and can attribute a probaldi the event of an agent
voting correctly. The way in which these inputsjudgements are generated

can be classified according to a taxonomy thatdeswon four variables:

* individual agents’competenciesand the distribution of competencies in the

group: the probability that each individual agentl wote for the correct

alternative, given the state of the world;
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* the transparencyof competence: whether agents in the group cantlsee
competence of other agents (or whether an observeocial planner can see
the competence of agents);

* the independencef agents: the probability that an agent will véte the
correct alternative, given the votes of other agiamtd the state of the world,;
and

e group size

We will consider the judgement-generating factoram aggregation procedure

first, before going on to consider the aggregatimtedures themselves.

Judgement-generating factors

Competence

Individual agents will have a positive reliabilignd a negative reliability, just
as the group does. The positive reliability ofagent is the probability that the
agent will judge an alternative to be true, givlattit is true. The negative
reliability of an agent is the probability that tlagent will not judge an

alternative to be true, given that it is false. nany cases the positive and
negative reliabilities will be identical, but inree cases they may be different.
For example, consider two types of non-human agewtsscanner at airport

security might have a high positive reliability dotver negative reliability; it

might have a high probability of registering 'trugiven the presence of a metal
object on a passenger and a lower probability gistering 'false’ given that a

passenger does not have any metal objects on thEme. airport scanner is
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designed to have this asymmetry between positive @egative reliability
because the costs of a false negative (lettingife kmto a plane) are high but
the costs of a false positive (having to ‘pat doven’passenger) are low.
Similarly it may also be possible to have high regareliability and lower
positive reliability. For example, a test for bitbalcohol may have a high
probability of registering 'false’ if it is falsédt a suspect has alcohol in his
blood stream, but a lower probability of correathgistering 'true’ given that a
suspect does have alcohol in his blood streanthisnexample it may be judged
that wrongly convicting a motorist of drunk-drivimgworse than not convicting

a drunk-driver.

For the sake of simplicity we will assume that thesitive and negative
reliabilities of an agent have the same value; gantiis equally able to
correctly judge a proposition is false, given tlitais false, as they are to
correctly judge a proposition is true, given thaisitrue. Each agerithas a

level of competence;, which is the probability that they will vote fahe

correct alternative. Because the competence aftage a probability it takes a
value in the interval [0,1]. Under this simplifiean there are two possible

judgements an individual agents can make:

Figure 2.3: possible individual judgements, givettentical positive and

negative reliabilities.

Judgement: X Judgement:=X

World: X Correct:p; Incorrectl — p;

49



The distribution of competencies in a group depemaghe competencies of
individual agents in the group. So, for examplegur group is comprised of
agents1,2,...,n then the average competence of this group dependtdhe

competence of agemtand agen? ... and agent.

Transparency of competence

To say that competence is transparent is to sayathagents (or an observer or
social planner) know the competence levels oftal agents in the group and
they know that they know the competencies. TotBaycompetence is opaque
is to say that agents (or an observer or sociahngld do not know the
competencies of all the agents, and they know thay do not know the
competencies of the agents. This treatment ofspam@ncy involves three
important assumptions. Firstly, it is assumed tiahsparency is a binary
notion. Competence is either transparent or dpaque. Secondly, we assume
that the transparency or opaqueness of competsnhenmogeneous across a
population and is determined by the contingentuoirstances of a particular
social choice problem. Finally we ignore casesrelagents (or an observer or
social planner) lack self-awareness of their knogée of competence. So we
ignore cases where agents don't know they donWwkrmmpetencies and we
ignore cases of 'blind-sight' where agents do #gtkaow the competencies,
but are not aware that they know the competenci@gl three of these
simplifying assumptions can be legitimately chaljed. There may be degrees

of transparency, and these may be heterogeneoussathe populatidh

1 Heterogeneous transparencies would raise integegtiastions of how to attribute weights to
different agents. Is it better to trust an agehbwou are certain has a competence of 0.6, or
take a chance on an agent you are 0.8 confiderd hampetence of 0.9?
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Furthermore there could be situations in which &gare not aware they do not
know competencies and this could create the pailefai errors?>. However,
we are primarily concerned with cases in which geoaf agents can track the
truth. Cases where agents know that they knowctimepetencies and cases
where agents know they do not know the competerarieshe two types of
social choice problem that are directly relevanthe truth-tracking ability of

the aggregation procedures below.

Independence of agents

Agents are independent if the probability of theoting for an alternative,
given the state of the world, is identical to tmelqability of them voting for an
alternative, given the state of the world AND thatesof another agent. The
variable of independence captures the extent tetwthiere is diversity in the
voting behaviour of agents in a group. At one @xi, where all agents are
independent conditional on the state of the wdhd,vote of one agent tells us
nothing about how another agent will vote. At d@otextreme, where agents
are entirely dependent, all agents vote identicaligl so the vote of one agent
will tell us precisely how all other agents willteo If full-blown independence
is violated, if the probability of an agent votifay an alternative given the state
of the world isnot identical to the probability of them voting for afternative
given the state of the world and the vote of anodgent, then independence
might be secured by conditionalising on the factoe&l in common between

agents. So agents will be conditionally indepehdethe probability of an

12 For example, agents might have the certain (biiteiyn mistaken) belief that agenhas
competence of.0, and as a consequence make the wrong agent dictato
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agent voting for an alternative given the statéhefworld and any factors held
in common between agents is identical to the priibabf them voting for an
alternative given the state of the world, any fextoeld in common between

agents and the vote of another agent.

Group size

Group size, the number of agents who are permittexkpress a judgement on
an agenda, can have a significant impact on thégwibty that a certain
aggregation procedure will deliver the correct abahoice. Group size is

represented formally as

With the taxonomy for the judgement-generating dexctof the aggregation
procedures now set out, we can move on to consutket combinations of
judgement-generating factors are required for th#erdnt aggregation

procedures to track the truth as group size ineseas

Aggregation procedures

Dictatorship

Under the aggregation procedure of dictatorshig stbcial choice is determined
by one individual. The positive reliability of tlgroup is therefore identical to

that of the dictator:

P* =p;
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With dictatorship the group's negative reliability always identical to its
positive reliability in virtue of the assumptiorathan agent’s positive reliability
is identical to the agent's negative reliabilityr fall agents (including the

dictator).

If the competence of agentstiansparentthen the epistemically best the group
can do is if the most competent member of the gisupade the dictator. The
epistemically worst the group can do is if the teaampetent member of the
group is made the dictator. If the competencegeiés, including the dictator,
is not transparent then the probability of a cdrssial choice may simply be

unknown.

Violations of independenceare not epistemically disadvantageous for the
aggregation procedure of dictatorship. Only alsirapent gets to cast a vote
and so the conditional probability of an agentmgtcorrectly given the vote of
another is irrelevant. In fact if agent's vote® atetermined by the truth-
conducive information they receive it is episterjcédeneficial to share this
information and violate independence, because irirgl information the

competence of agents (including the dictator) iases.

For the aggregation procedure of dictatorship aokrthe truth it is beneficial
for individual agents to be asompetentas possible. This increases the
probability that the agent selected at random fthe group will be of high

competence. And if competence is transparent amcng able to select the
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most competent agent to be dictator, then maximisie competence of the

dictator is obviously of value.

If, as is plausible, the competence of a populatbmagents is heterogeneous
and ranges between 0 and 1 thergemip sizeincreases the probability of a
correct social choice can also increase. Thisszabse increasing group size
increases the probability that the group will idguindividuals with high
competence. Suppose we form a group of agentalmgt samples from a
wider population with heterogeneous competenciaging from0 to 1. We
can define the event of sampling an agent with mh@ximum level of
competence a®;. We can assume that the probability of sampling ane
agent who has a level of competence at the maxiteusi is independent of
the event of sampling another agent who has a leelompetence at the
maximum level. For each group of sizeU!, D; € U D;, and hence by the

monotonicity of probabilityr(U-, D;) < Pr(UX D;).

If the competence of agents’ is transparent thenpossible, ceteris paribus, to
make a high competence agent the dictator. In sasks, the relative and
absolute epistemic performance of dictatorship rasggregation procedure is
good. If the group contains at least one ageihigif competence then making
this agent dictator means the social choice chbgethis person is likely to be

correct and more likely to be correct than thatsgimoby any of the other agents.
Furthermore the baseline epistemic performancéefjtoup using dictatorship

is good since if the dictator has high competehey aare more likely to select

the correct alternative than a random choice.
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If however the competence of agents is not tramspathen increasing group
size may increase the probability that the commetenf the dictator is the
expected value of competenteHowever a dictator with this expected value of
competence may not exist Importantly, as group size increases the
competence of the dictator (and therefore proldsimli a correct social choice)
does not increase. Furthermore, when competenasotistransparent, the
relative and absolute epistemic performance ofgtieeip can be poor (although
it may be better than baseline reliability if aggacompetence is greater than

0.5).

Henceforth | will term the aggregation procedure dittatorship ‘expert
dictatorship’, since | am interested in aggregapoocedures that can track the
truth and dictatorship only tracks the truth whia tlictator is an expert. The
institutional features of expert dictatorship, ngmthe stipulation that the
judgement of one agent will determine the sociadiah and that the most
competent agent will be selected for this role, amido a social epistemic
mechanism. Increased group size is epistemicallyuous for expert
dictatorship since increasing group size tends riorease the level of
competence of the expert dictator. Under the fiaonke of Steiner (1966),
discussed briefly in the introduction, expert diotahip is a disjunctive model
of group productivity. Only a single agent frone throup performs the group’s

task (selects the social choice) and the performanhthe group (the probability

131n accordance with the law of large numbers.
1 For example, if half of all agents have a compegesf 0.9 and half of all agents have a

competence of 0.5, then the expected value of ctanpe is 0.7. However an agent with
competence of 0.7 does not exist.
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of a correct social choice) is limited to the dlil{the competence) of that

single agent.

In a political setting, a form of expert dictatagsis employed where decisions
are delegated to a Government Minister. There bbeafar too many day to day
decisions in government for the Cabinet to consagest group. Decisions in the
defence portfolio will be the responsibility of tiinister of Defence. The
Minister of Defence will be provided with detaildatiefings by his or her
Ministry. In addition, if the Prime Minister want®rrect decisions to be made
in this portfolio, he or she will appoint a Ministeho has sufficient capability
to make correct decisions. As such, we should @xpe Minister of Defence
to have a high level of competence; we should expet or her to be an expert.
As the size of a Government's majority in Parliamecreases, the ‘pool of
talent’ should also increase; the probability tthet Government will include a
member of exceptional ability, whom the Prime Miaiscan appoint as

Minister of Defence, increases.

Unanimity rule

Under the aggregation procedure of unanimity ratealternative is the social
choice if and only if every individual in the gromotes for it. The positive
reliability of the unanimity rule, the probabilithat the group will select the
correct alternative as the social choice, assuntitegg votes of agents are

independent is:

P+=1_[PiS'Pi
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The higher thecompetencef individual agents, the more likely it is thauet

aggregation procedure of unanimity rule will selé& correct alternative as the
social choice. The epistemic performance of treugris limited by the least
competent member of the group therefore it is epigtally best if agents have
as much truth-conducive information as possiblé.is Ibetter that the truth-
conducive information is spread around evenly i ginoup rather than being

concentrated in the hands of just some of the agent

Thetransparencyof competence does not have any impact on thelaahility
of the group of agents to track the truth. Howedweus to know the probability
of a correct social choice we do need to know whatcompetencies of the

different agents are.

Unless the competence of agents is 1.0, increagiogp sizedecreases the
probability the group will identify the correct athative i.e. increasing group
size is epistemically harmful to the positive rblidy of unanimity rule. This is

because the probability of a series of events ocayis less than or equal to the
probability of the individual events occurring. udhanimous verdict for the
correct alternative requires all the agents in augrto vote for the correct
alternative. Suppose we start with a group sizered, which just includes

agenti. The probability of a unanimous verdict for tlegrect alternative is:

P* =p;
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Now we increase our group so that it is comprideabents andj. For there to
be a unanimous verdict for the correct alternatives, both agenit and agenj

need to vote for the correct alternative. The phility for this occurring is:

P* =p; X p;

Furthermore:

pPi XPpj = p;

Unless agent is guaranteed to vote for the correct alternafiveessp; = 1.0)
then adding to the group decreases the probability of a unangwerdict for

the correct alternative.

Violations ofindependencédue to the sharing of information) are potenyiall
epistemically advantageous for positive reliabiliipanimity. Suppose the
competence of agents conditional only on the sti#tethe world p) is
homogeneous ama = 0.6. If agents are probabilistically independent gitiee

state of the world then the probability of a cotrgacial choice is:

Pt =0.6"

Asn - o, PT - 0. If agents are probabilistically independent gitee state
of the world, then as stated above as group sizeases towards infinity the
probability of a correct social choice tends tovgamgro. But if agents have

identical information that determines their votethen the conditional
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probability of alln — 1 agents voting correctly given state of the worndl a
given that the first agent votes correctly is 1A% such, where independence is

violated:

Pt=0.6x1.0"1=0.6

Where agents are not conditionally independent (vthey are probabilistically
dependent) the probability of a correct social chois identical to the
probability that a single individual agent will set the correct alternative. As
such, increasing group size makes no differen¢kee@robability the group will

select the correct alternative.

For positive reliabilityP* (the probability of selecting the correct altermatas
the social choice) the aggregation procedure ohuméy rule fails the tests of
baseline, relative and absolute epistemic perfoomanlf we assume that the
competence of agents is less than 1.0 and agentadependent then as group
size increases the probability of a correct unansrsncial choice tends towards
zero. As such the group will tend to be less Yikiddlan a random choice at
selecting the correct alternative and the groud b less likely than an
individual to select the correct social choice. rtRermore the group will be

unlikely simpliciter to select the correct sociabece.

Although unanimity rule is poor in terms of posdiveliability, it does well in

terms of negative reliabilityP~ (the probability of avoiding an incorrect

alternative as the social choice). plfis the probability that an agent will vote
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for the correct alternative, thein— p; is the probability that an agent will vote
for the incorrect alternative. If we assume thempetence of agents is
homogeneous then the probability that there wilahehanimous vote in favour
of the incorrect alternative i€l — p;)"™. Therefore the probability of a group

using unanimity avoiding the incorrect alternatagethe social choice is:

Pr=1-(1-p)"

Provided that agents are not totally incompetendided thatp; is not zero)

then asn - o,P~ —» 1 i.e. the probability of not selecting the incotrec
alternative as the social choice tends towardsaiceyt as the group size tends
towards infinity. The mechanism that drives thedjepistemic performance of
negative reliability unanimity is similar to the ol@nism that drives the poor
epistemic performance of positive reliability umaity. A unanimous verdict

for the incorrect alternative requires all the agen a group to vote for the
incorrect alternative. The probability of a serd®vents occurring is less than
or equal to the probability of the individual evemccurring, so as group size
increases the probability of a unanimous verdicrekeses towards zero. ‘A
unanimous verdict for the incorrect alternativet-reounanimous verdict for the
incorrect alternative’ is a complete logical pastitand so the probability of one
of these events occurring is certainty. If thelyadaility a unanimous verdict for
the incorrect alternative tends towards zero asumresize increases, the
probability ofnot having a unanimous verdict for the incorrect aléive tends

towards certainty.
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The ideal judgement-generating factors for unarimiie to be successful at
negative reliability are higsompetenceindependencand (importantly) large
group size Transparencyf competence is not important for avoiding ineotr

alternatives (though it is important for knowingwbkely the group is to avoid
incorrect alternatives). Independence is importatause if the conditional
probability of one agent voting correctly given tstate of the world and the
fact that another agent votes correctly is 1.0n tthee probability of the group
avoiding the incorrect alternative as the sociaich would be identical to the

competence of an individual agent.

In terms of negative reliability, the baseline,atele and absolute epistemic
performance of unanimity rule as an aggregatiorcgutare is good. As group
size n increases, unanimity rule will be better than @nd better than an
individual and likely to avoid the wrong alternaivas the social choice.
However there is a cost associated with negatiliabikty unanimity rule,

namely that there is a high probability of no sbcleice.

Henceforth we will term the aggregation procedurer@animity rule ‘negative
reliability unanimity rule’ since we are interestedthe aggregation procedures

that can track the truth.

According to the Steiner (1966) taxonomy, the tostnal features of
unanimity rule would be a conjunctive model of grgproductivity since all
agents have to perform the same action to get ¢seadl outcome (all agents

have to vote for the correct alternative for therect alternative to be the social
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choice). The institutional features of the aggtegaprocedure of negative
reliability unanimity rule are a social epistemiechanism and would fit under
the category of a disjunctive model of group prdohity, since it only takes a
single agent to vote for the correct alternative tloe group to avoid the

incorrect alternative as the social choice.

Negative Reliability Unanimity Rule may be employaa criminal jury trials.
Here it is thought the consequences of a falsetivegare better than the
consequences of a false positive; that it is bettdet a guilty person go free
than to wrongly convict an innocent person. Rengira jury to have a
unanimous verdict, and increasing the size of & fusm a single judge to
twelve jurors, increases the probability of avogdgonvicting the innocent. In
a political setting, negative reliability unanimityle might be employed in
cases where the consequences of a bad status tjap @@ better than the
consequences of moving to a new incorrect poliegr example, pre-emptively
attacking Iran on the mistaken assumption that tieaye nuclear weapons may
be worse than forgoing the opportunity to attadnlif indeed they do have
nuclear weapons. By insisting on a consensus @welision to attack, and by
including all twenty-three members of Cabinet rathgst the Minister of
Defence alone, the Government would increase tbbahility of avoiding a

disastrous policy choice.
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Majority rule

As with dictatorship, the group’s positive and rtagareliabilities are identical
under majority rul®. Under majority rule, the social choice is themiative
that more than half of the individual members ofraup vote for. Under
majority rule, the probability that the group sédethe correct alternative as the

social choice is given B§;

P = 25c1v;|s|>%1_[pi 1_[(1 — i)

i€eS i¢s
If the competence of agents in a group is heteregesn and symmetric about
the mean then the following formula gives an appnation of the probability

of a correct majority verditt

P= Zh% (Z) p" (1 -pH

wherep’ is the average level of competence.

In the special case in which the competence of tagerhomogeneous, this is

equivalent t&*

15 Note that here we are still concerned with theéphility of securing a majority of votes for
the correct alternative — this allows us to astessability of a group using a judgement
aggregation procedure like majority rule to idgnttie true state of the world. As Romeijn and
Atkinson (2011) note, it is also possible to cadtelthe probability that an alternative is correct,
given that the alternative receives a majorityhef votes. Here the larger the absolute size of
the majority for an alternative, the more likelathhat alternative is the correct one on the
agenda.

® Owen, G., Grofman, B. and Feld, S.L. (1989). Hérie the set of all possible combinations
of votes and S is the subset of N such that tta tatmber of correct votes is greater than %%.

" Grofman, B., Owen, G. and Feld, S.L. (1983) Theoke
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b= er% (:) prA—p)

wherep is the homogeneous level of competence.

For majority voting to track the truth the competenof voters does not
(necessarily) need to leansparent(though as we will see below, transparency
helps). However if competence is not transparéentwe will not know
whether or not the majority verdict is reliable If the competence of agents is
transparent then we can improve the epistemic paegnce of the aggregation
procedure of majority rule by employing weighteding. If the competencies
of agents are heterogeneoBss maximised by assigning weights to individual

voters as follow?:

pi
1-p;

)

w; « log(

Therefore, if we apply weights to the votes of dgeaccording to the

competence of agents, the probability of a comeajority verdict is given by

PZZ npin(l_pi)
SCN:XiesWi>Ligs Wi ¢

[ES ig€s

18 Grofman, B., Owen, G. and Feld, S.L (1983) Theotem

19 See the treatment in Dietrich, F. (2008).

2 Grofman, B., Owen, G. and Feld, S.L. (1983) TheoklI.

zl nggt)jley, R. and Thompson, C. (2012), adapted foven, G. Grofman, B. and Feld, S.L.
1 .
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The epistemic success of majority voting is exmdirby the Condorcet Jury
Theorem (CJT). The classic CJT applies to sodiaice problems in which
simple majority voting is used to determine theigothoice when there are two
alternatives on an agenda, one of which is objelstivorrect. The CJT has two

assumptions:

» Competencethe probability that agents will vote for the @t alternative is
homogeneous, greater than % and less than 1. Hgrmat 1 > Pr(v =
x|x) >1/2;

* Independencethe probabilities of any two agents voting fore tiborrect

alternative are independent, conditional on thesiithe world.

The classic CJT result comes in two parts:

* Non-asymptotic CJITthe probability that the group will select therremt

alternative is monotonically increasing as the greize increases;

* Asymptotic CJT in the limit as group size tends towards infinitthe
probability of a correct majority verdict tends s certainty. Formally,

lim,,, P = 1.

A simple proof for the asymptotic CJT can be foimthe appendix of Dietrich
(2008). It is unclear whether a proof for the ramymptotic CJT has been

published previously, but Dietrich and Spiekermdanpublished a) includes
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such a proof. The classic CJT has been extendesh fnomogeneous
competence to heterogeneous competence: TheorenGkofiman et al. (1983)
states that if the distribution of individual congecies is symmetric then we
obtain results analogous to the classic CJT bytsutisg average competence
for homogeneous competence. Grofman et al. (19&8) that in the limit, as
n—oo, the asymptotic CJT holds for populations with ehefeneous
competence, irrespective of the distribution of petencies, provided that the
average competence is greater than 1/2. No protifeonon-asymptotic CJT
for heterogeneous competencies has yet been pedblishd this is a weakness

in the literature.

For the non-asymptotic CJT to hold for groups witteterogeneous
competencies, we need a plausible interpretatiothefsymmetry clause in
Theorem V of Grofman et al. (1983). Let be the average competency of a
group ofn agents and, be the probability that a group nfagents will select
the correct alternative via majority rule. Thesfimterpretation of symmetry is
that the distribution of competencies in a groughwa members,n + 2
members,n + 4 members...are symmetric but thaf # p,i2 # Pnss.... I
other words, the distribution of competencies ims\etric within any given
group, but the average competence varies as gipeparies. This cannot be
the interpretation of symmetry that Grofman etiatended as the following
example shows. Suppose there is a group of tlgeetea whose competencies
are (0.5,0.6,0.7). The average competency pg = 0.6, meaning that the
competence assumption of the CJT holds, and thebdison of competencies

is symmetric about the mean. The probability g tiroup generating a correct
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majority verdict isP, = 0.65, so the group does better than an average member.
But the individual with a competence pf = 0.7 outperforms the group, and
the non-asymptotic CJT does not hold. If we stdth a group size of one
agent, comprised of the agent with competengg; ef 0.7, then as we increase
group size to three, the probability of a correcajonty verdict is not

monotonically increasing in group size.

The second interpretation of the symmetry requirgnie Theorem V is that
(1/2) < ((p1+p2)/2) = ((ps + p4)/2) = ((ps + pe)/2) =.... In  other
words, the distribution of competencies is symnaetvithin any given group,
and the average competence remains constant as gixeivaries. But again
this cannot be the interpretation of symmetry idexh Although the non-
asymptotic CJT holds under this second notion afragtry, it is an extremely
restrictive condition. This notion of symmetry vags that exactly the right
combination of pairs of agents is added to the grauthe same time so as to
maintain the average competence as group sizeasese It is implausible that

this would occur.

A third possible interpretation of the symmetry uggment is that agents are
drawn independently from the same symmetric metatdution with expected
value of competence >1/2. For example the metatalision could have a
uniform distribution 0r{0.2,1.0]. This is the interpretation that Ben-Yashar and
Paroush (2000) seem to take when they modify th&sad CJT. They argue that
"...Iin reality competence is not a conspicuous attaristic of individuals and

very seldom can be estimated.” (p.191). Insteathefnon-asymptotic CJT
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comparing the group epistemic performance agaimstcompetence of each
individual member of the group, they compare traugrepistemic performance
with the expected value of an individual group menscompetence. They
prove that if each group member has a competerestagrthan 1/2 then the
likelihood of a correct majority verdict is greatdran the probability of a
correct choice, chosen by an individual sampledaaiom. However this is
weaker than the monotonicity of the non-asympt&&T which as well as
implying that a group will be more reliable thaniadividual, also implies that

a larger group will be more reliable than a smaileup.

Later in this thesis | argue that there may be sageere the competence of
individual agents igransparent We may know the long run accuracy of an
agent's votes in a relevant reference class ofkohbice problems. As such
we may have a good idea of the probability thay tivdl choose the correct
alternative. However the long range accuracy ohdgent's votes only gives an
indication as to an agent's actual level of comp=te As such we cannot be
certain that a given agent will in fact have thenpetence to outperform the
group. Nevertheless there may be other cases ichwdgents can prove to
other agents what their competence is. In thesesgahe interpretations of
heterogeneous competence for the CJT set out avevef no use. The non-
asymptotic CJT does not hold for groups with hegermous and transparent
competence because the probability of a correctontyj verdict is not

monotonically increasing in group sfze

% \We can see this by again considering the exanfregooup with competencies (0.5, 0.6,
0.7). If the group starts with the agent with= 0.7 then adding group members decreases the
probability of a correct majority verdict.
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It is important to see how the majority voting agdes as a social epistemic
mechanism. To do so we will need to see what tgbgsdgement-generating

factors are required for this aggregation procetluteack the truth.

Group size

There are various proofs for the classic asymptfit>. The asymptotic CJT
is often explained intuitively by the example ofrceosse$’ (and | present this
explanation later in this chapter). A proof foetblassic non-asymptotic CJT
has only recently been presented in Dietrich, Fd &@piekermann, K.
(unpublished a). Here | present an intuitive empteon of the classic non-
asymptotic CJT. The following set of diagramsngended as a pedagogical
contribution to articulating how the mechanism Inehihe non-asymptotic CJT

works.

Suppose we have an agenda with two alternativah, ome of the alternatives
being correct. A vote will be taken to determinkiah of the two alternatives
will be the social choice, and the vote will be ided by majority rule i.e. an
alternative must receive more than 1/2 of the vitess to be the winner. We
assume that the competence of voters is homogem®ol8.6 i.e. voters have a
60% chance of voting for the correct alternativd ard0% chance of not voting

for the correct alternative. The votes of any tagents are assumed to be

% See for example, Ladha, K. (1992) and DietricH2B08).

% See for example, List, C. and Goodin, R.E. (2G01) Estlund, D.M. (2008).
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independent, conditional on the state of the Warldf we only have one agent

'1’ then there are only two logically possible wayswihich that agent could

vote, as seen below:

Figure 2.4: the possible votes of a single agent.

1
a v
b X

'v/'' means the agent voted for the correct alternane X' means the agent

voted incorrectly for the wrong alternative (equerd to incorrectly not voting

for the correct alternative). We can use the tadleve to determine the
majority winner. In the first row the correct altative received all of the votes,
in the second row the correct alternative receivede of the votes. The table

below highlights the rows in which the correct aitgive is the majority

winner:

Figure 2.5: the majority winner, given a single age

1
a V4 Winner
b X

Because we have an assumed level of competencknave the likelihood of

each of the logically possible outcomes, as foltows

% Given these assumptions, the framework of thesida3JT applies.
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Figure 2.6: the probability of a majority winnerivgn a single agent.

1
a 0.6 Winner
b 0.4

The probability that the correct alternative widl the winner is then 0.6.

But suppose we now have three agents. The logipalisible combinations of

votes are now as follows:

Figure 2.7: the possible combinations of votesegithree agents.

1 2 3
a v 4 v
b v v X
c v X v
d v X X
e X v v
f X v X
g X X v
h X X X
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If there are three voters, then for the correceralitive to be the majority
winner it must receive at least two of the vot@se table below highlights the

rows in which the correct alternative receivesast two votes:

Figure 2.8: the majority winner, given three agents

1 2 3
a v v v Winner
b v v X Winner
o v X v Winner
d v X X
e X v v Winner
f X v X
g X X v
h X X X

As can be seen from the table there are four pessdmbinations of votes (i.e.
VYV, X XY, or XYV that will result in the correct alternative
being the majority winner. Because we have anmaeduevel of competence,
we can calculate the likelihood that any given coration of votes will occur.
For example, the probability that all three votesge correctly is the probability
that voter1 votes correctly AND vote2 votes correctly AND voteB votes
correctly. This is given by the probability thaiter 1 votes correctly, TIMES

the probability that voteR votes correctly TIMES the probability that voter
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votes correctly. These calculations are showrhentaible below, just for the

rows in which the correct alternative is the majowinner.

Figure 2.9: the probability of a majority winnerivgn three agents.

1 2 3

a 0.6 0.6 0.6 0.6 X 0.6 X 0.6 = 0.216
b 0.6 0.6 0.4 0.6 X 0.6 X 0.4 = 0.144
c 0.6 0.4 0.6 0.6 X 0.4 X 0.6 = 0.144
d 0.6 0.4 0.4

e 0.4 0.6 0.6 0.4 % 0.6 X 0.6 = 0.144
f 0.4 0.6 0.4

g 0.4 0.4 0.6

h 0.4 0.4 0.4

What then is the probability that the correct al&ive is the winner? There are
four logically possible combinations of votes thaill generate the correct
alternative as the winner, so the correct alteveds the winner if it receives the
votes of1, 2 and3; OR it receives the votes dfand2 but not3; OR the votes
of 1 and3 but not2; OR it receives the votes @fand3 but notl. This is given
by the probability it receives the voteshR2 and3; AND it receives the votes

of 1 and2 but not3; and so on. This calculation is given immediatejow:

P =0.216 + 0.144 + 0.144 + 0.144 = 0.648
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So with three voters the probability they will idéy the correct alternative is

0.648, compared with 0.6 for an individual agent.

In fact we can see the general rule for calculativegprobability that the best

alternative will be the majority winn® We can do this in three steps.

The probability for a given possible combinationvofes occurring is given by:

p"(1—p)* "

l.e. if there aréh number of voters who vote correctly there willbe h voters

who vote incorrectly. The probability of this comation of votes is given by
multiplying the probabilities of the correct votey the probabilities of the
incorrect votes. But there can be several diffeseays of getting the same
number of correct versus incorrect votes (for eXantp get two correct votes
from three voters). To get a group lofcorrect votes from a wider group of

agents of siza we use the following abbreviation:

This corresponds to:

%6 This treatment echoes Estlund (1994), but in festeps and reverse order.

74



n!
h! (n — h)!

So we have:

(Z) p"(1—p)" "

Finally we can specify that we want to add toge#iepossible combinations of
votes where there is a majority in favour of thetksternative. The following

gives a sum of all these values:

Zn
n
h>§

So finally we have:

The simple calculations above illustrate the noyrrgsotic version of the CJT.
As the number of voters increases (from one toejhtiee probability that the
correct alternative is the majority winner alsorgases. The probability that the
group will select the correct alternative is momatally increasing as the group
size increases. As a group of two or more agengseater in size than a group
of one agent it follows that a group using majoritje is more likely than an

individual to select the correct alternative.
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To see micro-level the impact that adding more ngoteas on the result it is
perhaps worth exploring what happens when we mimra three to five voters.
When we have five instead of three voters, the rarmbpossible combinations

of votes increases to 32, as shown below:

Figure 2.10: the possible combinations of votegegifive agents.

1 2 3 4 5 Winner
1 0.6 0.6 0.6 0.6 0.6 Winner
2 0.6 0.6 0.6 0.6 0.4 Winner
3 0.6 0.6 0.6 0.4 0.6 Winner
4 0.6 0.6 0.6 0.4 0.4 Winner
5 0.6 0.6 0.4 0.6 0.6 Winner
6 0.6 0.6 0.4 0.6 0.4 Winner
7 0.6 0.6 0.4 0.4 0.6 Winner
8 0.6 0.6 0.4 0.4 0.4 X
9 0.6 0.4 0.6 0.6 0.6 Winner
10 0.6 0.4 0.6 0.6 0.4 Winner
11 0.6 0.4 0.6 0.4 0.6 Winner
12 0.6 0.4 0.6 0.4 0.4 X
13 0.6 0.4 0.4 0.6 0.6 Winner
14 0.6 0.4 0.4 0.6 0.4 X
15 0.6 0.4 0.4 0.4 0.6 X
16 0.6 0.4 0.4 0.4 0.4 X
17 0.4 0.6 0.6 0.6 0.6 Winner
18 0.4 0.6 0.6 0.6 0.4 Winner
19 0.4 0.6 0.6 0.4 0.6 Winner
20 0.4 0.6 0.6 0.4 0.4 X
21 0.4 0.6 0.4 0.6 0.6 Winner
22 0.4 0.6 0.4 0.6 0.4 X
23 0.4 0.6 0.4 0.4 0.6 X
24 0.4 0.6 0.4 0.4 0.4 X
25 0.4 0.4 0.6 0.6 0.6 Winner
26 0.4 0.4 0.6 0.6 0.4 X
27 0.4 0.4 0.6 0.4 0.6 X
28 0.4 0.4 0.6 0.4 0.4 X
29 0.4 0.4 0.4 0.6 0.6 X
30 0.4 0.4 0.4 0.6 0.4 X
31 0.4 0.4 0.4 0.4 0.6 X
32 0.4 0.4 0.4 0.4 0.4 X
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Here, with five voters, the probability that therremt alternative wins a
majority of vote§’ is P = 0.68256. Each of the rows in our original table in
figure 2.8 has split into four sub-types. Take fing row (a) from our original
table in figure 2.9. Here all voters vote corrggtind the probability for them
doing so is0.216). If we now have five instead of three votergnthere are
four possibilities. The two additional vote¥sand5 could continue the pattern
and both vote correctly (figure 2.10, line 1). tBe first new voted could vote
correctly and the second new vofecould vote incorrectly (figure 2.10, line 2),
or the other way round, with voting incorrectly and thé correctly (figure 2.9,
line 3). Finally it is possible that both of thea new voterst and5 will vote

incorrectly (figure 2.9, line 4).

The effect of adding new voters is a matter of fgraining. There is greater
diversity in the logically possible combinationswftes (32 instead of 8). Just
as many of the possible combinations of votes tasulhe correct alternative
being the majority winner (exactly half). Most thife combinations of votes
have no change in outcome compared with the Situatith three voters. But
some do - see lines 8, 12, 13, 20, 21, and 2%indr8 for example, agentisand

2 vote correctly, buB votes incorrectly. If there were just these thveters
then the correct alternative would be the majonitgner (as is seen in row b of
the original table). But with the addition of twoters4 and5, who both vote

incorrectly, the result with five voters is a majgrfor the incorrect alternative.

27| present the results of the sample calculatioitis five decimal places so that the impact of
increasing group size can be seen. Of courskoiild not be thought that this level of precision
is possible when applying these results to reahsoboice problems.
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Three of the rows in the table for five voters (fig 2.10) result in a shift from a
correct winner to an incorrect winner (comparechwitree voters, figure 2.9):
lines 8 (c.f. b), 12 (c.f. ¢) and 20 (c.f. ). @@érof the rows result in a shift from
an incorrect winner to a correct winner: lines &3.(d), 21 (c.f. f) and 25 (c.f.
g). In effect these 'flips' balance each other thdre are just as many 'good’
flips as there are 'bad’ flips. But what is ingtireg is that the good flips are
more likely to occur than the bad flips. Compare I8 with line 21. Line 8
delivers a bad flip (compared to line b in the ¢afdr three voters). It has two
correct votes and three incorrect votes, so thbgimtity of this combination of
votes occurring is0.6% x 0.4®> = 0.02304. Line 21 delivers a good flip
(compared with line f in the table for three vojerst has three correct votes
and two incorrect votes, so the probability of tliembination of votes
occurring is0.6® x 0.4% = 0.03456. A shift from the correct alternative losing
to the correct alternative winning is more likety dccur than a shift from the
correct alternative winning to the correct altewetlosing. In fact if we
subtract the increased probability of the corrdtgraative winning from the
increased probability of the correct alternativeing, we get(3 x 0.03456) —
(3x0.02304) = 0.03456. This accounts for the increase in the probabilit
of a correct winner between three voters and fio¢ens i.e. 0.68256 —

0.648 = 0.03456

Another way to see the underlying effect of the A3Tto consider the
decisiveness of agents. An agent is decisiveahging her vote can change the
result of the election. Let's consider the caseshich agentl is decisive. If

there are three voters, then agéns decisive in 4/8 of the cases. If there are
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five voters, then agent is decisive in 10/32 of the cases. Increasing the
number of voters decreases the importance of argngioter. Any given voter
can act erratically (vote for the wrong alternatjvand if there are small
numbers of voters the erratic vote of a given agelhthave a big influence on
the final result. But if there are a large numbilevoters, then the erratic vote of
a given voter can be weeded out by the influencetloér voters. Where there
are large numbers of voters, erratic behaviourirfgoincorrectly) can still
impact on the outcome, but for this to occur, digant numbers of voters all
need to act erratically together. But where tla@eelarge numbers of voters, the
probability of sufficiently large numbers of voteall acting erratically together

is quite small. This is what is meant by large bens ‘weeding out noise'.

The impact orP of increasing is illustrated in the graph below, assuming the

competence and independence assumptions hold:

79



Figure 2.11: the probability of a correct majorityerdict, as group size

increases.
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Group size, n

Thus far we have been addressing the non-asymgEdiicand seen whg is
monotonically increasing im. To understand the CJT fully we need to
understand why it is that for the asymptotic CJ€ thpper limit of P is
certainty. The statistical phenomenon underlying €JT is the law of large

numbers (LLN). The LLN can be stated as follows:

The average value for a series of trials tends towahe expected

value as the number of trials increases.

We can see the law of large numbers in action whentoss a coin. The
expected value of a fair coin is 0.5 heads. Iftegs the coin a small number of
times then we would not be surprised if we had g¢bime very different to 0.5

heads. But as the number of tosses increases wkl wwreasingly expect
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something very close to 0.5 heads. If we had &nit@ number of coin tosses

we would expect exactly 0.5 of them to be heads.

The expected value of an agent voting correctlthes homogeneous level of
competencep. Supposep = 0.6. As group size increases it becomes
increasingly likely that exactl@.6 of the group will vote correctly. In fact if we
had an infinite number of voters exaclly of them would vote correctly0.6

of voters in favour of the correct alternative lisacly a majority in favour of the
correct alternative so as group size tends towanfilsity the probability of a

correct majority verdict tends towards certainty.

Majority rule, as a social epistemic mechanisma isompensatory model of
group productivity according to the Steiner (19&onomy. As group size
increases, the agents voting correctly offset tlwerrect votes of a minority of

agents.

In a political setting, majority rule may be empdoyfor passing legislation in
parliament. At least some of legislation passegairiiament can be incorrect or
incorrect. For example, if the rationale for bangna certain recreational drug is
that this will reduce the number of drug-relatedttie then it is a matter of fact
whether the change in legislation will be effectioe nof®. The United

Kingdom’s bicameral Westminster Parliament is casgat of the lower,

democratically elected, House of Commons and tipemymppointed, House of

Lords. Members of the lower house are subjectatbypnvhipping and so the

2 |dentifyingwhether the legislation has been effective or sat different and more difficult
matter.

81



competence and independence assumptions of thed@Jiot apply and it
cannot be argued that the mechanism of majoriy allbws the group to track
the truth. However, legislation must also be padsethe House of Lords. As
of 2012, the House of Lords was comprised of 30&bers of the Government
and 253 members of the opposition. In additiometae 184 cross-benchers,
24 Lords Spiritual and 19 non-affiliated membei$ie Government’s majority
in the House of Lords is between 55 and 98 (depgndn how the Lords
Spiritual and unaffiliated members vote), If pamyhipping occurs and
members vote according to non-epistemic grounds, thest as in the lower
house, we cannot use the CJT to argue that theldagn passed by the House
of Lords will be correct. However, the ostensiustification for including
cross-benchers is that these members bring witim thevealth of experience
from a variety of different areas of public lif&he cross-bench members of the
House of Lordsare expected to cast their votes according to theirt bes
judgment. We should expect the judgements of dnes€h members to be
independent (given the diverse backgrounds) andtifermembers to have
competence levels better than random (given thgiemences and successes in
life)®. And the number of cross-benchers is sufficient off-set the
Government majority whose votes are cast on nost@pic grounds. By
employing the judgement aggregation procedure ojoritya rule, and by
increasing the number of cross-benchers, we shexpéct important pieces of

legislation passed by the House of Lords to beecturr

% The judgements of the cross-benchers may notdependent if these agents have common
information. However, as Dietrich (2008) notesldpendence in agent judgements can be
regained by conditionalising on common factorserehmay be some difficult or misleading
issues that the House of Lords faces which meanavbrage competence level of the members
is less than ¥2. However, these issues cannotebeattm and we should expect the competence
assumption of the CJT to hold in most cases.
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Competence
Recall that for the CJT results to hold, the averagobability of an agent
correctly voting for the correct alternative must> 0.5. Here | illustrate the

impact both of competence beldb and increasing competence.

In the initial calculations above, it was assumeal tompetence was= 0.6.

If individual agents instead have competepce 0.4 three such agents only
have aP = 0.352 probability of selecting the correct alternative tae social
choice via majority rule. If the competence of rtgeis less thaM.5, then as
the number of agents increases, the probability tthe group will select the

correct alternative via majority rule tends towazeso".

As the level of competence of agents increasespitbieability that the group
will select the correct alternative also increasesr example, three agents with
a competence g = 0.6 have aP = 0.648 probability of selecting the correct
alternative. Three agents with competencepct 0.7 have aP = 0.784

probability of selecting the correct alternative.

Independence

The independence assumption of the CJT requireshibavotes of individual
agents are probabilistically independent, condéicon the state of the world.
Ladha (1992), Estlund (1994), and Kaniovski (204l0xonsider the impact of

violations of the independence assumption, of shexfermation and correlated

% See Grofman, B., Owen, G. and Feld, S.L. (1982)Fém I.
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votes. Ladha argues that the probability a majeeétrdict is correct is inversely
related to the average correlation. Estlund argu@isthe presence of common
influences does not easily rule independence ioubrand in fact deference to
more competent opinion leaders can be epistemicaityous. Kaniovski

argues that a negative correlation between thesvoteagents increases the
probability of a correct majority verdict, while gitive correlation decreases the
probability of a correct majority verdict. In thégction of the chapter | merely
illustrate the impact that violations of indepenckercan have on the social

epistemic mechanism underlying the CJT.

There is a family of independence conditions, mgdrom weaker to stronger,
which capture different dependence structures. idependence conditions
conditionalise on the state of the world and magntlconditionalise on
additional factors. The 'full blown' or standandiependence assumption of the
CJT requires that the votes of different agentspaobabilistically independent,
given the state of the world. Factors (includimgcps of information) which in
part determine the votes of agents, and which atd im common between
agents, may lead to correlations in the votes @ntgyand violations of the
standard independence condition. But a weakempgm#ence condition may
still be met if agents' votes are independent, itmmal on any common factors

and the state of the world.
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We can define the following:

*p; = Pr(v; = x|x) is the probability that agent votes for the correct
alternative, given the state of the world.

* P12 = Pr(vy = x|x,v, = 1) is the probability that agent votes for the

correct alternative given the vote of ag2rind the state of the world.

The standard independence assumption requiresp tiatp, |, i.e. the fact that
agent2 votes correctly or incorrectly in no way effedte vote of agert. This
must be true for all the agents. The votes of tyeill be determined by the
factors they possess (including, but not limitetrtth-conducive evidential and
background information). If no agents have faciareommon then standard
independence holds. If some agents have voterdiglieg factors in common
then standard independence will be violated. Wistamdard independence
holds, the probability of three agents with= 0.6 selecting the correct

alternative via majority rule iB = 0.648.

Now we can see what impact violating the standad#pendence assumption
has. Let's consider a situation in which agentnd3 follow precisely what
agentl does, because they have identical vote determiaictgrs in common.

This is illustrated in figure 2.12 below.
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Figure 2.12: the probability of a correct majorityinner, given dependent

voters.

1 2 3
a v v v Winner
b v v v Winner
c v v v Winner
d v v v Winner
e X X X
f X X X
g X X X
h X X X

As we can see there are now only two possible coatibins of votes: three
votes for the correct alternative or three votes tfee incorrect alternative.
Agent 1 has a0.6 chance of voting for the correct alternative, veaer the

conditional probability of2 voting correctly given that votes for the correct
alternative is 1.0. This is also true of ag@ntTherefore the probability of the

correct alternative being the majority winner is:

P=06x10x10= 0.6

This result is identical to that for a single agefithe impact of violating the

standard independence condition is equivalent tedaction in the number of

voters.
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When agents are independent of other agents condliton the state of the
world and on common factors we can still see amceffrom increasing
numbers of agents. Suppose agehnd3 are not independent of ageht
given the state of the world. Formalljy(v, 3 = x|x) # Pr(v,3 = x|x, vy).
However agent2 and3 are independent of agehtconditional on the state of
the world and common factor§,,;. Formally, Pr(v,s = x|x,Cy,3) =
Pr(v,3 = x|x,C1,3,v; =1). The common factors lead to a bias of agénts
and 3 that is 0.1 in the direction of agemts vote. So, for example, the
probability of agent or 3 voting correctly given that has voted correctly is
+0.1 greater than the unconditional probabifityof agents2 or 3 voting
correctly of p;,3 = 0.6. Similarly the probability of agent or 3 voting
correctly given thatl has voted incorrectly is0.1 less than the unconditional
probability of agent® or 3 voting correctly. The probability of agerizsor 3
voting incorrectly given thatl has voted correctly is-0.1 less than the
unconditional probability of agent® or 3 voting incorrectly. Finally the
probability of agent2 or 3 voting incorrectly given that has also voted
incorrectly is+0.1 greater than the unconditional probability of agehor 3

voting incorrectly. This is summarised in the &bklow.

3L Or to be precise the probability of agentsr 3 voting correctly conditional just on the state
of the world.
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Figure 2.13: the probability of agent 2 and ageist \&tes.
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This dependence transfers into the overall proltglbiiat the correct alternative

will be the majority winner.

Figure 2.14: the probability of a correct majorityinner, given dependencies

between agents.

1 2 3

0.6 0.7 0.7 Winner
0.6x0.7x0.7= 0.294

0.6 0.7 0.3 Winner
0.6x0.7x0.3= 0.126

0.6 0.3 0.7 Winner
0.6x0.3x0.7= 0.126

0.6 0.3 0.3

0.4 0.5 0.5

0.4 0.5 0.5 Winner
0.4x0.5x0.5= 0.1

0.4 0.5 0.5

0.4 0.5 0.5

P = 0294+ 0.126 + 0.126 + 0.1 = 0.646
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With the standard independence assumption fulfillkee probability of a
correct winner isP = 0.648. If standard independence is violated and agents
are not conditionally independent, the probabitfya correct winner i =

0.6. With violation of standard independence, buthwaigents independent,
conditional on common factors, the probability otarrect winner drops to

P = 0.646 in these sample calculations. This reduced epist@erformance
can be interpreted as agents being less able tpasate for the mistakes of
other agents, given that they share some of the determining factors that

lead the other agents to vote for the incorreetraditives.

It is also possible to construct examples to show m some cases violations
of standard independence are epistemically virtudgigppose we have a group
of three agents whose competencies are as follgwsp,, p3) = (0.7,0.6,0.6).
As can be seen, one of the agents is more compatdrthe other two. Without

any deference the probability of a correct majonitgner isP = 0.696.

Now suppose that the two less competent agents ttetbeir more competent

colleague to degree 0.1. This is representedarigiure below:

Figure 2.15: the probability of agent 2 and 3'se®t
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This dependence transfers into the overall proltgltiiat the correct alternative

will be the majority winner, as follows.

Figure 2.16: the probability of a correct majoritwinner, given some

dependence between voters.

1 2 3

a 0.7 0.7 0.7 Winner
0.7x0.7x0.7= 0.343

b 0.7 0.7 0.3 Winner
0.7x0.7x0.3= 0.147

c 0.7 0.3 0.7 Winner

0.7x0.3x0.7= 0.147

d 0.7 0.3 0.3

e 0.3 0.5 0.5

f 0.3 0.5 0.5 Winner
0.3%0.5x0.5=0.07%

g 0.3 0.5 0.5

h 0.3 0.5 0.5

P =0.343 + 0.147 + 0.147 + 0.075 = 0.712

If this group of three agents vote independently pmobability of a correct
majority is P = 0.696. If they partially defer to the more competenbugy

member the probability of a correct majority B =0.712, a clear
improvement. The epistemic improvement can berpné¢éed as follows.

Deference means agents have less ability to corafeeifar the errors of other
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agents (since agents will tend to make the samé&akes), but the deference
itself generates gains in competence. The gaigsnmpetence mean agents are
less likely to vote incorrectly and less likelyrieed other agents to compensate
with correct votes. The gain in competence moemn tbff-sets the drop in

compensating ability.

It is important to note that the extent to whichtlrconducive information
affects competence and the extent to which sharddrmation affects
conditional probabilities of voting correctly areth big topics. More detailed
treatments are given in Ladha (1992) and Estlu®4L However, we can
make four general points here. Firstly, varioudations of independence mean
that the probability of voting correctly is no la@rgequivalent to competenpe
We can no longer use the value of an agents comgeeia the calculations for
determining the probability of a correct majoritgrdict because how an agent
votes depends on how other agents vote. Insteadowdd need to use the
value of an agent’'s competence, given the commotora or votes of other
agents (we would need to use the value of an agjeathpetence conditional on
the common factors). Secondly, violations of staddindependence are
epistemically permissible (there is still valuenigreasing group size), provided
that when we conditionalise on common factors &edstate of the world there
is still some randomness left in the votes of ageardg. provided that the
probability of voting correctly given the vote ohather agent (or common
factors) is not 0 or 1. For agents to be indepenhdenditional on the state of
the world and on common factors they need to haveaagt some information

held uniquely by them and not shared by other agerBeing independent
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conditional on common factors means there is st leame chance that an agent
will vote correctly when other agents vote incotiyecso as to compensate for
the incorrect votes. Thirdly, ceteris paribus &tans of independence are
epistemically bad. If agents are entirely depehttean as we have seén= p;
and increased group size makes no different toptiobability of a correct
majority verdict. Ceteris paribug, is maximised when there are no violations
of independence. Finally violations of independeman in some cases be
epistemically advantageous if they increase antagyeampetence level. The
extent to which this is the case will depend on #ssumptions made in
particular cases. While violations in independemean agent is less able to
compensate for the incorrect vote of ag2nwiolations of independence can
also increase the competence level2o6uch that2 is less likely to vote

incorrectly and less likely to neddto compensate with their vote.

| will consider the issue of violations of independe again in chapter 4 of this
thesis, where | consider in greater detail howjtitgement-generating factors
of competence and independence form, and in chaptérthis thesis where |

consider information sharing as a response to tbielggm of finite information.

Summary

Different aggregation procedures have the abititirack the trutlas group size

increasesgiven certain judgement-generating factors. lheotwords they

provide a conditional epistemic justification faogp decision making. We can

see a summary of the requirements in the tableabelo
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Figure 2.17: a summary of the judgement-generatagjors required for the

aggregation procedures to track the truth.

(Expert) Majority (Negative
Dictatorship Rule Reliability)
Unanimity
Rule
Transparency Important Not crucial, Irrelevant
of competence but
levels desirable
Competence Important Important, Important
levels, especially
including distribution
distribution
Independence Harmful Important Important

We can make a number of comments at this pointl thkke aggregation
procedures recommend high levels of agent competeRor us to justify the
truth-tracking ability of majority rule we requira certain distribution of
competencies in the group - either homogenous onsstric about the mean -
but we do not necessarily require the competerafiegients to be transparent
(although this would be desirable as we could esnpleighted majority rule).
Dictatorship, on the other hand, does not requme articular distribution of
competencies. It can be successful at trackingrttike if only one member of
the group has any truth-conducive signals whatsoeveHowever, for

dictatorship to be epistemically successful the pet@nce of agents must
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necessarily be transparent. Independence is iamdidr both majority rule (as

justified by the CJT) and negative-reliability umaity rule.

Aggregation procedures are a feature of politicatesses. Expert dictatorship,
negative reliability unanimity rule and majoritylewgive conditional support to

the truth-tracking ability of groups, and amounstzial epistemic mechanisms.
Given certain judgement-generating factors (leveldistributions and

transparencies of competence; and independencgeots) groups employing
these aggregation procedures can have good bassdilative and absolute
group epistemic performance. But the challende eccount for the robustness
of the antecedent of this conditional justificatioWe need to provide a model
for how the inputs required for the epistemic ssgscef these aggregation

procedures are feasible. This is discussed irhdagubsequent chapters.

Majority voting, the CJT and law of large numbeeattire prominently in
epistemic defences of democracy. As such thear extensive literature on the
CJT, including extensions and critiques (some ofctwhl covered in this
chapter, some of which will be discussed in subsetjahapters). If it is to be
argued that, given certain inputs, groups can hseaggregation procedure of
majority voting to track the truth then we needagsess whether the literature
on the CJT places further restrictions on the epist performance of majority
voting as an aggregation procedure. We begintdsk in the next chapter.

Chapter 3 focuses on the challenge that increagenbda size poses for the CJT.
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Chapter 3: The Condorcet Jury Theorem -

agenda size and competence.

The discussion in the previous chapter on judgermaggtegation procedures
assumed that the agenda for a social choice comgbrie/o alternatives, one
correct and one incorrect. An obvious concern witis simplification is that
very many real-world social choice problems haveranihan two plausible
alternatives, and a social planner may not be abledentify the one correct
alternative in advance in order to set a two-placagenda. In addition,
increasing agenda size may decrease the competenet of agents, the

probability that individual agents will vote fordlcorrect alternative.

Increasing agenda size poses particular problems foe judgement
aggregation procedure of majority rule and the elas Condorcet Jury
Theorem. In this chapter | consider extensionghefclassic Condorcet Jury
Theorem to cope with multiple alternatives. | agghat existing extensions to
the classic Condorcet Jury Theorem run the risleitfer requiring too much
effort on the part of the agents, or they risk @asing the competence of
agents. | argue for a mixed approach for extendaggnda size beyond two
alternatives, with multiple elections, agendas aomhg multiple alternatives

and varying group sizes.
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| also address the challenge posed to the Condalest Theorem by David
Estlund's Disjunction Problem. The Disjunction Blem makes use of varying
agenda size to contest whether it is possible, rimciple, to justify the
competence assumption holding. | carefully analyeeDisjunction Problem
and argue that at best the Disjunction Problem shdww the framing of an
agenda by a social planner can impact on whetherabmpetence assumption
does or does not hold. However the DisjunctionbRrm, as a criticism of the
Condorcet Jury Theorem, relies on a straw-man argum No one should
attempt such an in principle justification for tbempetence assumption holding

in particular social choice problems.

Agenda size

Very many social choice problems will have more nthwo possible

alternatives. There can also be an objective tyuatdering over that set of

alternatives: some of the alternatives will be gasmme will be bad and some
will be neutral. For example if a group has a uei@greed goal of reducing
carbon emissions, then a poor policy alternativelld/de to reduce the tax on
petrol (people will drive more if driving is cheapéncreasing emissions). A
policy alternative of encouraging hydrogen powetats may be neutral if the
hydrogen fuel is produced from fossil fuels. Aipglalternative of encouraging
fuel efficient cars may be a good alternative, fmttas good at reducing carbon
emissions as an alternative of producing all enengynuclear fission (see

figure 3.1 below).
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Figure 3.1: a quality ranking of alternatives.

Increasingly bad alternatives Neutral Increasingly good alternatives

k,:.decrease k,:hydrogen ks:fuel k4:nuclear
tax on petrol powered efficient cars fission
cars

The set of possible alternatives and the objedivaity ordering over that set
are matters of fact. But the issue we are dealith is an epistemic one.
Agents do not have immediate access to this obgcuality ordering and this
can be for a variety of reasons. Firstly, theraliéves may not be presented in
a ready-made quality ordering and alternatives ccdod mixed up with non-
alternatives. Agents need to do some work to sépaout the relevant
alternatives (for example those that could haveféect on carbon emissions)
from those alternatives that are irrelevant to idsie at hand (for example,
alternatives that are more to do with improvingltieeare). Once agents have
identified and separated out the alternatives thisp need to sort them into
their appropriate quality ordering if they are &lest the best ofié But this

initial level of opaqueness may be relatively efmyindividual agents to deal

%270 be clear the concern of this thesis is sodialae problems where there is one uniquely
correct alternative. As such, even when therai@ity ordering over a set of alternatives, it is
not necessary for a group to identify the compiptality ordering. It is only necessary to
identify which alternative is strictly better thah the others.
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with, or it may be something that a social plan{seich as an electoral official)

can do in setting an agenda.

The second level of epistemic difficulty arises dagse the intrinsic quality of
alternatives may not be clear and the sheer nuwibalternatives may create
further opaqueness. Even experts may have soriieutlif in determining the
intrinsic quality of some alternatives. For exaeyphe extent to which fuel
efficient cars will reduce emissions depends oargty of factors including the
design of the car engines, the price of fuel andv hmeople respond to
incentives. As a result it can be very difficudtgredict the outcome of such a
policy. Also, it seems plausible that a given undiial's ability to identify the
best alternative decreases as the number of dite¥aancreases. Whereas an
individual might be quite competent at identifyithge best alternative from a set
of five, they may have more difficulty at selectitige best alternative out of a
set of 100, 1000 or 100,000. Arguably the follogvithesis is prima facia

plausible:

As the number of alternatives tends towards infithe competence of
agents, the probability that they will vote for thest alternative, tends

towards zero.

The extent to which this thesis is true - the degie which competence
decreases as the number of alternatives increasems-empirical matter and is
likely to depend on the contingent circumstances @articular social choice

problem. But consider the example from figure &bve regarding alternatives
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for dealing with climate change. Agents might haveompetence gf = 0.3,
they may have 80% chance of voting for the correct alternative otlear
fission. This uniquely correct alternative could turther refined into more
specific alternatives. Let's call these finer grained alternatives for leac
fission ‘reactor type A’, ‘reactor type B’, ‘reacttype C’ and ‘reactor type D’.
The objective quality ordering over these alteneiis: reactor type A >
reactor type B > reactor type C > reactor typeThe probability of voting for
one of the finer grained alternatives of nucleasibn must sum t0.3; the 0.3
probability of voting for the correct alternativeust be divided among the finer
grained alternative when they are placed on thedaye So unless agents have
zero probability of voting for reactor type B, réactype C and reactor type D,
then as the correct alternative is refined into enapecific alternatives,
competence drops. This second level of episterp@goeness provides a

potential niche for employing the epistemic powkegmups.

With the aggregation procedure of majority rule f®blem of increasing
agenda size is particularly acute. If agenda sizeeases, the competence of
agents can decrease. If the competence of ageops dhelow a half (i.e.
p < 0.5) then the probability of an agent voting for anyeoof theincorrect
alternatives will be greater that5. The classic CJT states that whert 0.5
the probability of a correct majority verdict is naionically decreasing in
group size and in the limit tends to z&ro In other words, the increasing

number of alternatives and associated impact ontagenpetence levels means

¥ See Grofman, B., Owen, G. and Feld, S.L. (1982)Fém I.
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majority voting harms a group’s ability to traclettruth; increasing group size

is an epistemic disadvantage.

The problem is that the classic CJT is simply silem social choice problems
where there are more than two alternatives. Thefsgossible political social
choice problems that only involve two alternativedikely to be a very small
subset of the set of all possible political soclabice problems. Therefore, thus
far, we only have a very limited justification fiorajority voting as a mechanism

by which groups of agents can track the truth.

Here | outline a number of extensions of majorityerand the classic CJT to
cope with more than two alternatives. Firstly,réhare the Condorcet and
Borda extensions, as discussed by Young (1988) ofther major extension
comes from List and Goodin (2001) who extend tlassit CJT to plurality rule

over many alternatives. | will discuss each osthim turn.

Condorcet and Borda extensions of the dichotomalds C

Here | follow the treatment in Young (1988), whettee author goes to
considerable effort to clarify and reconstruct Canceét's own approach for

extending majority rule beyond two alternatives.

Condorcet’'s own extension of majority rule to covaultiple alternatives

requires that each possible combination of altereatis voted on in a pairwise
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fashiori*. For example, if there are three alternatikgsc, andks then three
elections need to occuk, vs.k,, k., vs.ks and k, vs.ks. If an alternative
(k1, k2 or k3) is the majority winner in every pairwise comparisthen it is

likely to be the best alternative.

It is unclear why pairwise sequential voting shotdack the truth. Young
(1988) is primarily concerned with procedures fiaritifying the correct quality
ordering or ranking rather than identifying the drest or correct alternative.
However here | provide a brief justification for wl&ondorcet’s own extension
to multiple alternatives is likely to generate tta@rect winner in a series of
pairwise choices. Suppose that the objective guatdering over alternatives
is k; > k, > k3, meaning thatk; is the uniquely best alternative. The

probability thatk, will be the majority winnerRr,,(k,)) is given by:

Pry (k) = Pry (ks > ky) X Pry (ky > k3)

In other words the probability that alternativgwill be the majority winner in
all pair-wise comparisons is given by the probapilatk, will be the majority
winner in a comparison against (Pry,(k; > k,)) times the probability that,

will be the majority winner in a comparison agaikgt(Pr,, (k,; > k3)).

Similarly the probabilities that the incorrect aftatives k, or k; are the

majority winners over all other alternatives ardaows:

34 Note again that we are not interested in geneyaticomplete quality ordering over all the
alternatives, just identifying the uniquely bedeaiative. Therefore we ignore Condorcet’s and
Borda’s proposals for generating a complete qualitiering over multiple alternatives.

101



Pry (ky) = Pry(kz > ki) X Pry (ks > k3)

Pry (ks) = Pry (ks > k3) X Pry (ks > k)

If the competence and independence assumptiote alldssic CJT hold then it
is more likely that there will be a correct majgrivinner than an incorrect
majority winner in each pair-wise choice. Where two CJT assumptions
hold, the probability of a correct majority winneitll be P > 0.5. Where the
competence and independence assumptions holdrdahakplity of anincorrect
majority winner isP < 0.5. Therefore the probability of the three different
alternatives being the majority winner in every rp@e comparison is

respectively:

Pry, (k) = (> 0.5) X (> 0.5)
Pry, (ky) = (< 0.5) X (> 0.5)

Pry(k3) = (< 0.5) X (< 0.5)

As can be seen the correct alternatiyés more likely to win a majority in all
pairwise comparisons than any of the other alteresaiare. It is unclear what to
do when no alternative wins every pairwise comparisr where there are
cyclical majorities. Young proposes a modifiedusioin to Condorcet’'s own
proposal for resolving cyclical majorities when waee interested icomplete
rankings Young’s solution is to reverse the ordering ok tpairwise
comparison of alternatives that have the least aoacbplurality. If we apply

this solution to the problem of finding theniquely best alternativéhen to

102



overcome cyclical majorities we pick the pairwisemparison that had the
lowest margin of victoryand reverse the verdict. This is justified by Grah et
al. (1983) Theorem Il “Fop > 0.5, the larger the size of the majority in favour
of an alternative, the more likely is that altermatto be the correct one”
(p-265). If no alternative wins every pairwise garison we should reverse the

result with the lowest margin of victory, sincestls least likely to be correct.

We can use Condorcet’s own approach to ensurewthate there are multiple
alternatives, every possible alternative is considdoy the voting group. As a
consequence the resultant social choice is alnestinly likely to be the best
alternative (assuming the competence and indeperdesumptions of the CJT
are met and that there are sufficient numbers tdrsh It follows that majority
rule continues to meet the standards of baselatative and absolute epistemic
performance for social choice problems involvingltple alternatives. As
group size tends towards infinity the uniquely bagtrnative is almost certain
to be selected by the group and the group is mkegy/Ithan an individual or a

random choice to select the best alternative.

But there is a problem with this extension of th@TCQto underwrite the
epistemic performance of majority rule. It dematitst we have a pair-wise
comparison between every possible combination @frratives. With even
modest numbers of alternatives we will require taolioelections. The precise

formula for determining the number of elections is:

k(A -k)
¢ 2
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wheree is the number of elections ardis the number of alternatives. So if,
for example, there are 100 possible alternativesvileneed 4,950 elections. If
there are 1000 possible alternatives then we w#idn499,500 elections. Even
nearly five thousand elections (for one hundredsimbs alternatives) is a

significant burden to place on voters.

A simpler way of achieving a pair-wise comparis@tween every alternative is

k(1-k)

not to rune = elections but rather to ask agents to provider thei

judgement of the quality rankings over the altemest For example, an agent
could rank the alternatives (correctly) las> k, > k3. From this information
it is clear that if this agent were forced to makseries of pairwise comparisons
between each of the alternatives they would casita fork, > k,, k; > ks
and k, > k;. The advantage of asking for rankings rather thaseries of
pairwise judgements is that it requires less eftortbehalf of agents: agents
only need to fill out one (possibly lengthy) balkiteet. There is little point in
agents participating in a pairwise comparisorkpbs. k; when it has already
been determined that they would vote fqr> k, andk, > k;. Moreover,
asking each agent for a ranking of alternativesdsvpossible inconsistency on
behalf of the agent, for example it prevents ama@em voting fork; > k;

when they have already voted for > k, andk, > k5.

If agents provide a social planner with a complgsality ordering then it is
possible to use an aggregation procedure other tinanCondorcet winner.

Instead we can employ a Borda count. Under a Boodat, the alternative that

104



is ranked last in an agent’s ordering receives miatp. The alternative that is
ranked second to bottom receives one point, thernative ranked third to
bottom receives three points, and so on. The wmaiternative is the one that
receives the most points. Importantly, the Bordaner is more likely to be the

correct social choice than the pair-wise Condondeter is”.

Even if we choose to employ a Borda count to cofik multiple alternatives,

this can still place significant burdens on theevst It takes little time to rank
three alternatives in order of quality. Sorting @issible alternatives into the
apparent quality ordering may take considerable tand effort. Ranking 100

or 1000 alternatives would be an unfair task toaegon most agents.

The beauty of the standard CJT framework of a dahous choice is that
agents are only required to cast one judgementglyafor the alternative they
judge to be the best. Fortunately there is annsxte@ to majority voting to cope

with multiple alternatives that preserves this diaity.

The List and Goodin extension of the CJT to pliyalioting over multiple

alternatives

List and Goodin (2001) extend the classic CJT froajority voting over two
alternatives to plurality voting over many altemas. Under the aggregation
procedure of plurality rule, an alternative is swial choice if and only if it

receives strictly more votes than any of the otiiarnatives. As discussed in

% See Young (1988). According to Young's arguméfrasient competence is high and group
size is sufficiently large then any reasonableslenirule is likely to generate the correct social
choice. However if competence is close to 0.5Rbmla count is epistemically superior to a
pairwise Condorcet choice.
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the previous chapter, the classic CJT result relreshe law of large numbers.
Suppose we have a fair coin. In the long run waukhexpect this coin to give
us heads roughly half of the time. If we weredsstthe coin just a few times -
say ten times - then we would not think it unugoajet 6, 7 or 8 heads. But if
we toss the coin a thousand times then we are wdiigely to get 600, 700 or
800 heads. As the number of tosses increasesant®s increasingly likely
that we will get heads half of the time. The cotepee assumption of the CJT
requires that on average voters select the bdttarooalternatives slightly more
than half of the time. Therefore as the numbevaiérs increases it becomes
increasingly likely that the better of two alternas will receive slightly more
than half of all votes. If the better of two attatives receives slightly more
than half of the votes it will be the majority wem Therefore as the number of
voters increases it becomes increasingly likely tha better of two alternatives

will be the majority winner.

The List and Goodin result also rests on the lawaaje numbers and flows
naturally from the classic two-alternative caseup@se we now have three
alternatives -k,,k, and k5. k, is the best alternative and voters have a
competence gb = 0.4 i.e. agents have a 40% probability of correctlting for

k, as the best alternative. Voters have a 0.3 jibtyaof selectingk, and a
0.3 probability of selecting; as the best alternative. As the number of voters
increases it becomes increasingly likely thatwill receive 40% of the vote
whereask, and ks will receive 30% of the votes eachk,; will not be the
majority winner becauske, receives 40%, less than the >50% required to &e th

majority winner. Not — k; (=k, = (k2 V k3)) receives 60% of the vote and so
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if this was a simple pair-wise comparison betwdendorrectt; and incorrect
—k4, the incorrect=k; would be the majority winner. But; will be the
plurality winner ask; receives more votes than any other alternativetiien
three-placed agenda receives 40% of the votes, which is more than308%

k, receives and more than the 3@%xreceives).

We can use the List and Goodin extension of the @J€&nsure that every
possible alternative is considered by the votirgugr by placing every possible
alternative on the same agenda. We can statexteaded CJT as follows.
Suppose we have a social choice problem wherelipyuvating will be used to
identify the correct alternative as the social chofrom a set ok possible

alternatives. The extended CJT has two assumptions

» Extended competencthe probabilities that agents will vote for therrect
alternative are homogeneous and greater than dialpitity that they will vote
for any of the other alternatives;

* Independencethe events of any two agents voting for the caradternative

are independent.

The extended C3fresult comes in two parts:

* Non-asymptotic extended CJihe probability that the group will select the

correct alternative is monotonically increasindrasgroup size increases;

% List and Goodin (2001) focus on the extended as$gticpCJT and provide a formal proof for
this result. The extended non-asymptotic CJTlustilated with sample calculations in their
paper.
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» Asymptotic extended CJih the limit as group size tends towards infinitye

probability of a correct plurality verdict tendsmards certainty.

Plurality rule then becomes a replacement for nitgjoule as a democratic
aggregation procedute Plurality rule exhibits the virtues of good biase,

relative and absolute epistemic reliability. Pdmed that the extended
competence and independence assumptions hold ewidiga the group is of a
sufficient size then a group employing pluralityeris more likely than random,
more likely than an individual and likely simplieit to select the correct

alternative as the social choite

The use of the List and Goodin extension of the @J$upport the epistemic
performance of democratic aggregation procedunes up against the problem
discussed earlier in the chapter, namely as thebruiwf alternatives increases
the competence of agents may decrease. Noteuthidte in the classic CJT,

the problem is not that competence levels will dtopa level such that the
extended CJT competence assumption does not Rather the concern is that
because competence levels are so low, the pralyabilia correct plurality

winner will be too low.

37 Plurality rule is very similar to majority ruldn both cases every agent gets to cast a vote. In
both cases, the vote of more than one agent barfthan every agent is required to determine
the social choice. The difference between plyralitd majority voting is over the threshold for
an alternative being the social choice. Majoritying requires strictly more than half of all

votes be in an alternative's favour if it is totbe social choice. Plurality voting has a lower
threshold for determining the social choice, it elgrequires than an alternative receive more
votes than any other alternative if it is to be gbeial choice.

3 List and Goodin (2006) generalise May’s Theoremmfimajority rule to plurality rule.

May’s Theorem shows that majority rule is the cafygregation procedure that satisfies four
important democratic virtues including universah@on, anonymity, neutrality and positive
responsiveness. With the two List and Goodin teg2I001, 2006) we have good reason for
claiming that plurality rule should be the defalgimocratic aggregation procedure: it can track
the truth and it preserves important democratiies.
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There are many ways in which competence could dseras the agenda size
increases. The rate at which competence decréeasiksly to depend on the
type of social choice problem. Here | will considme possibility for how
competence decreases as agenda size increasest thim¢atio’ rule, the ratio
of competence to the probability of voting for aven incorrect alternative
remains constant irrespective of agenda’3iz&he basic intuitive justification
for the ratio rule is that an agent’s ability teemdify the best alternative (their
competence) depends on their ability to distingusirect from incorrect
alternatives. Agents’ probabilities of voting fthre correct alternative remain

proportional to their probabilities of voting fdrd incorrect alternatives.

We will assume that the competence assumptioneoéxtended CJT holds, so
that probability of agents voting for the correttemative is greater than the
probability of them voting for any of the incorresdternatives. Furthermore we
can make the simplifying assumption that the prditigls of voting for any of
the incorrect alternatives are identical (that ersodistributed evenly over the
incorrect alternatives). This is stricter than thst and Goodin competence
assumption, which only requires that the probabiit voting for the correct
alternative is greater than the probability of wmgtifor any of the wrong
alternatives, and which allows for the probabifitief voting for the different
wrong alternatives to vary. This simplifying asqion is made both for the

sake of rhetorical clarity and for the sake of ezfsealculations.

39| also assume that error is distributed evenly ¢ive incorrect alternatives so that the
probability of voting for one incorrect alternatiigidentical to the probability of voting for any
other given incorrect alternative.
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If p; is the competence of agents (the probability thay will vote for the
correct alternatives) ang, is the ‘incompetence’ of agents (the probabiligtt
they will vote for each of the incorrect alternaty then the following ratio

remains constant irrespective of agenda*&ize

Because of our assumption that the probabilitiesvating for any of the

incorrect alternatives are identical, we know that:

=1—P1
D2 k—1

wherek is the number of alternatives. Therefdre

L _e=Dpy
1-p,

There could be infinitely many different variation the ‘ratio’ rule because
there are infinitely many possible values for taéore. Again, the extent to
which voter competence decreases as the numbéteofatives increases is an
empirical matter and will depend on the continggrtumstances of particular

social choice problems. Nevertheless, if it is tase that voter competence

“ONote thap, # 1 — p, but rathep, + (k — 1)p, = 1.

4 Equivalently,lp; = ﬁ Here we can see that agent competence levelgoren agenda
e

depend both on the number of alternatives on tkadaandon the value of the ratio variabde
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does decrease as the number of alternatives imseteen this flows through
into the probability that the best alternative vl selected as the social choice.
If the number of alternativeg increases, then the competence of agents
decreases. If at the same time the number of sgamimains constant then the
probability P of a correct plurality verdict decreases. We caanteract the
drop in the probability of a correct plurality vest] caused by increasing
numbers of alternatives and the associated dr@gémt competence levels, by
increasing the number of agents. The extendedi@plies that as we increase
the number of agents (who have a fixed level of petence, given the number
of alternatives on the agenda) thnncreases. But there will come a point at
which the numbers of agents required to comperisatbe drop in competence

levels exceeds the number of voters that can redbpbe assumed to exist.

A mixed approach to extend the CJT

In sum, the problem with applying the earlier esiens to majority rule of

Condorcet and Borda is that they place too much blrden on voters; the
problem with applying the List and Goodin extensisrthat it requires more

voters than can reasonably be assumed to exissué&sthese extensions of the
CJT, which allow for more than two alternatives the agenda, each face
practical problems. However, we can use the itsggined from these

extensions to show that it is feasible to increhsenumber of alternatives on an
agenda and still retain the truth-tracking abildf democratic aggregation
procedures. The Condorcetian extension (as pexsdiyt Young) adjusts the
variable of the number of elections. The List &wbdin extension adjusts the

variable of the size of the agenda. Although rastvassed in either extension,
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we could also adjust the number of voters involvath each election. In
effect, we have three variables at our disposatlwviie can use to balance out
the challenges posed by increased numbers of @bsctincreased agenda size

and finite voters.

If a series of pairwise elections will require t@@any elections, we can increase
the size of each agenda to reduce the number ciais. We can also reduce
the burden on individual agents by reducing theaugrsize in each election so

that an agent only has to cast a vote on some(hatf the agendas

If a large agenda size means that competence il tbo low, we can boost

competence by reducing the size of the agenda aviddimore elections.

As | have stressed previously, the extent to whiater competence decreases
as the number of voters increases is an empiriediem It is also an empirical
matter as to how many alternatives there are amd rhany agents there are.
The trade-offs between the number of voters, nunolbezlections and size of
agendas will therefore need to be made on a casadgy(or type by type basis)
and more general results will be questionable. élew | will now provide a set
of examples and sample calculations to show how thixed approach to
extending the CJT to multiple alternatives can heesor in some

circumstances to both the Young and the List anddoextensions.
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A comparison of CJT extensions via sample calouhati

Suppose we have 25 possible alternatives, one whw objectively the best
and 1001 voters. We have four approaches for géngrthe social choice, and
we are looking for the approach that is most likel\select the objectively best
alternative as the social choice (while minimisthg burden placed on voters).
The four approaches are: majority voting and tlassit CJT; the Condorcetian

extension; the List and Goodin extension; and nxyechiapproach.

Majority voting and the classic CJT

Here we are restricted to a simple pairwise votevéen two alternatives.
Because there are only two alternatives | will mtie simplifying assumption
that voter competenge= 0.6. The probability that the best alternative (fram
set of 25 alternatives) will be the social choisehe probability that the best
alternative makes it on to the agenda, multipligdie probability that the best
alternative will be selected in the pairwise vae/¢n that it is on the agenda).
If there is no special way of setting the agentdantwe can assume that it is a
random chance that a given alternative will seeupdace on the agerifa The
probability that any given alternative (includirtgetobjectively best alternative)
makes it onto the agenda (§1/25) + (1/24)). The probability thatt001
voters withp = 0.6 select the better of two alternatives on an agestfa

P =1.0.

2 Of course it is implausible that the two placegtmagenda would be set by a random lottery.
Nevertheless there remains a question of how thadegfor a single pairwise choice would be
set, how multiple alternatives can be weeded daxhe two alternatives permitted by the
classic CJT. | address the problem of agendangdtter in the thesis.

3 The value of 1.0 is approximate and involves rangd Under the standard CJT the
probability of a correct majority verdict approashut does not reach) certainty.
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Therefore, if we employ standard majority rule ahd classic CJT, then the
probability that the best alternative will be thecigl choice is((1/25) +

(1/24)) x 1.0 = 0.082 . The group has roughly an 8% chance of selettiag
best alternative in this example where there arkipheialternatives. As such,
where there are multiple alternatives, majorityingtis slightly better than
random at selecting the correct alternative (8% ematthan 4%); a group
employing this aggregation procedure is slightlytérethan an individual at
selecting the best alternative (8% rather than %.34t an 8% probability of
selecting the correct alternative is surely far tow for the group to be
considered likely to identify the correct alternati As such majority voting

lacks absolute epistemic performance.

The Condorcetian extension
The Condorcetian extension, on a strict interpi@tatrequires that we consider
each possible combination of alternatives in a-p@e fashion. If we do this

then the number of elections required is:

<w> = 300
Arguably 300 elections are too much of a burdepléee on each of our 1001
voters. We could reduce the burden placed on sdgiinstead asking them to
provide a complete ranking over the 25 alternateved then either looking for
the alternative that is a majority winner in ev@air-wise choice (which still
requires the social planner to consider the outcom800 elections), or the

social choice could be determined by a Borda couivhichever aggregation
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procedure is employed, requiring agents to proaid@mplete quality ordering
over 25 alternatives is still a significant burdgiven the minimal requirements

placed on voters by plurality rule.

If we employ the Condorcetian pairwise criteriohent the probability of a

correct social choice B = 1.0.

The List and Goodin extension

Here we have one election with 25 alternatives wivee look for a plurality
winner. Because we now have 25 alternatives oagleada rather than 2, | am
assuming that voter competence at identifying th& blternative will decrease
from the 0.6 value seen in the classic CJT casknenwith the ratio rule. For
the majority voting case with two alternatives ¢w tagendap; = 0.6, p, =

0.4. Therefore:

Y
=, T 04

The competence for the 25 alternative case is fibrefé&

_p1 005882 )
~p, 0.03992

Given these assumptions, where the probability rofagent voting for the

correct alternative ip; = 0.05882 and the probability of any agent voting for

** Notice thatp; + 24(p,) = 0.05882 + 24(0.03992) = 1.
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each of the incorrect alternativespis = 0.03992, the probability that a group
of 1001 voters will select the best alternativengsplurality rule is 0.766. A
group using plurality rule is more likely than rama (4%) and more likely than
an individual agent (6%) to select the correctralive. But the 77%
probability of selecting the correct alternativestdl some way from a group

being guaranteed to select the correct alternasvie social choice.

A mixed approach

Here we can employ the insights gained from thed@aretian and List and
Goodin extensions. We have at our disposal masgiple combinations of
numbers of elections, sizes of agendas, and sfaeders cohorts which we can
use to simultaneously balance the burden placedobers and the need to
increase the probability that the best alternatwlebe the social choice. One
approach is to split the 25 alternatives into Sugoof 5 alternatives and hold
plurality elections on each of these sub-agendsaslvimg all voters. The

winning alternative from each of these sub-elecioan then go forward for a

final agenda to select the social choice. ThiBustrated in figure 3.2 below.
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Figure 3.2: a mixed approach for multiple alternegs.

ki, ko k3, kg, ks ki1, k12, k13, K4, k15 ka1, ka2, k23, kaas kezs

ke, k7, kg, ko, k1o

k?, k?, k?, k?' k?

Because we have agendas comprising 5 alternateespetence according to

the ratio rule is as follovi

_pp 027272
~p, 018181

&
Given these assumptions, the probability that agmf 1001 voters will select
the best alternative from an agenda of 5 alteraati¢® P = 1.0. And the
probability that the best alternative, from a se@b alternatives, will be the
social choice is given by the probability that st selected in the first sub-
election, multiplied by the probability that it selected in the final election:

1.0 x 1.0 = 1.0. With the mixed approach employed here we areeckos

> And notice also that, + 4(p,) = 0.27272 +4(0.18181)=1.0.

“® Here again this value of 1.0 is approximate andlires some rounding.
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certain to select the correct alternative as tlwgabchoice and agents only have
to cast votes in 6 elections to generate it. Timsxed approach has
demonstrated baseline, relative and absolute episteerformance: the mixed
approach is more likely than random, more likelgritan individual and likely

simpliciter to generate the correct alternativéhassocial choice.

In sum, we have at least four ways of coping withagenda greater than two
alternatives. The performance of the differentrapphes for dealing with
multiple alternatives is summarised below. | imguoth the probability of a
correct social choiceP) and the number of elections (e) required for each

approach.

Figure 3.3: a summary of the approaches for copuiitp multiple alternatives.

P e
Majority voting 0.082 1
Condorcetian 1.0 300
extension
List and Goodin 0.766 1
extension
A mixed 1.0 6
approach

A mixed approach, of varied numbers of electioggnala size and group size is
the most successful at preserving the epistemifopeance of democratic

aggregation procedures like majority or pluraligtiag (while at the same time

118



reducing the burden on voters). The epistemicoperdnce of the mixed
approach could be improved even further. If thenpgetence of agents is
heterogeneous and transparent we can task diffagantts with voting on the
agenda that they are most competent on, and preékent from voting on

agendas where their competence is low or they habias. We may also be
able to set the sub-agendas in such a way as te thakguality of alternatives
more transparent (for example by avoiding placimgilar alternatives on the

same agenda).

It is important to stress that the precise comimnat of numbers of elections,
agenda sizes and voter cohort sizes that are dptsma contingent matter.
Given the assumptions of initial voter competent8.6 and the ratio rule, we
get the results in figure 3.3 that advocate a méxtf six elections on agendas
of five alternatives using plurality rule. Howeydrthe competence of agents is
more resilient to increases in agenda size theimgieselection on an agenda
containing all the possible alternatives (the lastl Goodin 2001 model) will

do just as well as a mixed approach.

To know what combination of agenda size and nunobelections is optimal
requires knowing something about how competenceadeg as the number of
alternatives increases. Having multiple electigaserates little epistemic loss
but does place additional burdens on agents. \Here are multiple elections,
as per the mixed approach, then the probability tte correct alternative will
be the social choice is the probability that therexd alternative wins each

election where it is placed on the agenda. Thesefwe probability of a correct
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social choice is theroductof the probabilities that the correct alternativies
each election. As the number of elections facihg torrect alternative
increases, the probability that it will be the fingocial choicedecreases
However, provided that the probability the corratternative will win each
election is high (because of high agent competémagls on a small agenda),
the product of these probabilities is high and atections do not pose a
significant epistemic problem. There are howeuearc epistemic gains to
multiple elections with smaller agendas. By allogvthe same agents to vote
on several agendas we in effect increase the nuaidegh competence agents

in the group.

The disjunction problem

The standard extension to the classic CJT to cafle agendas of more than
two alternatives is the List and Goodin extensidinis extension addresses the
obvious criticism of the classic dichotomous CHattit is only applicable in
limited circumstances. But the extension of thd @d agendas of multiple
alternatives may generate further vulnerability.heTDisjunction Problem'
makes use of the extension of the CJT to multifikrraatives to challenge the

fulfilment of the competence assumpfién

*" For clarification, the discussion in the firstial this chapter considered the problem of how
competence levels can decrease as agenda sizasesrelt was assumed that the competence
assumption of the extended CJT still held no maiibev many alternatives there were (that the
probability of voting for the correct alternativeasvstill greater than the probability of voting for
any other alternative, no matter how many alteveatthere were). The Disjunction Problem,
by contrast, argues that we have no justificatmrttie extended CJT competence assumption
holding.
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David Estlund sets out the Disjunction Problem mamer 12 of his 2008
Democratic Authority: a Philosophical FrameworkThe book as a whole
argues in favour of an epistemic proceduralist miefe of democracy.
According to epistemic proceduralism, political demns are legitimate and
agents are obliged to follow them because the poes that generated these
decisions tend to produce correct decisions. [her thesis of epistemic
proceduralism to hold, it is necessary to proviageezhanism or justification for
why it is that political or democratic decisionsideto be correct. Majority or
plurality voting and the CJT would seem like a maluit with epistemic
proceduralism, but Estlund provides a series dicgims of the CJT as a
mechanism to underwrite epistemic proceduralisrhe Disjunction Problem is
a new criticism. My concern here is not episteprieceduralism, but is rather

whether the Disjunction Problem really is a probfemthe CJT.

To present the Disjunction Problem clearly it idplid to fill in some of the
detail missing in the exposition provided by EstlurFirstly Estlund argues that
the CJT competence assumption requires that agam¢sa level of competence
that is better than random. Suppose we havaternatives on an agenda.
Agents’ homogeneous level of competence, the pibtyaihat they vote for the
correct alternative, is representedpas Random competence, the probability
that an agent would vote for the correct alteratim an agenda by chance, is
defined relative to the agenda size. So if theegcaalternatives on the agenda
random competence 5= 1/k. Firstly let's consider the classic dichotomous
CJT. For the classic dichotomous CBT=2 andp > 1/k if and only if

p > 1/2. Therefore the classic CJT competence assummia®ss indeed
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require better than random levels of competencewd¥er things are different
for the extended CJT. For the extended CHE 2 and the competence
assumption requires that the probability of votfogthe correct alternative is
greater than the probability of voting for any bktother alternatives. If the
competence levels of agents are less than or equaindom (ifp = 1/k or

p < 1/k) then it isnot the case that agents are more likely to vote fer th
correct alternative than for any of the incorrdtgéraatives and the competence
assumption does not hold. Therefore if the exténmEmpetence assumption
holds, competence levels will be better than randdrAowever the converse
does not hold: if agent’s levels of competencebatéer than random it doest
necessarily follow that agents are more likely tdevfor the correct alternative
than any other alternative and itnst necessarily the case that the extended
CJT competence assumption holds. Consider an ageitkl five alternatives,
where alternativet; is the correct alternative. The agent’s probaédi for

voting for each of the alternatives are as follows:

Pr(vote = k;) = 0.3
Pr(vote = k,) = 0.4
Pr(vote = k3) = 0.1
Pr(vote = k,) = 0.1

Pr(vote = ks) = 0.1

Since there are five alternatives on the agendwlora competence would be
%z % = 0.2. Since the probability of voting for the correadternativek, is

p = 0.3 > 0.2, agents have better-than-random levels of competeklowever
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since the probability of agents voting for the ectralternative isiot greater
than the probability of voting for the correct altative (agents are more likely
to vote for the incorrect alternativie,) the competence assumption of the

extended CJT does not hold.

So, better than random levels of competence aressacy but not sufficient for
the extended CJT competence assumption to hold.tablishing that
competence levels are better than random doestaiilish that the competence
assumption hold& To interpret the Disjunction Problem charitabke could
say that the extended competence assumption reqatrdeast better-than-
random levels of competence. If we cannot estalthat agents have at least
this level of competence then we cannot establiahdgents are more likely to

vote for the correct alternative than to vote fioy ather alternative.

The second point of exposition required before@mgunction Problem can be
presented is an argument for> 1/k, an argument for why we can assume that
agents are more likely than random to vote for ¢herect alternative. The
argument is essentially that agents would havendora level of competence if
they just guess what correct alternative is, fareple if they allocate their vote
by tossing a&-sided dice. If agents have the smallest amoutruti-conducive
information, if they have even the slighted ideaatvtine correct alternative is,

thenp > 1/k. It seems trivial to assume that a moderatelalskgpagent would

8 Except in the special case where error is disieth@evenly across the incorrect alternatives.
An agenda of sizé& = 2 is such a special case, since there is only awrect alternative and
so all the error is distributed evenly on this ameorrect alternative.
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be more likelythan random to vote for the correct alternatitet’'s term this

argument the ‘random competence’ argument.

Once we have established that the extended congeetesssumption requires at
least better-than-random levels of competence zoe ave have an argument
for competence levels being better than randomDibginction Problem has its
target. The crux of the Disjunction Problem istttinere is no principled way to
determine the number of alternatives that shouldmean agenda for a social
choice and therefore that there is no reason tertaslsat the competence

assumption of the CJT holds.

The Disjunction Problem can be presented in twoswalirstly, suppose that
initially k = 10 i.e. our agenda is comprised of alternativgsk,,..., k1o.
Better-than-random competence levels would reqoompetencep > 1/10.
But suppose at a later stage 9 of the original li€rratives are joined in a
disjunction so thak’ = 2 i.e. our agenda is now, k," wherek,' = k, V ks Vv
..kio. With a revised agenda better-than-random legélsompetence now
require competencg’ > 1/2. The two agendas (of 10 or 2 alternatives) are
logically equivalent. Merely as a result of remgithe way in which we
describe the agenda, our assumed level of competkas increased from
p>1/10top’ > 1/2. It may seem unremarkable that an agent woule laav
better than 1/10 chance of voting for the corrdigriaative on an agenda but
merely as a result of reframing the descriptiothefchoice an agent is assumed
to have a better-than 50% chance of voting fordbeect alternative — quite

high, given that there could be more than 10 &adtieras on the agenda.
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Equivalently we could start with an agenda kot 2. Better-than-random
levels of competence require competepce 1/2. But we could represent one
of these two alternatives as a disjunction of éraktives, meaning’ = 10 i.e.

our agenda is now, k5, ..., k1,. Better-than-random competence now requires
p' > 1/10. Merely as a result of revising the way in whitte agenda is
presented, the assumed level of competence hasadecr fromp > 1/2 to

p' > 1/10.

The concern behind the Disjunction Problem is moial. Estlund cites an

example of blind men and an elephant. A grouplimidbmen are allowed to

touch an animal and are then asked whether it islgghant or not. In such a
binary choice competence should pe> 1/2. But not being an elephant is
equivalent to being a hippopotamus, or being aodenos, or being a mule, or
being a horse and so on. While it may initiallgmseobvious that an agent will
be better than random at determining the corréetradtive from an agenda of
elephant/ not elephant, it seems implausible thay will have a better than
50% chance of correctly identifying that the aninsain elephant, given all the

other possible animals it could be.

The Disjunction Problem is misquided

The random competence argument in favour of the d@diipetence assumption
holding is very weak. Firstly, establishing thgeat's levels of competence are
better than random does not establish that thenda&te CJT competence

assumption holds (except in the special case wheo is distributed evenly
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across incorrect alternatives). It is thereforfiailt to see why anyone would
advance the random competence argument in suppeinecCJT competence

assumption holding.

Secondly, knowing the size of an agenda does icgnde anyone to infer
anything about the competence level of an agenis oo crude to place all
social choice problems with the same agenda sizetie same category and
assume that agents will have a level of competbetier-than-random. There
will be some social choice problems withalternatives on the agenda where
agents have no relevant information whatsoeveryevbempetence i = 1/k
and the extended CJT competence assumption doésldot There will also be
some social choice problems with alternatives where agents receive
misleading information such that competemce 1/k and the extended CJT
competence assumption does not hold. Finally §enda sizek there will be
some social choice problems where agents have-¢artlucive information
such that competence ws> 1/k, where agents are more likely to vote for the
correct alternative than any incorrect alternateved therefore where the
extended CJT competence assumption does hold. rardom competence
argument for the CJT competence assumption holdiagsurd since defining a

reference class according to agenda Biefar too crude.

Thirdly, we can present a reductio argumagainstthe random competence
argument. Assume that the random competence argu&ifies the CJT
competence assumption holding. According to thedean competence

argument the competence assumption holds in akscaswe know as an
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empirical fact that in some social choice problehes competence assumption
does not hold (because of biases in agents or adisig information received

by agents). Therefore the random competence amjuraanot be correct.

Given these three criticisms of the random compete@rgument, the emphasis
that Estlund places on the random competence arguasethe defence of the

CJT competence assumption seems like a straw-ngamant.

Estlund states “...without that assumption [the randtmmpetence argument],
or some substantive support for the competencargggn, the jury theorem
gets us nothing.” (p.230). If the random competeargument was successful
then it would have provided a sufficient (but netassary) justification for the
CJT competence assumption holding. It does ndvviothat if the random
competence argument is defeated the competencapissn does not hold. At
worst, the failure of the random competence argunsemply means the
competence assumption is currently without suppasg Estlund acknowledges,
there may be other arguments for the competencengs®n holding and | will

present one such argument later in this chapter.

Agenda setting: the concentration of error andelisa of ‘competence’

The presentation of the Disjunction Problem in ®whrandom competence is
something of a red-herring. As shown above, ittriee that if the CJT
competence assumption holds then agent’'s levebwipetence is better than
random. However what the Disjunction Problaatually highlights is how the

framing of a social choice problem by a social pemcan affect whether the
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CJT competence assumption holds or does not hdlde CJT competence
assumption may fail to hold if error is concentdattn one alternative, or if

competence is dispersed across several alternatives

The concentration of error

Suppose that as a matter of fact the animal imé&éx room is an elephant and
the social planner fixes the description of the cperect alternative on the
agenda as ‘elephant’. Whether the CJT competessengtion holds or not

depends on whether agents are as likely or mosdylito vote for another

alternative that is incorrect. And whether agentsas likely or more likely to

vote for another alternative that is incorrectunnt may depend on how many

incorrect alternatives there are on the agenda.

Supposeé = 7. For example the agents may face the followirgndg:

The animal in the next room is:
k, an elephant; or
k, a hippopotamus; or
ks a rhinoceros; or
k, a mule; or
ks a horse; or
ks a dog; or

k- none of the above.
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Suppose that the probabilities for voting for eadhthe alternatives are as

follows:

Pr(vote = elephant) = 0.3
Pr(vote = hippopotamus) = 0.1
Pr(vote = rhinoceros) = 0.1
Pr(vote = mule) = 0.1

Pr(vote = horse) = 0.1

Pr(vote = dog) = 0.1

Pr(vote = none of the above) = 0.2

Here the extended CJT competence assumption haddgerts are more likely
to vote for the correct alternative ‘elephant’ tlitary are to vote for any of the

incorrect alternatives.

Now suppose that instead the agenda is comprisetiofalternatives as

follows:

The animal in the next room is:
k, an elephant; or

k, none of the above.

The competence of an agent on this revised agdmuladsremain ap = 0.3.
The revised agenda is logically equivalent to thmmimal agenda, and the

revised agenda does not give the agent any mosemation than the original

129



agenda, so the probabilities of an agent votingHercorrect alternative on each
agenda should be the same. If agent competemce i8.3 then all of the agent

error(1 — 0.3 = 0.7) is concentrated on one incorrect alternative havis:

Pr(vote = elehant) = 0.3

Pr(vote = —elephant) = 0.7

Therefore it is not the case that agents are mkedyIto vote for the correct
alternative than any incorrect alternative ancheo@JT competence assumption

does not hold.

The social planner, in setting an agenda, controlg the error of an agent will
be distributed across the incorrect alternativéfsshe restricts the number of
incorrect alternatives on the agenda then she magentrate the error of agents
to such an extent that the agent is more likelwdte for the incorrect than
correct alternative. There is no principled way &social planner to set an
agenda, in such a way as to avoid concentratingy @m a specific incorrect
alternative, to such an extent that the extendetl €ébimpetence assumption

does not hold.

The dispersal of ‘competence’
Suppose the social planner adjusts the descripfithe one correct alternative
on the agenda. Whether the CJT competence assumipids or not depends

on whether agents are more likely to vote for tbeect alternative than they
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are to vote for an incorrect alternative, and thiturn depends on how refined

the description of the correct alternative is.

Suppose: = 2. For example, agents might be facing the follgnagenda:

The animal in the next room is:
k, an elephant; or

k, none of the above.

Suppose the competence of agents in this cgse=if.6. Given that there are
only two alternatives on the agenda, it followsttthee error is concentrated on
one incorrect alternative and the probability oftimg for the incorrect
alternative is(1 — 0.6 = 0.4). Here agents are more likely to vote for the
correct alternative than any other alternative @odthe CJT competence

assumption holds.

Suppose that the description of the correct altermas further refined. The
alternative of ‘elephant’ is equivalent to the aitive of ‘African bush
elephant or African forest elephant or Asian elephaNow agents face the

following agenda:
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The animal in the next room is:
k, an African bush elephant; or
k, an African forest elephant; or
ks an Asian elephant; or

k, none of the above.

It is an open question how the ‘competefités dispersed when the correct
alternative is split into more refined alternativesgents have a 0.6 probability
of correctly identifying the alternative as an déiapt. It may be the case that
agents are just as able to correctly identify th@nal as an African bush
elephant as they are to correctly identify the ahias an elephant. In such a
case, the CJT competence assumption holds. Howtegemore plausible that
agents aréessable to correctly identify the animal as an Afridaush elephant
than they are to correctly identify the animal asetephant. As such the 0.6
probability of voting for the correct alternativé ‘elephant’ must be dispersed
across the more refined alternatives of ‘Africarsibelephant’, ‘African forest
elephant’ and ‘Asian elephant’. Where there are fdternatives on the agenda

it is possible the ‘competence’ is distributed @ofvs:

Pr(vote = African bush elephant) = 0.3
Pr(vote = African forest elephant) = 0.15

Pr(vote = Asian elephant) = 0.15

9 The term ‘competence’ is presented in scare quedtes competence is defined as the
probability of voting for the correct alternativéf.this probability is distributed across some
alternatives that are incorrect then it is somewihiateading to describe it as competence.
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Agents still have &.4 probability of voting for the incorrect alternativof
‘none of the above’ hence it is not the case tigenhts are more likely to vote
for the correct alternative than any other altemeataind the extended CJT
competence assumption does not hold. There iginoiped way for a social
planner to set an agenda in such a way as to avspersing the ‘competence’
of agents across alternatives to such an extent thea extended CJT

competence assumption does not hold.

An open-ended agenda

The way in which a social planner sets an agendaletermine whether or not
the CJT competence assumption holds. The franfitigecagenda may result in
agent error being concentrated on a particularredtere to such an extent that
agents are more likely to vote for an incorrectntiibe correct alternative.

Similarly, the framing of an agenda may result idescription of the correct

alternative that is so refined that agents havegovbability of voting for it and

agents are instead more likely to vote for an irexdralternative.

If setting an agenda in advance can mean the cempetassumption of the
extended CJT does not hold the social planner nugbbse to present agents
with an open-ended agenda. However, an open-eadedda brings with it

additional problems.

Suppose agents are told that the social choicdemols to identify the animal

in the next room, but they are not told what thamah might be. One by one

the blind men are allowed to enter the room andtidhe animal. When they
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leave the room the agents cast their votes for Wiegt judge the animal to be.

Suppose the five agents cast their votes as follows

Agenti: Rhinoceros
Agentj: Rhinoceros
Agentk: African bush elephant
Agent!: African forest elephant

Agentm: Asian elephant

What is the plurality winner in this example? Oomnto the point, what is the
animal in the next room likely to be given the jadtents expressed by agents?
This seems like an open question. On one intafoet of the votes the
alternative ‘rhinoceros’ is the plurality winner daiso the animal in the next
room is probably a rhinoceros. On a different nottetation the alternative
‘elephant’ is the plurality winner and so the aniimsgorobably an elephant. The
problem with an open-ended agenda is that we caminettively interpret or
make use of the information agents have securedhaim searches. In the
absence of an agenda shared by all the agents wetdaow whether agents

were voting on a tacit two placed agenda of:

The animal in the next room is:

k, an elephant; or

k, not an elephant.
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in which the plurality winner is ‘elephant’; or &@gents were voting on a tacit

two-placed agenda of:

The animal in the next room is:
kia rhinoceros; or

k3 not an rhinoceros.

in which case the plurality winner is ‘not rhinoost; or if agents were voting

on a tacit four-placed agenda of:

The animal in the next room is:
ki'a rhinoceros; or
k3 an African elephant; or
k3 an African bush elephant; or

k4 an Asian elephant.

in which case the plurality winner is ‘rhinoceros’.

Different agents may also have been voting on wffetacit agendas. In the

absence of a set agenda there is no objective Wwayounting votes for a

particular alternative and no objective way of dingnpvotes against a particular

alternative.

As an aside, it is tempting to see Condorcetianhaeisms at work in ordinary

choice problems. But the lack of a single, shagehda for agents means such
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applications are tenuous. For example, when ngsitoreign cities it is nice to
sample the best of the local cuisine. A usefukiséa for finding the best local
cuisine is to go to the restaurant where most eflticals seem to go. Setting
aside the problem of information cascaleand group think' this heuristic
seems like an instance of the CJT in action. Ssgpploat there are a number of
restaurants in the city centre, that the local peape able to make good but
imperfect judgements regarding the quality of gawwsnt and that the locals
make independent decisions where to dine. Thendgte CJT implies that as
the size of the dining population increases théabdity that the best restaurant
has more diners than any other restaurant increaslesvever this reasoning
requires us to interpret an agent’s presence iestaurant as their judgement
that this restaurant provides the best local caeisi®Some locals may choose a
restaurant on that basis, but other locals may sth@orestaurant because it is
the cheapest or because it has the best winerlita@ause it has the best view.
Again, without a single shared agenda the CJT fwaone is simply

inapplicable.

The Disjunction Problem is misguided. @ However thaalysis of the
Disjunction Problem does highlight the problem géada setting and we are
immediately placed on the horns of a dilemma. @&aglanner can choose to

either set an agenda in advance or not set an aganadvance. If a social

%0 An information cascade might occur as follows pigase the first agent makes an

independent judgement of a restaurant’s qualitysedond agent chooses the restaurant because
they can see the first agent dining there. Thel @ijent chooses the restaurant because they can
see two other diners there, and so on. Althoughaly seem that a number of different diners
have made independent judgments of the restaurgurlty in fact all but one of the

judgements depend on one agent.

%0 Group think might occur if a number of diners aiyhate the restaurant, but they stay in the
restaurant because they don’t want to be seen astsider.
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planner were to set an agenda in advance there vgayg in principle to avoid
concentrating the error of agents on a particuleotrect alternative, or to avoid
dispersing ‘competence’ across several alternativasch that the CJT
competence assumption does not hold. If the sqtsdner does not set an
agenda in advance then there is no way to objdgtoaint the number of votes
for particular alternatives and therefore thereasobjective plurality winner.

Neither of the options is attractive.

An argument for the CJT competence assumption iopldi

No one should argue that the CJT holds uncondilypnd@he CJT only asserts
thatif the independence and competence assumptionghesidne probability
of a correct social choice is monotonically incregan group size and in the
limit tends towards certainty. The CJT only givamnditional support to the
truth-tracking ability of democratic decision madin The CJT could only
support an epistemic defence of democratic decisiaking if the antecedent of
the conditional holds i.e. only if the competenod andependence assumptions
hold. Estlund is quite right to state that "...dssumption that voters are better
than random is not freely available, but would neethe argument” (p.231).
He is right to demand a separate argument for tmpetence assumption
holding if we want to use the CJT as a justificatfor an epistemic defence of

democratic decision making.

What should we expect from a defence of the CJTpetemce assumption? We

should not expect the CJT competence assumptitwoltbin all social choice

problems. Agents may have systematic biases iticpar types of social
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choice problem. For example, agents may have saibidavour of the status
quo; as such they may choose to re-elect a Préseden when the opposition
candidate is superior. Even when agents are fagitgpe of social choice
problem where they do not have systematic biase® ttemains a possibility
that they will receive misleading information. Fetample, jury members may
be carefully selected to avoid agents with biasekwever the jury may be
presented with inaccurate witness statements ¢laat them to wrongly convict
an innocent defendant. Where agent competence oisewthan random
(because agents have systematic biases or bechege have received
misleading information) the probability of a correplurality winner is

decreasingin group size and in the limit tends towamkso>. If we want to

employ the CJT for an epistemic defence of demgcvae need to show that
the competence assumption holds most of the timehe relevant types of

cases.

The original formulation of the Disjunction Problem terms of random
competence made the mistake of looking for an inegle justification of the
competence assumption holding. Similarly, the mafdation of the
Disjunction Problem showed that we cannot guaramegrinciple that the
social planner has framed the agenda in such a thaty the competence
assumption holds. But this is only a concern if want an in-principle
justification for the competence assumption holdingiven the variety of

different circumstances involved in different séo@noice problems an in-

2 See the presentation of the classic CJT in GrofBarOwen, G. and Feld, S.L. (1983)
Theorem I.
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principle justification of the competence assumptrchich applies to all social

choice cases is not credible.

Instead, the best hope for justifying the claimtthlae CJT competence
assumption holds is to identify as closely as fmsdhe type of social choice
problem where the competence assumption does kaldexample, it would be
wrong to argue that the competence assumption holddl jury trials since
there is empirical evidence that juries sometimakarmistakes. Furthermore it
would be wrong to argue that the CJT competencengsison holds in most
jury trials since this is too coarse a referene@s<l Rather, it could be argued
that the competence assumption holds in most fualstwhere there is careful
selection of jurors to avoid biases, where theeepaoper rules of evidence and
where the police have collected sufficient evidend&e know that the CJT
competence assumption tends to hold in a referetass of social choice
problems such as this since very few of the vesdice overturned on appeal. If
we can show that the circumstances of a particsdaral choice problem are
like those of the reference class of problems wheee CJT competence
assumption tends to hold, then we have a justifinator the competence

assumption holding in the particular case.

A consequence of this defence of the CJT is thataymptotic limit to the
probability of a correct social choice is not carty but the probability that the
social choice problem is non-misleading (a valusatgr than 0.5, but less than

certainty). This issue is considered again in tdvap.
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Summary

Multiple alternatives posed a particular problenr fbe classic CJT and

majority rule. We can vary the number of electi@ml size of agendas to
ensure the sheer number of possible alternativess dwot degrade the
competence of agents too much. As such, discussiaine thesis that presume
a dichotomous choice are just a rhetorical conwenit is more straightforward

to discuss dichotomous choice situations and itilshibe taken as given that the

discussions apply to cases where there are muétifdenatives.
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Chapter 4: The generation of the inputs to

aggregation procedures.

This chapter provides an analysis of how the judgdrgenerating factors of
competence, independence and transparency shoulthtegreted and an
analysis of how these form. In the process weaasitisider a taxonomy of the
causal factors of an agent’s judgement, includingh-conducive evidential
and background information, that generate the Valea of competence and
independence and that are in turn pooled by theeggtion procedures. The
taxonomy takes the distinctions from Dietrich (20@8 its starting point.
However, the taxonomy in this chapter differs in tespects. Firstly, there is a
matter of emphasis. It is not just the truth-caride evidential information that
is crucial in forming an agent’s competence. Tiughtconducive background
facts, such as a good education, are just as (ifrmore) important in forming
the competence of an agent. Secondly, the taxonmothis chapter shows how
the competence and independence relations of agerntdop over time. While
we are most interested in the competence levelsratgpendence relations of
agents at the time at which they cast their votes should also be concerned
with how these variables develop over time. Thigarticularly important for
expanding the account of how agents track the tinttha two stage process of
the search for information followed by the poolif information via

aggregation procedures.
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The problem

Aggregation procedures generally, and majority ngptin particular, play a
prominent role in existing accounts of epistemienderacy, in defences of
democratic decision making on the basis of its cip#o track the truth.

The inputs to an aggregation procedure are theejmeégts of individual agents,
recorded as votes for or against an alternativehes& judgements are
determined by factors such as the competence oftggie independence of
agents and transparency of agent's competencieshe fhree different
aggregation procedures of expert dictatorship, tegaeliability unanimity
rule and majority rule can track the truth givermtaia types of judgement-
generating factors.

For example the Condorcet Jury Theorem (CJT) tadlsthat as group size
increases, majority voting will be more likely theandom, more likely than an
individual and likely simpliciter to track the thutif the average level of
competence is greater than 1/2, the distributionoofipetencies in the group is
symmetric about the mean and the votes of ageatsxdependent. It does not
matter whether the competence of agents is tramspahough if competence
were transparent we could apply weights to thessofeagents in proportion to

their competencies and increase the probability adrrect majority verdict.

The existing accounts of epistemic democracy tletus on aggregation
procedures only give conditional support to théhttmacking ability of groups.
They show how groups can track the truth givenagertypes of judgement-

generating factors. They are silent on how thadggment-generating factors
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are themselves generated or whether they are plausMore particularly, the
existing aggregative accounts of group truth-tnagkegin at the point at which
agents already have a set level of competencepartacular distribution, with
certain independence relations holding and thesparency or otherwise of
competence pre-determined. But agents do not higihecompetence a priori;
it cannot be taken as given that agents will haxfermation regarding the
correct alternative on an agenda. Nor is it theec#at the required
independence relations will hold a priori or tHae transparency of competence
is established. We need an account for how theeifes of a group of agents,
including competence levels, transparency of coampet and independence
relations, develop. The truth-tracking institubfeatures of some aggregation
procedures can provide a conditional epistemidfication for group decision
making; an account of the formation of the judgetrgamerating factors will

provide the antecedent to this conditional jusaificn.

Providing an account of how the judgement-genegafi@ictors for aggregation
procedures form will also improve our analysis lné £pistemic power of the
aggregation procedures. The truth-tracking abdityan aggregation procedure
is due to a combination of the institutional featiof the aggregation procedure
and the inputs to the aggregation procedure. Wesea the impact that the
institutional features of the aggregation procechaee on the ability of a group
to track the truth by noting that different aggréga procedures (such as expert
dictatorship, negative reliability unanimity ruleaxca majority rule) will have
different probabilities of generating the correotial choice, given the same

inputs (given the same group of agents with seelgevwof competence,
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independence relations and transparency or othem¥isompetence). We can
see the impact that the inputs to the aggregatiooggure have on the ability of
a group to track the truth by noting that the ptolitgy of a correct social choice
will vary if we keep the aggregation proceduredlikajority rule) fixed, but we

change the judgement-generating factors (for exampk increase the
competence of agents, or we change the independelam®ns). In sum, the
truth-tracking ability of aggregation procedureslige to both the way in which
the institutional features of aggregation procedumool the information

dispersed in the judgements of individual agents. (ihe social epistemic
mechanisms) and to the amount of information caetiin the judgements of

the individual agents themselves.

In the following sections, | set out precisely home judgement-generating
factors of competence, independence and transparehacompetence are
generated. In doing so it should become clearer the variables should be
interpreted and what features of real-world socialice problems they capture.
This explanation also requires that we give consiiten to the ‘informational

environment’ the agents face: the set of possilsleses of agents’ votes,
including the truth-conducive evidential and backgrd information available

to them.

Competence

The competence of an agent is defined as the pitapabat this individual

agent votes for an alternative, given that it isrect. Formally competence
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conditional on the state of the world is definechas: Pr(v; = x|x), V,{1,0},
wherep; is the probability that agentwill vote for the correct alternative; is
the vote or judgement of agenandx is the state of the world (which can take
values 1 or 0). Because competence is a probabtlibelongs to the interval
[0,1]. All truth-tracking aggregation proceduresemmend that groups contain

at least some agents with high levels of competence

Interpreting competence

The competence of an agent represents the prdigatiilian event occurring,
namely the probability that a particular agent wibte for the correct
alternative. The probability captures an episteamcertainty an observer or
modeller orsocial plannerhas over that event occurring. In any real social
choice problem with a correct alternative (suchaaselection or a jury trial)
each agent (each voter or juror) will either cagoee for the correct alternative
or they will cast a vote for the incorrect alteimat’. The agent's vote for a
particular alternative is determined by the comtiama of their causal
influences. If the observer were aware of all ¢thasal influences of an agent,
all randomness in the agent’s vote would disappedrthe agent would vote for
the correct alternative with a probability of eitfeor 1. But the observer is not
aware of all the causal influences on an agentte,vand which of the two
events will actually occur (whether the agent wite for the correct alternative
or the agent will vote for the incorrect alternadivs not known in advance to

the observer.

53 Abstentions are ruled out.
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Precisely how agent competence is interpreted doesnatter for the formal
results, but it is of philosophical interest. lewaddress the question of how to
interpret agent competence we must also addresgustion of how the level
of agent competence is assessed. Edelman (2062)ose three different
interpretations of how randomness enters a CJT indide random model,
pooling model and aggregation model. Each of thetsgpretations takes the
perspective of a social planner or observer, thaomeone who can ‘observe’
the voting behaviour of agents, and who may be ipoaition to make
institutional decisions over which judgement aggtem procedure to employ.
Under the random model, the votes or judgemently/rae like the tosses of a
coin: to say that an agent has a competence Iéygl© 0.6 is to say that there
is some objective randomness in the agent’s va#e. Edelman notes, if we
accept the random model, then if the election wpsated and an agent were to
cast their vote again on the same agenda the agsntvell vote differently this
time. The interpretation of agent competence aghgectively random process
seems inapplicable to the cases addressed irh#ssst If agents are faced with
an agenda with one correct alternative, if agergehgathered evidence to
inform their judgement and then cast their votéine with what they honestly
believe to be the true state of the world, thenweeald expect agents to vote in
exactly the same way every time the elections1sime As the random model
of competence is irrelevant for our purposes, weigaore the question of how

agent competence levels are determined under thieff

> Estlund (2008) and List and Goodin (2001) bothl@ixpthe CJT with reference coin tosses,
but | take it that these explanations are interaldyg as analogies. The coin toss examples are
ideal for explaining the law of large numbers, whimderlies the CJT, even if it is implausible
to think of human agents as objectively random clesvi
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According to the polling model, the particular plerh a group faces is held
fixed but there is uncertainty over which indivitkiavill comprise the group.
To say that agent competencepis= 0.6 is to say that 60% of the wider
population will cast their votes for the correcteahative (and 40% of the
population will vote for the incorrect alternative)f we take random samples
from the wider population to form the voting grothyen there is a 60% chance
that a given agent will vote correctly. As Edelmaotes, this model makes no
assumption that the voters have any informationtsdever about the true state
of the world which generates their judgements. Pphiing model might be
appropriate for non-epistemic social choices, f@meple where a group needs a
collective decision over whether to prioritise edlimn or health spending and
agents merely express their preferences. Howenethe epistemic social
choice problems considered in this thesis the qplinodel is inapplicable and
we can again put to one side the question of hoentagompetence levels are

determined.

According to the aggregation model, the compositibthe group is held fixed,
but there is some uncertainty over the particulablem the group will face.
To say an agent has a competence leved; &f 0.6 is to say that, of all the
problems in a suitable reference class that agasdsf the agent gets 60% of
them right. If it is possible to tell what the érgtate of the world is (after agents
have cast their votes and independently of theababioice outcome) then it is
possible to determine the competence level of agemtere a social planner
need only determine the long range success of @cyar agent at casting

correct votes to determine that agent’'s competdéenel. For a judge on a
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panel, for example, we might determine their corapet level by determine the

proportion of their judgements that were overturoacgppeal.

The interpretation of agent competence that | ackwathat of the subjective
assessment of a social planner, is consistentEdéiman’s aggregation model.
Furthermore the aggregation model of agent competseems most relevant to
the epistemic setting in which the CJT is appliddowever, the aggregation
model requires some expansion. The aggregatiorehasdcurrently presented
does not, as Edelman claims, provide an accounhosi the information

dispersed in the judgements of individual agenf®iled or aggregated into the
social choice. Just as in the pooling model, itaaceivable with Edelman’s
interpretation of the aggregation model that thees®f agents are determined
by entirely non-informational causes. The fact @ua agent votes correctly in
60% of cases does not mean that the agent hasvedcéiuth-conducive

information that makes them vote for the correttrahtive in 60% of cases,
and misleading information that means the agenesvahcorrectly in the

remaining 40% of cases. It could be that the agasts their vote exclusively
in line with their preferences (their preferredeattative happens to coincide

with the correct alternative 60% of the time).

By considering how the social planner might deteenthe level of agent
competence, we can see how judgement aggregatiocequres such as
majority rule can actually operate as informati@olpng mechanisms. A social
planner might determine the competence level ohtsgey assessing the agent’s

long range frequency of voting for the correctraiédive in a suitable reference
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class of problems. However with this approach weefthe problem of
determining what a suitable reference class is. ekample, how do we assess
the competence level of a particular judge on aptrat is about to consider an
important murder case? Do we look at the proportibtheir career decisions
upheld? Or do we look at the proportion of theicentdecisions upheld? Or
do we consider the proportion of their decisionsmuarder trials that were
upheld? Whichever approach we take, there remdiasrisk that the next
murder case the judge faces is nothing like theipus cases they have faced
and so the judge’s previous performance is notliabte indicator of future

performance.

There are two further ways (other than assessidptig range performance of
agents) in which a social planner might assescdohgpetence level of agents.
Ladha (1992) explicitly talks of majority rule asreechanism to “...assimilate
decentralised information about the alternativgs.619). In Ladha’s example,
a group has to decide whether the bias on a candh that the probability of
heads is 0.6 or 0.3 (one of these is the true statbe world). Each agent
privately observes a certain number of tosses efcthin before casting their
judgement as to the bias of the coin. Edelmareifmeting Ladha) states that
“...his [Ladha’s] description is essentially that wfy aggregation model in
which the issues correspond to the private infoienagotten by each voter
from the flipping of the coins.” (p.335). Howevéidelman’s interpretation is
misleading. The private set of coin tosses obskhbyeeach agent means that
each agent receivesdifferent set of evidencdeach agent faces tiame issue,

namely determining the bias on the coin. A moreueate interpretation of
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Ladha’'s example is that the social planner will Hee set of coin tosses that
each agent observes. But neither the agent nosdtial planner can predict
whether the set of coin tosses witnessed by thetagé be representative of
the coin bias or ndt The randomness enters the model, not becauseake-
up of the group is uncertain or the issues themfaaes is uncertain, rather it is
uncertain whetherthe evidence itselfis misleading or truth-conducive.
Nevertheless, this interpretation of competences daeount for why majority
rule (among other judgement aggregation proceduaes) as information
pooling mechanism. Both the agent and the sotaaner are aware of all the
information that generates the judgements of tlemtsg(the private sets of coin

tosses), and which is then pooled in the sociaiceho

A second way in which a social planner might assesscompetence level of
agents is if they observe the evidence that antageeives, but are uncertain
how this will influence the way in which the agerdtes. This uncertainty
might occur because the social planner is unawfatieeoother (non-evidential)

factors influencing an agent’s vote, or becausestagal planner is aware of all
the factors influencing the agent’s vote but iswae of how these factors
interact in an agent’'s internal deliberation. Thigerpretation of the

randomness in an agent’'s vote seems most natuagpiy to the social choice
problems that are the concern of this thesis. éxample, a detective might
know that a defendant is guilty of murder. Theedgve knows the evidence

that was put to the jury. However the detectivesdoot know how the jury will

%5 Again, by the law of large numbers, if the setoih tosses observed by the agent is large
then the average number of heads will tend to g alese to the actual bias of the coin. But if
the set of coin tosses observed by the agent i, stigless likely to be close to the actualbia
of the coin.
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interpret the evidence and how compelling the extdewill be in determining
the jurors’ judgements. Similarly, a political mlih may know which
presidential candidate will create the most J8bsThe pundit may also know
(or at least have some idea of) the informatiorerohave received about the
candidates. However, the pundit does not know timwoters will make use
of this evidence when deciding how to vote. Ag#&ecause the social planner
in these examples can see some of the informatispesed among the
different agents in the group it makes sense to aéljudgement aggregation

procedures pooling this information into the sociabice.

If the aggregative model of how to interpret agemmpetence is expanded to
allow for the social planner to be aware of somenrat all of the information
influencing an agent’'s vote, then the secondarystiue of how the social
planner determines the value of an agent’'s competeobecomes more
important. On the one hand it seems entirely pibdeido suggest that a social
planner could assess the competence of an agept &.6 if the social
planner can see the evidence the agent has receivdubre is subjective
randomness in the votes of agents (competence i an0) precisely because
the social planner is not certain how the agent vate. On the other hand,
different social planners witnessing the same agadiving the same piece of
evidence may come to different conclusions as tatwiine competence of the
agent is. This issue is significant and too broadddress here. However, |
will gesture in the direction of a solution. As deds of consensus formation

such as the Lehrer - Wagner model imply, provided the social planners can

%% Let's suppose, for the sake of the argument,ttrebbjectively correct alternative in a
presidential election is the candidate who willatesthe most jobs.
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share their judgements as to an agent’s level ofpetence, and provided that
each social planner respects the view of everyasptanner then eventually all
social planners will agree on what the level ofagent’'s competence is given

the information the agent has received.

If an agent is to vote for theorrectalternative the agent must have some causal
factor which makes them vote for the correct atiéue. For the observer to be
justified in the assumption that the competencaroagent i9.5 < p; < 1, the

social planner must be aware of some of the cdas#brs that influence an
agent towards voting for the correct alternativaet bot be aware of all the

causal factors influencing an agent’s vote.

A taxonomy of causal factors

The causal factors influencing an agent’s vote Wél many and varied. An
agent may vote for a particular alternative for 4oognitive reasons, for
example they may just have a gut instinct thatréiquaar alternative is correct.
Environmental factors may also have a causal infteeon votes. For example,
poor lighting may make it difficult for a voter tead their ballot paper. Losing
the World Cup may make the voter more pessimistiewthey cast their vote.
The background of an agent may have an influencamoagent’s judgement.
For example, an agent with degrees in mathematicscience will develop

skills that mean they are very likely to vote ftwetcorrect alternative in a
mathematical problem. An agent who lacks a foretkication in mathematics

would be less likely to vote correctly in such algem.
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Often the causal factors influencing an agent'sswetll be informational in
nature. Casting a vote involves expressing a jondge as to the correct
alternative. This is an inherently cognitive aityiwvhich will be influenced by,
inter alia, what the agent has seen and read awlisied with their friends,

combined with what they have learned over the @afsheir life.

It will help to develop a taxonomy of the typesoafusal factors that influence
an agent’s vote. We can take as a foundationatkenbmy provided in Dietrich
(2008) where distinctions are drawn between thelemtial/ non-evidential,
common/ private and truth-conducive/ misleadingtdes influencing agents’
votes. In particular | want to place emphasis ba importance of non-
evidential, private, truth-conducive causal factoréorming the competence of
agents while still preserving some notion of indefence. | also want to
emphasise that while the competence of agentsdirtie they cast their votes
is of primary concern, we may also be interestethow the competence of

agents develops over time.

Evidential/ non-evidential factors

It should be relatively easy to draw a line aroundjiven set of evidential

factors. They are "...generally observable fact$ sli@port the correctness of
an alternative including the specific nature of #iéernative ...and several
observable events" (Dietrich, 2008, p.4). The entdhl factors can also be
interpreted as the indirect causal relatives ofstlage of the world. So in a jury
trial, if the true state of the world is that thefehdant is guilty of murder, the

evidence such as fingerprints left at the crimenecéhe DNA evidence and the
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witness statements are all indirect causal descendd the act of murder and
they all indicate which alternative (guilt/ innooe) is correct. In addition, the
receipt for the purchase of the murder weaponsge al causal relative of the
state of the world, given that the purchase ofvikapon was one of the causal
factors leading to the act of murder Note that evidential signals are mlirtect
causal descendants of the state of the world, lsecan agent has direct contact
with the state of the world. An agent’'s contacthmthe state of the world is
mediated via chains of causes. For example, seppesdefendant placed their
fingers on the knife they used in the murder anapped it as they left the
scene. A police officer later found the knife aradefully placed it in a bag. It
was taken to a crime lab where a technician cdyefiusted the object and
lifted off a complete image of a fingerprint. Thasidence was then compared
with a background database of fingerprints to fandnatch with the suspect.
This information was finally placed before the jatythe trial. Although a juror
has access to this piece of evidence, which wasecholy the state of the world
(the act of murder), the evidence does not proadiirect causal link to the
state of the world as the juror only receives thiglence via a long chain of

causes.

Non-evidential factors are any causal factors oragent’s vote that are not
evidential. Non-evidential causal factors carry infbormation as to which
alternative is correct and are not causal desceésddrthe state of the world.

"One may regard non-evidential circumstances awiadhat affect whether

*’It is important to note that | class causal reksj and not just causal descendants, of the state
of the world as evidential factors. The purchasthe murder weapon was a cause of the act of
murder and not a causal consequence of the actimfan But information regarding the
purchase of the murder weapon does indicate wkdttle state of the world (guilt or

innocence) is.
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voters observe evidential circumstances and howittterpret them." (Dietrich,

2008, p.4). Although non-evidential factors camy information on which

alternative is correct, although they are not galherobservable facts that
support the correctness of an alternative, thewfflect agents in their voting
behaviour. For example, the education of jurorsufth not be considered as
part of the evidential circumstances. The fact thguror happens to have a
biochemistry degree makes it neither more nor ligs$y that the defendant is
guilty, and the fact that a juror has a degreeiatchemistry was not caused by
the fact that the defendant is guilty. Howeverthié trial includes evidence
about DNA traces left at the crime scene, thenfalee that a juror happens to
have a biochemistry degree means that they are hikefg to understand the
evidence and vote for the correct alternative.s lin this sense that the non-
evidential factors may affect the way in which agemt interprets evidential
factors and in doing so influence the way they vofeerming these factors
‘non-evidential’ factors downplays the significacausal influence they can
have. Instead | will term the factors ‘backgrouf@ttors to distinguish them
from the evidential factors that are causal desaetsdof the state of the world.
Background factors include the education of an gdbair life experiences that
affect their decision making, and more general psdns they learn which
help them interpret evidence. Background factadude any non-evidential

factor that has a causal influence on an agentss. vo

The distinction between evidential and backgrouadsal factors is important

for two reasons. Firstly, agents need both typesamsal factors if their
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competence is to be sufficiently high. Secondigré may be different amounts

of evidential and background causes available.

Agents need both background information and evidkergignals for their
competence to be greater than 0.5 in a dichotonuhsce. Evidential
information includes the nature of the agenda agen¢ facing, for example
whether the agents are asked to vote ‘guilty/ nattyy or ‘elephant/ not
elephant’. If agents do not have this basic pigicevidence and instead are
voting on an agenda of ‘x/-x’ or ‘1/0’ then theyveano indication which
alternative is correct and the probability thatytheill vote for the correct
alternative will be 0.5. If agents do have at fessne evidential information,
such as the nature of the agenda, they still neeldast some appropriate
background factors for them to make use of theenad. For example, an
agent who does not understand that ‘innocent’sgreonym for ‘not guilty’, or
an agent who does not know what an elephant isdvalsio only have a 0.5
probability of voting for the correct alternativerem if they were told the
content of the agenda. In the absence of backdrodarmation agents will be
unable to properly interpret the evidence. In dhsence of evidential signals
the background information is of no use in idemtifythe correct state of the

world.

For the group as a whole, having a large numbetivarse evidential signals
and having a large amount of diverse backgroundrimmtion are both
important. The larger the quantity of evidence #re@lmore varied the evidence

available to the group, the easier it will be foe group to identify the correct
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state of the world. The larger the quantity andrengaried the background
information in a group, the better the group wiliterpret the evidential
information. Ceteris paribus it is epistemicallytwous to include as many
different agents in a group as feasible; both bseaof the evidential
information they can contribute to the group andadose of the background
factors they can contribute. These claims holdvigex of course that this

information and these factors are non-misleading.

There may be social choice problems where the atrmfuevidence is limited.
For example, in a criminal trial there may onlydemall handful of withesses
to an act of murder. In a Presidential electitve, &mount of information on
which voters can judge candidates could be limtednanifesto documents,
official biographies, and the content of speeches$ @ebates made during the
campaign. In these cases we rely on the larger gfobbackground factors to
appropriately interpret the limited amount of evide. Similarly there may be
social choice problems where the amount of backgtanformation is limited
but the amount of evidential information may be en@ubstantial. For
example, a group of climate scientists may all sisglar techniques and have
similar training. Including more scientists in thup is only likely to improve
their understanding of climate change if these seigntists are able to make

new observations, if they are able to obtain epieaes of evidence.

We can consider the competence of agents in cagénence classes of social

choice problems (including a reference class witt pne specific social choice

problem). The reference class of problems couldraein narrowly or widely,
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and the competence of different kinds of agentbwaily according to reference
class. There may be some agents who have a @ntgishigh level of
competence in a narrow reference class of sociaicehproblems. For
example, a homicide detective may have an extrehiglylevel of competence
at judging whether someone is guilty of murder, aray also have a high level
of competence in the slightly broader referencesslaf criminal cases
generally. However this detective may have a nloater level of competence
at judging who the best Presidential candidateltlsere may also be agents who
have a consistent level of competence over quiimad range of social choice
problems. For example, a five year old child mayéha consistently low level
of competence across a wide range of social chaioblems. Similarly an
individual who has graduate degrees in both phyaicsmoral philosophy may
have such a comprehensive level of education liggthave a consistently high
level of competence across a very broad range @élsohoice problems. In
each of these cases the extent to which an agértave high or low levels of
competence in a narrow or broad reference classocifl choice problem is
largely due to the agent’s background causes. ngdaa broad range of
background information (or background factors mgeeerally) means that an
individual is able to correctly interpret evidemtimformation in a broad

reference class of social choice problems.

We can represent the causal influences on an agen¢sin diagram¥. Note

the causes should be interpreted as instantiabbmandom variables. Figure

%8 Here | follow the same format for causal diagrammployed in Dietrich and Spiekermann
(unpublished a, b) except that here the causeddshetinterpreted as instantiations of random
variables.
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4.1 shows all the causes of an agéntvote and so here the vote of agéntill
be deterministit: the agent will vote for the correct alternativéthveither
probability 1 or probability 0, conditional on tlvauses. In these figures,is
the state of the world;® is an evidential cause ard is a background cause.

The direction of cause is represented with arrows.

Figure 4.1: an example of a complete causal network
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Figure 4.2 represents the causal influences onvthe of agentl from the
perspective of an observer or social planner whaware of (and includes)
some but not all of the causes. Here there is samdomness in the vote of

agentl.

%9 Assuming there are no objectively random causesafgent’s vote.
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Figure 4.2: an example of a causal network, frone {herspective of an

observer.

Truth-conducive and misleading causal factors

Any causal factor, be it evidential or backgrouodn either be misleading or
non-misleading. This distinction comes from Digtr(2008). It is important to
stress what is meant in this thesis by these ter&snisleading factor is one
that will tend to make an agent vote incorrectlgq@ase their competence). A
non-misleading or truth-conducive factor is onet thdl tend to make an agent
vote correctly (increase their competence). Mdileg factors can be evidential
(such as planted DNA evidence) or non-evidentiatifsa head cold souring a
juror's mood). Non-misleading/ truth-conducive ttas can also be evidential
(such as actual DNA evidence left at the crime sd®nthe perpetrator) or non-
evidential (such as a juror's degree in biochem)jstr A summary of the
taxonomy of causal factors influencing an agentigevs provided in the figure

below:
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Figure 4.3: a summary of the taxonomy of causabfacinfluencing an agent’s

vote.
Evidential signals Truth-conducive
Misleading
Background factors Truth-conducive
Misleading

Acquiring causal factors, and updating competence

No evidential signal and very little in the way wbn-evidential background
factors will be possessed by agents a priori. #&geannot have information
about the state of the world without having contaith it. Agents may have
some non-evidential information innately, but afgyanost of the background

information agents possess comes from them leaovagtime.

Over time agents obtain non-case-specific backgrdantors, either through
formal education or more generally from their exgaces over their lifetime,
which can influence the way they make later densioWe can define the prior
competence of agentg;, as the probability of an agent voting for thereot
alternative given their current set of backgrouadtdrs but in the absence of
any evidential factors whatsoever. This represtr@scompetence of an agent
at a time before they have considered the spesdaal choice problem and
more particularly before they have discovered thatent of the agenda. If we

accept that in the absence of any evidential factenatsoevéf agents are

% Including the absence of even the details of genda agents are facing. Here we are
applying the Principle of Insufficient Reason.
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neither more nor less likely to vote for the cotraternative, then it is plausible
that the prior competence of an agent in a dichot@nchoice situation is

pY = 0.5.

The competence of agents will vary as they receexe causal factors. We can
term the competence of agents after they receileaat some evidential signal
(such as the details of the agenda) the agent®mpascompetence and we can
apply a time index to the competence of agents.ekample the competence of
an agent at time1,2...t is p}, p?, ...,pf. Formally we can state the posterior
competence of an agehtt timel asp;} = Pr(v; = x|x, c?,c$), wherec? are
the prior background factors of agénaindcs is an evidential cause such as the
content of the agenffa Agents can receive additional information (orreno
generally can be influenced by additional causaltofs) once they have
received an initial evidential signal (such as domtent of the agenda). For
example, if an ageritsubsequently received a further background caligeen
their revised competence would pg = Pr(v; = x|x, b;, c¢,c2). If the agent
then received a further evidential signg&lthen their revised competence would

bep? = Pr(v; = x|x, b;, c¢,c2, cf).

The more causal factors that are conditionalisedtlus less randomness there
will be in the vote of the agent, conditional oregk factors and the state of the
world. In the limit, if all causal factors of agent’s vote are conditionalised on
there will be no randomness in the vote of the tigad he or she will vote for

the correct alternative with probability 1 or O.

81 pl is also conditional on the state of the world.
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Consider two examples of how agents’ competencidls vary over time.
Firstly suppose the social choice involves choosihg next Presidential
candidate, where the correct alternative is thelicate who will be best at
managing the economy. At timg an agent may be told the date of the
Presidential election and be told who the Republanad Democratic candidates
are. At timet; the little evidential information agemthas, combined with their
prior background information, means they will haawegosterior competence
strictly greate¥ or less than 0.5. Subsequently (at timeagentl watches a
Presidential debate where a candidate claims dlaaring taxes for the wealthy
will stimulate economic growth. This is an evidahtsignal, a piece of
information which indicates which of the candidatesuld be best at managing
the economy. The agent who receives this signalldcsubsequently (at time
t3) consult economic textbooks to see whether thiersient of the candidate
withstands scrutiny. The economic literature assgsthe impact of tax cuts on
economic growth is a background factor; it doesduactly imply which is the
better Presidential candidate on the agenda, hawavegent who gains this
background information will be better able to ipiet the evidential signal
from the debate. If the economic literature doeply that cutting taxes
increases growth then this indicates the candidats have some economic
proficiency and so is likely to be the best cantiida Alternatively, if the

literature implies that tax cuts do not increaseagh, then the candidate either

2 pl > 0.5 if the information regarding the agenda is acaueatd agent has truth-conducive

prior background information, for example, that @ematic candidates tend to manage the
economy bestp! < 0.5 if the agenda information is accurate but the aigas misleading prior
background information, for example, that Repulricandidates tend to manage the economy
best.
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doesn’t understand economics or is dishonest. eEway, the fact that the
agent sought out and received extra backgroundorfacimeans their
competence, their probability of voting for the remt alternative, has increased

in this casg’,

Similarly in a jury trial, the jurors already knatve defendant is charged with
murder. Given their prior background factors tngdential factor means their
posterior competence at timsg will be strictly greater or less than 0.5. For
example, jurorl may already have the truth-conducive backgrourmM@dge
that most murder suspects are guilty and this factombined with the evidence
that the agent is on the jury for a murder triakams jurorl’s initial posterior
competence will bep! > 0.5. A different juror 2 may have misleading
background experiences that lead them to disthestpblice. As such their
background factor, combined with the evidence thay are sitting on a jury
trial, means their initial posterior competence |wile pi < 0.5. The
background experiences of jurdrmean they are less likely to vote for the
correct verdict. Later in this trial the proseautaay introduce a new piece of
evidence, such as the fact that the fingerprintdhefsuspect were found at the
crime scene. The defence lawyer may also introdencge background
information, such as the testimony of an expertn@gs who argues that
fingerprint evidence is misleading. The competenicihese agents (the jurors)
will vary over time as they receive more evidentialormation and more

background information.

% For example, hearing a candidate state that Iogesixes for the wealthy will stimulate
economic growth may be a misleading piece of evidere. it increases the likelihood an agents
will vote for the incorrect candidate (the candaatho makes the statement). However,
receiving the background information from the eauimtextbook allows an agent to see that
the statement from the candidate is misleading.
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As noted above, causal factors, be they evidefattabrs or background factors,
can be misleading or non-misleading/ truth-condeiwcivihe time-indexing of

agent competence levels allows us to articulateerolwarly the misleadingness

or truth-conduciveness of causal factors. A caissabrc,,, received at time

t+1

t + 1 is misleading ifof > pf*t. For example, if jurors hear an expert witness

who wrongly suggests that DNA evidence is infadlibtheir competence may
decrease. A causal factor is truth-conducivefi pf**. For example, if
jurors are presented with more true evidence tbditianal fingerprints were

left by the defendant near the crime scene thes thay increase agent

competence levels.

How agents update their competence, how they tngheir prior competence
into posterior competence given background andeewidl causal factors, is
open to debate. It seems plausible that the dtreoya causal factor (and
whether it is truth-conducive or misleading) witmgkend on the combination of
information an agent has, both in terms evidengighals and background
information. For example consider again two ageatlay person with a basic
science education and a professor of chemistry, @beive the same evidential
signal regarding climate change. If the evidensighal points to the correct
state of the world, then the background informatimin the professor of
chemistry (all that they have learnt during theiueation and years of research)
allow them to extract significant gains in competrout of the evidential
signal, meaning their posterior competence mayige. hThe lay person may

have a much lower posterior competence given thmeesavidential signal
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because they lack the background factors requiveshterpret the evidential

signal appropriately.

It also seems plausible that signals have decrgaserginal contributions to
competence. So if agents have competence cla@& tany causal factor will
have a significant impact on that agent's posteaonpetence. If competence is
closer to 0 or 1 then further additional signalsyrhave less of an impact. For
example, the first witness a juror hears may caevithem to vote (correctly)

for guilt. The 41 witness may have less of an impact on a juror.

Although the competence of agents will vary overdj it is the competence of
agents at the time when they cast their votes rtiadters for the aggregation
procedures. However the model of the competen@geits, indexed to time,
is important for two reasons. Firstly it is moealistic than the static model of
competence implied by current aggregation accourfsecondly, it will be

important later in the thesis where | provide a elaaf how agents search for

the evidential and background factors to geneledie tompetence.

The distribution of competencies in a group depemtdshe competencies that
different agents develop, which in turn depends tbe evidential and

background factors that individual agents receifiewe can account for how
different agents obtain evidential and backgrourfdrmation, we can account

for the final distribution of competencies withimetgroup.
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Independence

The independence of agents, the probability thabgent will vote for the
correct alternative given the vote of another agentimportant for some
aggregation procedures. Informally, independemtations capture the extent
to which agents will tend to vote in the same wayemd to vote differently.
Formally, agenti is independent of agertif p; = Pr(v; = x|x) = Pr(v; =
x|x,v; =1) and p; = Pr(v; = x|x) = Pr(v; = x|x,v; = 0). If agents are
independent then the fact that one agent votestairtevay makes it neither
more nor less likely that a second agent will viate the correct alternative,
given the state of the world. | have argued that grobability that an agent
votes for the correct alternative is determinedthy evidential signals they
receive combined with the background factors theyeh If two agents share at
least some background or evidential factors thelependence will not hold,
conditional just on the state of the world. Foamyple if the shared factors are
truth-conducive then the fact that one agent vatesectly increases the

probability that the second agent votes correctlg. Pr(v; = x|x) <
Pr (vi =x|x,vj ={(1)) Examples where shared evidential or background

causal factors will impact on independence relatiare shown in figure 4.14 a,
b and c. Common or shared factors are shaded“gréy figure 4.14a agents
share an evidential factor. In figure 4.14b ageht&re a background factor. In

figure 4.14c agents share both evidential and rackgl causal factors.

% This again is in line with the convention employedietrich and Spiekermann (unpublished
a, b). However in my diagrams the causes shouldtbgreted as instantiations of random
variables.
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Independence can be secured, even if agents shiawe evidential signals or
background information, if we conditionalise on atusal factors held in

common. So in our three examples independen@eiged as follows:

a) Pr(vy = xlx, ¢f) = Pr(vy = x|x,¢f, v, = {é);

Pr(v, = x|x,cf) = Pr(v, = x|x,¢cf, v, = {(1))

b) Pr(v, = x|x,c?) = Pr(v, = x|x,c%,v, = {

Pr(vz = x|x, cé’) = Pr(v, = x|x,c2,v; = {

C) Pr(vl = X|x, Cle, Cg) = Pr(vl = X|x, Cflcg;vz = {(]5)’

1
Pr(v, = x|x, ¢, c}) = Pr(v, = x|x,cf, b, v, = {0)

If independence holds after we conditionalise ommmn factors then there
remains a concern that conditionalising removesrafidomness from the
subsequent votes of agehits The probability of agent voting correctly
conditional just on the state of the world may lbeager than 0 and less than 1
i.e. 0 < Pr(v; = x|x) < 1, but the probability of ageritvoting for the correct

alternative given the common factors may be eitieror 1 i.e.

0

Pr(v; = x|x,¢f;) = {1. By conditionalising on factors we capture a# trausal

influences on an agent’s vote and remove all stibpancertainty as to how an

8 A concern noted by Dietrich (2008).

169



agent will vote. This lack of randomness in thexdibonal competence of
agents poses a problem for some of the aggregatiocedures. In some
aggregation procedures it is epistemically deserabbr agents to vote
differently. For example, in majority voting if eragent votes for the wrong
alternative it is desirable that another agent ¥éoe the correct alternative. If
the conditional probability of the second agentingtcorrectly given the
incorrect vote of the first agent ip; = Pr(v; = x|x,v;) =0, then the
probability of a correct majority verdict will n@hange as group size increases.
For agents to be conditionally independent, whelaining some randomness in
their votes, the agents must have some evideniggdals or background
information held uniquely or privatéiyby them, which is not conditionalised
on”’. In the examples shown in figure 4.14, the vatkagents in (a) and (b)
retain some randomness after conditionalising anroon factors because we
are aware that each agent has some private caastird that are not
conditionalised on. But in 4.14c, after the comnfiactors are conditionalised

on there may be no randomness in the votes of agamte the agents may not

hold any causal factors privately.

We can summarise the revised taxonomy of informaticdhe figure below:

% Again the distinction between public and privatetbrs comes from Dietrich (2008).

" The interplay between competence and independsrciiressed again in chapter 7.
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Figure 4.5: a revised taxonomy of causal factors.

Public/ common Private
Evidential Truth-conducive Truth-conducive
signals Misleading Misleading
Background Truth-conducive Truth-conducive
factors Misleading Misleading

It seems implausible that in real world social cleoproblems every agent
would have identical background factors and ideh&wvidential signals, and so
the votes of agents will always be independent itmm@l on the common

factor$®. Within a group of agents there may be smalltehssof agents with

nearly identical factors. For example, a subgrotigagents who went to the
same school, studied the same subjects at univeasitl entered the same
profession will have very similar background fastand as such will interpret
evidential signals in similar way. The selectiodhgooup members from the
wider population needs to be careful not to captlusters of similar agents. |If,
for example, a jury is comprised of individuals lwihe same background then
they will do no better than a single juror at cothginterpreting the evidence

presented to them and arriving at the correct eerdi

% Not even identical twins raised in the same hoolsehave identical vote-determining causal
factors, since they will have at least some diffieexperiences during their life which will
impact on their votes.

171



Transparency

Following the definition provided in chapter 2, goetence is transparent if
every agent knows the competence of every otharttagel they know that they
know the competencies. Competence is opaque iitag#o not know the
competencies of other agents and they know thay tle not know the
competencies. We could also interpret transparé&ooy the perspective of the
social planner or observer. Competence is trapgpdrthe social planner can
see the level of competence of all the agents,cantpetence is opaque if the
social planner cannot see the level of competericallothe agents. The
transparency of competence will be a contingentenaih some social choice
problems competence will be transparent; in othmgias choice problems
competence will be opaque. Here | present threeitons under which
competence will plausibly be transparent. Firdtityere may be cases of 'zero-
knowledge proofs', where agents can communicate ldnel of competence
without sharing evidential signals. For exampleah prove that | know the
phone number of a friend simply by giving the fdeancall. | don't have to pass

on my evidence (the friend’s phone number) in otdgegrove my competence.

Secondly, competence may be transparent becausge is aware of the
specific evidential and background factors thategate their competence and is
able to show these signals to other agents. Adtergly, competence may be
transparent because a social planner is aware eosplecific evidential and
background factors that generate agent competendtes example, an agent

may have a high competence at judging the timehefr tflight departure
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because they have a ticket with the departure pim¢ed on it. They can show
this ticket to their friends to prove they know theparture time. Note that this
type of transparency can involve the sharing ofdtlential signals between
agents, with a corresponding impact on independezlagons. This associated
impact on independence may or may not have an impache epistemic

performance of the group depending on the agg@yatiocedure employed.

Finally, competence may be transparent when ageatable to establish their
competence via their long range success at saleittencorrect alternatives in a
suitable reference class of social choice probleRm. example, an agent might
have made the correct prediction in 9/10 of recwttonal elections, and as
such would be expected to be highly competent edipting the winner of the
next election. The competent agent can communtbaie competence without
sharing their evidential signal, in that they caovde proof of their previous
success without showing on what grounds they wakentheir next prediction.
However this method of communicating competenasiscompletely reliable.
There is a risk that future elections are not ltkevious elections and so the
previous performance of agents might provide naifjaation for their future

performance.

The next two chapters will consider search procesilsy which groups of
agents find vote-determining causal factors. Weghmuse the notion of a
search procedure here to draw a distinction betwleersecond two notions of
transparency of competence. If competence ispaent because agents can

show the causal factors generating their leveloofijgetence then this is ex post
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(after search) transparency of competence. Howekecompetence is

transparent on the basis of an agent’s long rangeess at selecting the correct
alternatives in a suitable reference class of satiaice problems, then we are
employing an et ante (prior to search) notion cdrdagcompetence. Here the

competence of an agent is the expected ex post etemge of an agent,

formally: pf =Y,

_ b :
¢ Pr(c; )(Pr(v; = x|x,c{,c; ), wherec, is a causal factor

that may or may not be discovered by an agent.

Importantly, if competence is transparent, themgggé or a social planner) will
be able to select the aggregation procedure thgttimal at tracking the truth.
If competence is transparent, if the evidentiahalg can be shared, and if the
background information of agents is roughly equenal then agents should all
be in agreement as to the correct alternative Badley 2006). If instead
evidential signals cannot be shared but competsngene the less transparent
then the group is still able to make institutiomkdcisions to maximise the
probability of a correct verdict. If, for exampl®any agents have competence
greater than 1/2, weighted majority rule will bee tloptimal aggregation
procedure. If, on the other hand, only one agex#t high competence the
optimal aggregation procedure is to make the hhgretence agent the expert

dictatof®.

Now that we have an explanation of how the caumetbfs received by agents
generate their competence, independence relatimhdransparency, | will set

out some examples of causal networks to show tipe t9f judgement-

% Strictly speaking weighted majority rule is equérs to expert dictatorship where only one
agent hap; # 0.5.
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generating factors they produce and the type ofggotent aggregation

procedure that would be appropriate.

Examples of causal networks and their impact on copetence and

independence

Note that in the following examples we will assuthat all causes (evidential
and background) are truth-conducive/ non-misleadibgless stated otherwise
the diagrams do not represent all the causes,tbhoBe causes the observer or
social planner is aware of. The causes shouldtegpreted as instantiations of

a generating random variable.

In figure 4.6 below we have the perfect setting f@jority rule. Each agent
(represented by the votes, v,, v;) has an evidential cause and a background
cause. For example, voter 1 receives evidentiabf&; and background factor

C2. Each cause is private; no cause is shared bysage
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Figure 4.6: a causal network where each agent hagafe background and

evidential factors.
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In figure 4.7 there is only one evidential causacwhs shared by all agents.
However, each agent has a private background agitisevhich to interpret the
evidence, so the majority rule would still be anprpriate aggregation

procedure. This example models a jury trial.

Figure 4.7: a causal network with common eviderin4, private background

factors.
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In figure 4.8 every agent has the same backgroacimifs, but different agents
receive different pieces of evidence. Here majoribting would be an
appropriate aggregation procedure. An exampléisftype of causal network
might be where a group of climate scientists aWeh&entical background
education and training, but are able to make differ experimental

observations.

Figure 4.8: a causal network with common backgrodactors, but private

/C?\
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N

In figure 4.9, agent3 receives all the information available. The only
information1 or 2 have is already possessed by agentf these represent all
the causes then the conditional probabilityladr 2 voting correctly given the
vote of3 will be 1 or O i.e. there is no randomness inrtpebbability of voting
correctly, conditional on common factors. In tlesample, it may be more
appropriate to makg the dictator rather than rely on majority votimyoelving

all three agents. This is provided of course #gwnt3 can prove to the others
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(of the social planner) that she knows somethimy tfon’t, that she can prove

her competence is the highest in the group.

Figure 4.9: a causal network where a single ageaeives all the information.

Finally, figure 4.10 will be more typical. Herea¥y agent has four causes, two
evidential causes and two background causes. &geht has one evidential
and one background cause in common, but becaugddve private evidential

and background information, majority rule can aggte the information.
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Figure 4.10: a causal network with both private acodmmon evidence and

background factors.

Summary

This chapter has focussed on how the inputs to eomdgt aggregation
procedures form. It was argued that whether coemget is transparent or not
depends on contingencies in the circumstances dfcpiar social choice
problems. An agent will have competenge> 1/2 if they receive evidential
signals and if the combination of evidential andKgmound causal factors
influencing their vote are overall truth-conduciv&he votes of agents will be
independent (and have some randomness), conditmnabmmon factors, if
agents have at least some causal factors influgnio&ir votes (either evidential

or background) that are held privately by them.

But agents do not have evidential and backgrouatbfa a priori. To complete
the justification of aggregation procedures ashttricking mechanisms we

need to show how it is plausible that individuakmig within a group will
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identify evidential and background factors and tibay will identify factors not
held by other agents. In chapter 5 | present &mgémodel of a group search
procedure by which agents can search for and igenltjects. These objects

could be the truth-conducive pieces of backgrourievidential information.
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Chapter 5: Group search procedures.

This chapter provides a general framework for shaptocedures involving

groups of agents. A single agent searching foohject of interest may only
have a small probability of finding it. But if veanploy a group to search for
the object the probability that at least one of gneup members will find it can
be significantly higher. There are two differencisl epistemic mechanisms
behind the epistemic performance of a group segsobcedure. Firstly,

increasing the number of agents can increase tmebeu of locations visited by
the group. Secondly, increasing the number of @ge&an increase the
probability that the object at a particular locatiowill be recognised by a

member of the group.

| present a theorem that states under certain agsioms the probability that a
group of agents will identify a particular objed increasing in group size and
in the limit tends to certainty. The assumptiohshe theorem are modified to

produce extensions of the theorem.

| then develop a model of a group search procediiavestigate the dynamics
of group search. In the model there is a set oétions, one of which contains
the object of interest. Individual agents engageisearch for the object by
moving from location to location. The locationsagent visits are determined
by four agent-specific variables: the agent’s mlitpartitioning of the search

space, the convention the agent employs for ordetie locations, the start
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point of the agent’'s search and the agent’'s sedretiristic. The objects an
agent finds are determined by the locations thenagesits and the agent’'s
capacity to recognise objects at those locatiotighere are differences in the
locations visited by agents and / or differencestha ability of agents to
recognise objects then as group size increaseprtbigability that a member of
the group finds the object of interest increasesl am the limit reaches

certainty.

The model of the group search is reproduced in ¢benputer program
‘NetLogo’ and subjected to simulations. The resoltthe simulations confirm
both the claims of the search theorem and the quneé arguments of the
search model: as group size increases the prolighkain object will be found
increases and tends to certainty. The simulatesults also show the impact
on a group’s search performance of adjusting theeragspecific search

variables. | also present a proof of the theorem.

Search procedures

Suppose someone has lost their car keys. Theyhbmable to narrow down
where they lost their keys to their home. To fthdir keys a person needs to
engage in a search, to move from location to looatid see if that is where the
keys were left. If their home is large it may takeery long time to find the car
keys. And if we limit the time available for theasch, for example if the
person has to be at work in thirty minutes, thds fiossible that they keys will

not be found at all. But as we may know from ownaexperiences, the chance
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of finding a set of car keys can be improved ifinerease the number of people
looking for them. Someone who needs to find thairkeys so that they can be
at work in thirty minutes should ask the other mersbof their household to
help search for them. Provided that each houseamelshber has at least some
chance of finding the keys, and provided theresarae differences in the way
each agent searches, then a group of people withtbmore likely to find the

car keys than a single individual would be.

A search procedure does not have to be limitedhéo search for physical
objects. In fact many of the more interesting aggpions of a search procedure
apply to objects that are pieces of information.or [Example, suppose a
philosopher is looking for an obscure Wittgensteiference. They may look in
the TractatusandPhilosophical Investigationbut still not be able to locate it.
Their chances of finding the reference will be iomd if they email their
colleagues asking for help. A group of philosoghare more likely than an
individual philosopher to find the Wittgenstein eefnce, provided of course
that each group member has at least some chafficeliofy it (for example each
group member should be familiar with the main wodfsWittgenstein) and

provided there are some differences in the seagbh\bour of the philosophers.

A search procedure can be construed as a functiachvassigns to each agent a
corresponding set of objects. Individual agentyehdheir own search
procedure. A group’s search procedure is comp$éde search procedures of
the individual agents in the group and the sucoéssgroup at finding objects

depends on the success of the individual searcteguves. A group search
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procedure allocates subsets of objects from thad satarch space to individual

members of the group.

Figure 5.1: search procedures.

Input (agents, objects)

Search procedures

Output (agent\ object groupings)

The epistemic advantage to including agents instbach for information has
been investigated, for example, by Kitcher (19993) who provides a model
under the title of a ‘division of cognitive labouwd account for how different
individuals in a scientific community spread thetmes out over different
possible avenues for research. Recently Weishaighauldoon (2009, 2011)
have produced a model that more explicitly captbab the search involved in
a division of cognitive labour, and the spatialegpf a search. Weisberg and
Muldoon have shown how it is epistemically desieabfrom the groups’
perspective, to have a mixture of ‘maverick’ analldwer’ agents in the search
for successful scientific approaches. The maveaigknts strike out on their
own, away from the research of others, to find aede areas of epistemic
significance. Follower agents move towards thealisries of other agents and
help fully exploit the areas of epistemic significa identified by maverick
agents. Hong and Page (2004) also produce a Ispai@el of group search

behaviour. Through proofs and computer simulativey show that ‘diversity
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trumps ability’, that a group with varied but supticmal search heuristics will
outperform a group with optimal but similar seatoturistics. The intuition
behind their surprising result is roughly that there varied a set of search
heuristics, the more thoroughly a search spacebwilhvestigated and the more

likely it is that the objects of interest will beéentified.

The aim of this chapter is more modest than thaseased in the papers above.
| am not attempting to provide an analysis of thetimal institutional
arrangements for certain search problems (althdhghis a very interesting
area for future research, and should be possiblenghe framework | set out
later in this chapter). Instead the aim of thiaptler is to make the case that in
search problems, ceteris paribus, it is epistefyieavantageous to include as
many diverse agents in a group as possible. Hssltrcan subsequently be

applied to solve problems in epistemic accountdenfiocracy.

Search Theorems

There are two distinct possible explanations fow lsearch procedures allow
groups of agents to find objects that may be misseddividual agents. These
two explanations depend on how the differenceshan gearch behaviour of

agents are interpreted.

Suppose the group of philosophers is searching Thactatus for the

Wittgenstein reference. On one interpretation leé differences in search

behaviour, one agent will search point 1, whileiffetent agent will search
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point 2, a further agent will search point 3, amdom. The diversity in the
locationssearched by different agents in the group meanatlggoup of agents

as a whole find objects missed by individual agents

Suppose instead that each agent in the group tfgoiphers searches the entire
contents of théractatus from point 1 to point 7. One agent may read poin
4.012 and falil to take in its significance. A sedagent also reads point 4.012
but again does not recognise it as being importaathird agent reads point
4.012 and does recognise its significance. Thierthy abilities of agents to
recognisean object at a particular location mean that aigrof agents as a

whole find objects missed by individual agents.

Similarly with the example of searching for car &ethere are two explanations
as to why a group will be more likely to find thardeys than an individual
agent will be. Firstly, there may be diversity time locations searched by
agents. If time is short and a single agent cdy search part of the house for
the car keys then as we increase the number oftsagee increase the
proportion of the house that is subjected to ackeaiSecondly, there may be
differences in the ability of individual agentsrecognise the car keys. Some
agents may miss the car keys even if they visitrdwan where the keys are
located. If all agents search the same locatiotise house then, although some
of the agents may fail to recognise the car keigsiths no impact on the ability
of subsequent agents to recognise the keys, antheaswumber of agents
increases the probability that at least one of thgthfind the car keys also

increases.
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In what follows | present a series of theorems tagtture in more formal terms
the two kinds of search procedure. | begin bygmasg the combined theorem
before considering the spatial search theorem aadck recognition theorem

separately.

Combined Search Theorem

Suppose we have a set of obje@tsvhich are the subject of search. may be
known by agents (for example the car keys are kntonvexist); or0O may be
unknown (for example, agents searching for the @¥itstein reference may not
be aware of all the utterances of Wittgenstem).€ O represents an individual
object from the set of all relevant objects. Weoahave a set of agents

i,jk, .., €N.

We have a finite set of locatiois [, € L represents a particular location from
the set of all locations. Each location is atorar@ cannot be divided into
smaller locations. The set of locatiah€an be divided into jointly exhaustive
subsets of location% Each of these subsets of locations are visiyedifferent

agents and are indexed according to the agentsinamL;, ... € L.

Each object occurs at a particular location. Thapping from the set of all
objects to the set of locations is - initially -kimown to agents in the group. For

example,l, represents the location of objest but the subset of locations

Ly, Ly, ... € L in whicho; occurs is unknown initially. We might think &f as

® The subsets of locations can, in some circums&moatain only a single member (a single
location).
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a random variable (epistemically speaking) withn&arm distribution onl so

that eacH € L is equally likely to contain; .

If an agent moves to the location of an object dgent will have a certain

probability of recognising that object.

We will consider the special case in which therpist one object € 0O which

is the subject of search. The locatibhof the objecto and the subset of
locations in whichl* occurs are initially unknown to the group. Eadert is
assigned one subset of locations. Being assignatbset of locations means
that an agent visits each location in that subsegpaat of their search for the
objecto. Once the agent moves to a location in their subglocations, they

attempt to identify the objects located there.

We write S; for the evenb € L;. We writeR;|S; for the event that an ageint

recognises the object, given that the object odcuitiseir set of locations.

We will make four assumptions:

Spatial Search Competendeéor each agent, the unconditional probability that

the object occurs in the agent’s subset of locatisruniformly bounded away

from zero by some value and is less than certainty. Formally, foria#t N,

0<a<Pr(s) <1
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Search Recognition CompetencEhe conditional probability that an agent
recognises the object, given the object is in #teo$ locations visited by the
agent, is uniformly bounded away from zero and thas certainty. Formally,

for all ieN,0 <y < Pr(R;|S;) < 1.

Spatial Search IndependencEhe events of the object occurring in the subsets

of locations visited by different agents are indegent.

Search Recognition Independendédie events of different agents recognising

the object, given that they visit the object locatiare independent.

Combined Search Theorem
Given the above assumptions, the probability thgtoaip ofn agents finds the
object is:

* (non-limit claim)increasing in group size; and

« (limit claim)in the limit approaches certairity

The unconditional probability that a group ofagents finds the object is

given by?

n
PE=) Pr(S) X Pr(RIS)
i=1

" This result is driven by the zero-one law, andthetlaw of large numbers as in the case of
the CJT.

2 Note that if the object does not occur in the stib$ locations searched by an agent then
there is no possibility that agent will recognike bbject. More formallyPr(R;|—=S;) = 0.
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According to the combined search theorem, incrgagioup size is always
epistemically advisable (provided the four assuangihold). By increasing the
group size we increase the probability that attleag of the group members
will visit the object’s location (they have at leasme chance of recognising the
object there). By increasing group size we alswease the number of agents
visiting the particular location of the object aswl increase the probability that

the object will be recognised by at least one merbthe group.

The Combined Search Theorem focuses on the searca $ingle particular
object. We can apply the Combined Search Theoceall bbjectso € 0. As
such, as group size increases the total numbemjeicts found should also

increase.

To see the differences in the two types of seardeaquure, it is helpful to

consider the two parts of the Combined Search Hmaeparately.

Spatial Search Theorem

Here we abandon the Search Recognition Competesscengtion from above.
Instead we assume that the recognition competeiagemts is perfect — if an
agent visits the location of the object the agsmfiaranteed to find the obj&tt
We have two assumptions as follows:

» Spatial Search Competence

» Spatial Search Independence

3 The Search Recognition Independence assumptiorbroames irrelevant.
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Spatial Search Theorentinder the above assumptiotige probability that a
member of a group df,2, ..., n agents finds an object of interest is:
* (non-limit claim)increasing in group size; and

* (limit claim) in the limit approaches certainty.

If P& is the probability that some member of a groumadigents finds the

object, then:

n
PE=) Pr(S)
i=1

The initial presentation of the Spatial Search Taeo makes the general
epistemic case for increasing the number of agemtdved in a search. As we
increase the size of the group we increase theapility that at least one of the
group members will visit the location of the objéahd recognise the object
there). The Spatial Search Independence assumgtisures that if the object
does not occur in the subset of locations seartlyedne agent, it might still

occur in the subset of locations searched by ardifit agent.

If agents were to search exactly the same subdetations, there would be no
epistemic advantage to increasing group size, gihenassumption that an
agent will recognise the object if it occurs in théset of locations they search.
It is optimal for the group if each agent searchesxclusive set of locations.
But if the sets of locations searched by agentseactusive then the Spatial
Search Independence assumption will not hold. eéikample, if one agent fails

to find the object (because the object does notirort that agent’s subset of
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locations) it makes it more likely that a differeagent will find the object. We
can replace the Spatial Search Independence assanwith the following

assumption, which captures the exclusivity of agesgarches.

Spatial Search DiversityFor any two agents;:i # j, the eventsS;, S; are
mutually exclusive i.eS; N S; = @. Informally, no agents have any locations in

common and so it is impossible for two agentsnd the object.

Of course the assumption that the sets of locatiieged by agents are
exclusive is quite demanding. If this assumptiaremo hold in practice, then
it would require either a social planner to divige the search space into non-
overlapping subsets; or it would require agentsctmmunicate in the

partitioning of the search space.

The Spatial Search Diversity assumption can be ametk We can allow that
there is some overlap in the locations visited bgras and therefore that the
probabilities of different agents finding the olife@are not independent. The
minimum amount of private search we require frorarag can be characterised

as follows:

Spatial Search Diversity 2nformally, although the intersection in the set of

locations searched by two agents may be non-erapth agent has at least

some locations that they search privatety(U™!' S;) — Pr(U™-, S;) > 0.
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Search Recognition Theorem

Here we abandon the Spatial Search Competence pssanfrom earlier.
Instead we assume that the probability that theeatbpccurs in the set of
locations searched by each agent is cert4intyVe have two assumptions as
follows:

» Search Recognition Competence

» Search Recognition Independence

Search Recognition Theoreffhe conditional probability that one of a group of
agents recognises the object, given the object tke set of common locations
visited by the agents, is:

* (limit claim) increasing in group size; and

* (non-limit claim) in the limit tends to certainty.

The conditional probability that a group ofagents recognises the object at a

particular locationPg, is given by:

n
PE=) Pr(RiS)
i=1

There may be some violations of Search Recognitidapendence. An agent’s
ability to recognise objects could be caused by amyber of factors. For
example, an agent’s ability to recognise Wittgein&equotes could be caused
by the seminars or tutorials they attended whiau$sed on particular aspects
of Wittgenstein’s work. If two agents share someognition ability generating

factors (if, for example, they attended the sanmeisars) then their recognition

™ As such, the Spatial Search Independence assunipimmes irrelevant.
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abilities will not be independent. The probabildf an agent recognising an
object, given that their colleague has recognikedobject, will be greater than
the agent’s unconditional probability of recognggsithe object. However
independence in object recognition ability is seduby conditionalising on

common factors as follows:

Search Recognition IndependenceThe events of different agents recognising
the object are independent, conditional on the abbpeing contained in the

common set of locations and on factors held in comivetween agents.

If Search Recognition Independence is violated\aedise Search Recognition
Independence 2 then in calculations of the proliplof a group recognising
the object we must use the values for agents’ Beaompetence that are

conditional on common factors.

A taxonomy of searches, and trade-offs

We can summarise the three types of search theiortma diagram below:
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Figure 5.2: a taxonomy of search mechanisms.

Search Recognition

Yes No
Spatial Yes Combined Spatial
Search Search Theorem Search

Theorem
No Search N/A
Recognition
Theorem

The two mechanisms driving the epistemic perforreasicthe Search Theorem
are, firstly, that different agents visit differedcations (Spatial Search
Theorem); and, secondly, that different agentd W same location but have
differing abilities to recognise the object locatdgbre (Search Recognition
Theorem). These two mechanisms pull in differergations. If we encourage
agents to disperse and visit different locationsdeerease the probability that
the objects at those locations will be recognisiédhstead we encourage agents
to visit the same locations we increase the prdibatihe objects at those
particular locations will be recognised, but we réese the probability of

finding objects that occur at different locations.

Both the Spatial Search and Search Recognitionegtoes could operate in
political settings. Suppose that the House of komgust consider whether
banning a certain recreational drug will be effeetat reducing the number of

deaths that result from this drug. Suppose thereaicrucial piece of
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information, which should inform the decision makinvhen the drug was
made illegal in the US, organised crime took ovedpction of the drug, the
quality of the drug decreased, drug users weretaahti to seek treatment and as
a result the number of drug-related deaths actiradlgased. It is unlikely that
any member of the House of Lords would possessirtfasmation prior to the
Bill being presented to them. We would expect #ateast the cross-bench
members of the House of Lords would undertake ssearch before casting

their votes. The research can be construed atiduct of a search procedure.

It may be that a number of the Members hear theessmmission from a
member of the public that cites the US evidencler& is every chance that a
given member will fail to see the significance loé tevidence — they may take a
dislike to the member of the public presenting ¢évé&lence, or they may feel
that the situation in the US is too dissimilar e tsituation in the UK for the
evidence to be relevant. Provided that therevierdity in the capacity of agents
to recognise the evidence, then as the number of cross-bendteansng the
evidence increases, the probability that at leastad them will make use of the

information in informing their judgement increases.

Alternatively, it may be that no member of the pulproactively offers the US
evidence to members of the House of Lords — the Imeesnhave to search for
the information themselves. Provided that thereliversity in the potential
sources of information investigated by agents —ewample if one Member
consults the medical community, another consuksubluntary sector, while

another consults the policing community - thenhesrtumber of cross-benchers
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searching for information increases, the probgbthat at least one of them

will come across the US evidence increases.

When we apply the two search procedures to the pbeaof the House of Lords
and US evidence of criminalising a drug, we canaggan that the two search
procedures pull in opposite directions. If we amage a number of Members
to listen to the submission from the Commissiorfahe London Metropolitan

Police, they may not have time to consult repregess of the voluntary sector
who may also have vital information. Similarly, Wwe encourage different
Members to consult different sources, we decrehseptrobability that the

Members will pick up all the relevant informatiamin a given source.

A general model of a search procedure

Chapter 2 showed how groups of agents employingowsraggregation
procedures, such as expert dictatorship, negatéihability unanimity rule and
majority rule can track the truth (identify the drgtate of the world) as group
size increases. The Search Theorem also showsghoups of agents can
accomplish epistemic tasks (find an object of ed€ras group size increases.
To investigate the normative implications of a shaprocedure we need to
move beyond the Search Theorem and develop a netadedl model of the
search. In particular we need a more detailedwatdonf how it is that different

agents are able to visit different locations.
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The components of the model

Any model of real world phenomena has to trade todCctability against
descriptive accuracy (including the accuracy ofimtons). At one extreme, a
model which captures all the features of the realdwvill be very accurate but
very cumbersome to use. Similarly at the other @l spectrum, a model that
captures few features of the real world will beyveasy to use but is unlikely to
be accurate. The model of the search proceduresept here is intended to
capture the variables that human agents would laeeaof and would make use
of. The choice of variables is not just for th&esaf predictive accuracy, but
also so that the model is a plausible representaifoactual agent and group
behaviour. Simpler models would be more elegamt,wWiould not correspond
as tightly to the target phenomena. The model s¢ach procedure presented
here takes inspiration from the models presentetiong and Page (2004)

Weisberg and Muldoon (2009, 2011).

All objects of a search, be they concrete objekts dar keys or informational
objects like a reference from Wittgenstein, wilcoc at certaidocations For
example the car keys might be located next todlephone in the hallway; the
Wittgenstein reference might be located at poi@fia.in theTractatus The set
of all possible locations for an object of interesimprises the search space.
The size of the search space, the number of objectise search space, the
particular locations of particular objects, and theognisability of the particular
objects at particular locations are all factorsdel the control of any agent
involved in a search. The philosopher lookingtfer Wittgenstein quote has no

control over where the quote is actually locatedha@mv many of Wittgenstein’s
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statements have been published, or how well théegstands out. Similarly
someone searching for the car keys has no contesltbe number of locations

the car keys could occur at, or the clutter thatcabes a view of the keys.

Although the search space will be beyond the cbrdfoagents, how they
engage in a search is largely something that agkntsave control over. The
particular locations an agent visits are determimgdour agent-specific search
variables: an agent’s initial partition, locationabnvention, start point and

heuristic.

From the perspective of an agent the search spadd be too large, an agent
may believe that some parts of the search spacenare likely to yield the
object than other parts, or an agent might thirdytheed to double up on the
search space visited by colleagues in case ead@rches missed objects. If an
agent is going to engage in an effective searclarioobject they may choose to
limit the number of locations they search by empigyaninitial partitioning
over the set of all possible locations. For exanglan agent is searching for
their car keys they may choose to only look in thems they visited since
arriving home last night. Similarly, a philosoph®ay choose to limit their
search for the Wittgenstein quote to fheactatussince she does not have a
copy of thePhilosophical Investigationsn her book shelf. In some cases, an
agent may choose to search the entire search sfdse.may be because it is
sufficiently small in size, or because they haveeason to believe any part of
the search space is more likely to contain the ap@ because they do not

want to ignore any location that might contain ofogect.
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If an agent is to engage in a methodical searctnaf partition they need to
employ alocational conventiona way of ordering the locations in their
partition. There is no objective locational contvem, but some locational
conventions will be of more use than others. Bangle, an agent who is
searching for their car keys could divide up thdasie area in their home into
10 cnf squares and order these squares according todareférence. A
locational convention such as this could be compaied clearly to other
agents and shared. Alternatively an agent coulol@yra locational convention
based on the spatiotemporal locations on the et took last night between
when they locked their car and when they went th @imilarly, if an agent is
looking for a Wittgenstein quote in tAeactatus they could order the possible
locations according to page number, or accordingpiats 1 to 7. The ordering
from points 1 to 7 is a more useful locational cemvon for groups since the
page on which a quote occurs will vary accordingthe typesetting of a

particular publisher.

The selection of a partition and imposition of edttonal convention may occur
simultaneously if an agent chooses a particulapgny to focus on. For
example, if an agent chooses to focus on the pippéibeing on the path they
walked through the house last night then this diamélously selects a subset of
locations out of the search space and generatpat@temporal ordering over
those locations. An agent could choose to seancthé Wittgenstein reference

by choosing the property of being in tRailosophical Investigationsin doing
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so they narrow down the number of locations thely search and they are

presented with a ready-made ordering from pagenaais.

To commence a search within a partition an ageatisastart point The
partition and locational convention chosen by aanagnight imply a certain
start point. For example, if someone is lookingthe Wittgenstein reference in
the Philosophical Investigationgen the natural place to start is on page 1. But
many searches could begin at a random point omtéigna For example, if an
agent is searching for car keys in a certain raiern any location in the room

IS an appropriate start point.

Once an agent has a partition, locational convensiod start point they can
begin searching for the object of interest by eryiplp a certain search
heuristid®. For example, suppose the agent is searchinthécar keys, and
they have decided to limit their search to theidrbem floor. The possible
locations for the car keys on the bedroom flooreéhawnatural two-dimensional
ordering according to the width and length of tbem. The agent has chosen
the bedroom door as the start point. This ageghiihen employ a search
heuristic of looking from left to right at everyage on the floor as they walk
forward from the door. Alternatively they couldptare the edges of the room

first, before moving inwards in a spiral.

Suppose instead that an agent is looking for th#géhstein reference. They

have chosen an initial partition that limits thegarch to the contents of the

" The models of Hong and Page (2004) and Weisbeatdvandoon (2009) focus in particular
on the specific types and combinations of heusdtiat are optimal.
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Philosophical Investigationswhich is ordered according to page number, and
they have decided to start their search on thepgage. One possible heuristic
is to search very thoroughly page by page, lindifg. A different possible
search heuristic is to read the first paragrapteach page and then read the

remainder of the page that seems most likely taacoithe reference.

The combinations of agent search variables

The combination of an agent’s initial partitioncédional convention, start point
and heuristic determines the locations that heherwaill visit. The objects an
agent finds are determined by the locations hehervssits and the probability

of recognising the objects at the locations.

If agents have same initial partition, locationa@neention, start point and
heuristic then they will visit the same locationsis also possible for agents to
have different combinations of initial partitiongcational conventions, start
points and/ or heuristics and yet still visit tlaam® locations. For example, one
agent might limit their search for the Wittgenstegfierence to th@ractatus
order the content of thEractatusaccording to points 1 to 7, start at point 1, and
have a heuristic of looking at each point in tur.different agent might also
limit their search for the Wittgenstein referenoethie Tractatusand order the
content of thél ractatusaccording to points 1 to 7. This second agenbsés a
start point of point 7 in th@ractatusand a heuristic of moving in a reverse
numerical order. Although these two agents havierdnt start points and
different heuristics, at the end of the search @secboth of these two agents

will have visited exactly the same locations. hmstcase the Spatial Search
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Theorem does not apply. However, the Search Rétmgnrheorem may
apply, provided that agent’'s search recognition metence levels are less than
perfect (as per the Search Recognition Competesmeargtion) and provided
that the recognition capacities of agents are ieddent (as per the Search

Recognition Independence assumption).

It is also possible for the initial partition, Id@aal convention, start point and
heuristic of agents within a group to mean that eoffout not all) of the
locations visited by agents are identical. Fornegi®, two agents might limit
their search for the Wittgenstein reference toTtractatus order the content of
the Tractatusaccording to points 1 to 7 and choose to stapoait 1. One of
the agents chooses a heuristic of moving to thé¢ pregxe number. This agent
will then visit points {1,3,5,7}. The second agetiooses a heuristic of moving
three points ahead. This second agent then Jatdions {1,4,7}. In this
simple example, the combination of agents’ seaitables means they visit
some common locations {1,7}, but each agent vsitisie locations not visited
by the other agent ({3,5} for the first agent; {f§r the second agent). If agents
visit some locations visited by other agents, s aisit some of the locations
not visited by other agents, then both the Sp&edrch Theorem and Search
Recognition Theorem of the Combined Search Thearay apply. Here the
probability of finding the objects is due both ke tdifferent locations visited by
agents and to the differing ability of agents tocognise objects at the same

locations.
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Finally it is possible that agents have differenitial partitions, locational
conventions, start points and/ or heuristics shelt they visit entirely different
locations. For example, if we are coordinating@ug of seven philosophers to
search for the Wittgenstein reference, we mighigasgach philosopher a
separate major point in thEractatusto search. Here the Search Recognition

Theorem does not hold but the Spatial Search Thearay hold.

The set of locations visited by agents within augrevould most likely only be
identical or mutually exclusive if there is someomtination in the search
behaviour of agents. In the absence of such coatidn the intermediate case
is most likely, where there is some overlap in tmses visited by agents but
each agent visits some unique locations. If a groti agents have some
diversity in their initial partitions, locationalbaventions, start points and / or
heuristics, they are likely to visit some differdotations. As we increase the
number of diverse agents we increase the numblecations visited by group
members and therefore increase the probabilityttieabbject of interest will be
found. In addition if agents recognition abilis/independent then where there
is overlap in the locations visited by agents vam ahcrease the probability that

the objects at the overlapping locations will berfd.
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Simulations

The general model of a group search procedurenedtlin the section above
was reproduced in the computer program NetLogd°4.The assumptions of
the search theorem were satisfied and the modetested to see if it confirmed
the theorems. Following the NetLogo conventiohs, search space (set of all
possible locations) anitial partition of the search space is represented in a two
dimensional x and y tortoidal grid. Thexations’ in the grid are ordered (have
alocational conventiopaccording to a width and height coordinate. @he is
37 locations wide and 37 locations tall meaning thare are a total of 1369
locations in the search space/ partition. Anyh# kbocations could be start
point for an agent’s searth There are a variety of searbkuristicsagents
could employ. For example an agent could rotatendom number of degrees
to the right, and then move forward one locatidBach simulation lasts 100
agent moves. In line with the simulations in bbtbng and Page (2004) and
Weisberg and Muldoon (2011) my simulations assurttet agents have

identical initial partitions (to use my terminoldgy

Firstly, |1 present the simulation results for theag&al Search Theorem where
both the Spatial Search Competence and Spatial clselardependence

assumptions hold. Secondly, | present the sinaratesults for the Spatial

S Wilensky, U. (1999). The code for the simulatii®based on the tutorial models provided
by NetLogo with minor modifications. Code for thienulations is available on request. Note
that Weisberg and Muldoon (2009) also use NetLogheir simulations.

""Or 'patches’ in NetLogo terminology.

8 Agents are 'turtles’ in NetLogo terminology.
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Search Theorem where the Spatial Search Compet@mdeSpatial Search
Diversity assumptions hold. Thirdly, | present gdancalculations for the
Search Recognition Theorem. Finally | present faten results for the

Combined Search Theorem.

In each simulation model the number of agents & gnoup was varied,
generally from 10 to 100 in intervals of 10 agenfhe experimental result is
the proportion of locations visited at the endtaf 100 moves. The object of
interest could occur on any one of the 1369 loaatioln the limit, if all the
locations are visited, the object of interest iargmteed to be found. Therefore
as the proportion of locations visited by a groupagents increases the

probability that the object will be found also ieases.

For the sake of illustration, a screen shot offtre# simulation model, before
the simulation is run, is seen in the figure 5.B¥We Here ten agents are placed

on the search space at random locations:

" The experiment for each group size was run teagjrand the results reported are the average
proportion of the locations visited.
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Figure 5.3: a screen shot of the first simulatibefore agents move.

At the end of the simulation (at the end of 100ragaoves), the locations
visited by agents have changed colour and the ja&im by agents is traced.

This is shown in figure 5.4 below:
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Figure 5.4: a screen shot of the first simulatiafter 100 agent moves.

| now present the results of the two simulation sisd

Simulation results

Simulation model 1: Spatial Search Theorem (Spai@hrch Independence
applies)

Here the Spatial Search Competence assumption Bolde each agent in the
group is placed on a location in the search spadeaay of these locations
could contain the object of interest. The stannpof agents is determined

randomly. Each agent in the group employs the Sgp® of search heuristic
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whereby they rotate a random number of degreetdaight before moving
forward one location. There is no restriction gerts exploring locations also
visited by other agents, thus the Spatial Seardedandence assumption holds.

The results of the simulation are seen in the tabtefigure below:

Figure 5.5: simulation 1 results.

Groupsize| 10 | 20 | 30 | 40| 50| 60| 70 80 9C 100

Proportion | 0.31| 0.53|0.67|0.77|0.84|0.89| 0.93| 0.95| 0.97 | 0.98
of
locations

visited

Figure 5.6: graph of simulation 1 results
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As can be seen in the figures above, the probpbiiat an agent in the group

will visit the location of the object (and by assuiion find the object) is strictly
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increasing and in the limit tends towards certainfyhis simulation provides

confirmation for the Spatial Search Theorem.

Simulation model 2: Spatial Search Theorem, exetusearches (Spatial
Search Diversity assumption)

Here the start point of agents is determined ramglo®ince each agent visits at
least one location they have at least some prababfl visiting the location of
the object and so the Spatial Search Competenoengsien holds. Each agent
in the group employs the same type of search heuwbereby they look at the
location in front of them: if the location has rim#en visited before the agent
moves forward; if the location has been visitedobefthe agent rotates a
random number of degrees to the right before lapkihthe next location in
front of them. Thus the events of two agents mgithe same locations and
identifying the same object are mutually excluseved the Spatial Search
Diversity assumption holds. The results of thewation are seen in the table

and figure below:

Figure 5.7: simulation 2 results.

Groupsize| 10 | 20 | 30 | 40| 50| 60| 70 80 9C 100

Proportion | 0.15] 0.27]0.35/0.41| 0.47| 0.51| 0.53| 0.57| 0.59| 0.63
of
locations

visited
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Figure 5.8: graph of simulation 2 results.
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As can be seen, as group size increases the plibpdbat each location is
visited by at least one agent is strictly incregsand in the limit tends towards
certainty. Thus the simulation results confirm 8matial Search Theorem, this
time where the search spaces of agents are exelasig the probability of

agents finding the object are not independent.

It is interesting to note that in this simulatidretconvergence towards certainty
for finding the object was not linear but approxieta exponential. This means
that as group size increases the agents in therlgrgup do not have the same
marginal capacity to search for objects that agentsmaller groups do. But

this is to be expected, and is related to thediniature of the search space.
Suppose that all agents have an equal capacitypiore the search space. If
we focus on the marginal contribution that eacmageakes to the group search

(the locations searched uniquely by the agents) &thenost each agent explores
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% of the search space. As group sizencreases, the proportion of the search

. 1
space available to each agglntdecreases.

Interestingly the convergence towards a certaifmtijnding the object is much
more rapid in the first simulation than in the seatoWe can see why this might
be the case by considering the screen shots adebend simulation in figure

5.9 below with the screen shot from the first siation in figure 5.4.

Figure 5.9: a screen shot of simulation 2, afte® Hgent moves.
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If agents are prevented from crossing into locatiatready visited by other
agents (as per the second simulation) then thisbcanthem in and limit the
proportion of the search space that is accessibtbe agents. We can see in
figure 5.4 that agents are able to move quite sdistance over the search space
whereas in figure 5.9 agents are prevented fromimgolar when they run up
against the search of other agents. In more ctnesamples this shows that it
can be desirable to allow some overlap in the ionatvisited by agents. For
example, suppose two agents are looking for thegéhstein quote in the
Tractatus One agent starts at point 1 and employs a heuokmoving to the
location that is double their current point. A @ed agent starts at point 2 and
employs a heuristic of moving 1, 2, 3 points aheHdve permit agents to visit
the same locations then the first agent visitstlona {1, 2, 4} and the second
agent visits locations {2, 3, 6} meaning betweeanththey visit locations {1, 2,
3, 4, 6}. If however we prevent agents from vigiticommon locations then the
first agent will be prevented from moving away fraheir start point and the

total number of locations visited will be {1, 2,63,

Similarly if a group of people are searching fog ttar keys they are more likely
to be successful if they are not prevented from ingpmo other rooms to

continue their search.

Sample calculations for the Search Recognition Tdrao
The simulations presented thus far assess the ab@a¢iarch Theorem in
isolation. We now assess the Search RecogniticgorBim in isolation via

sample calculations. Here, to isolate the effdctdditional agents on the
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probability of recognising the objects at particdtzcations, we assume that all
the agents in the calculations have reached the $aration. Firstly we vary

the value of search recognition competePo@;|S;) to see the impact this has
on the probability of a member of the group recemy the object. Secondly
we vary the number of agents to see the impacttfistas on the probability

of a member of the group recognising the object.

Figure 5.10: the probability an object will be reyused, as recognition
competence varies.

Note: group size fixed at 10 agents

Pr(R,S;) ] 0.01 | 0.05 | 0.1 0.2 0.3 0.4 0.5

Py 0.096 | 0.4013| 0.6573 0.8926 0.9718 0.9940 0.9990

Figure 5.11:the probability an object will be recognised, asgp size varies.

Note: agent competence fixedPatR;|S;) = 0.05

n |10 20 30 40 50 60 70 80 90 100

Py | 0401 0.642 0.785 0.872 0.923 0.954 0.972 0.,984900.9.994

The main result to take away from these sampleutalons is that even when
recognition competence is low and even when thebeurof agents is small, the
probability that at least one member of the groegognises the object will be
high. For example, if an agent only has a 50% cbari recognising an object,
if we place nine extra agents on that same locdhien it is close to certain that
at least one of the agents will recognise the olgédhe location. Similarly

when recognition competence is even lower and agamly have a 5% chance
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of recognising the object, when 50 agents visit ga@me location there is a

better than 90% chance than at least one of thetsgall recognise the object.

Simulation model 3: combined Search Theorem

Finally | present the results of a simulation thaidels the Combined Search
Theorem. Here the start point of agents is detethrandomly. Each agent in
the group employs the same type of search heumdtiereby they rotate a
random number of degrees to the right before mowmgard one location.
Spatial Search Competence holds under these citanoes. There is no
restriction on agents exploring locations alsotetsiby other agents. As such,
Spatial Search Independence holds. Firstly weagents level of recognition
competence to 0.5 (and so Search Recognition Cemgethold®). The

results are shown below in figures 5.12 and 5.13.

Figure 5.12: simulation 3 results, recognition catgncePr(R;|S;) = 0.5.

n 10 |20 | 30 | 40 | 50| 60| 70| 80| 90  1Q0

Proportion | 0.22| 0.40( 0.53| 0.63| 0.71|0.78| 0.83| 0.86| 0.90 | 0.92
of all
objects

identified

8 The probabilities of agents recognising the objeetindependent, so Search Recognition
Independence holds.
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Figure 5.13: a graph of simulation 3 results, rendgpn competence
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If we compare figure 5.13 with figure 5.8, we cae shat (as expected), when
the recognition competence of agents is less tlafeqt, the rate at which

agents find the objects in a search space is naveér|

In the next simulation we set recognition compegetaca much lower value of
0.05. Because the probability of agents recoggisie object is much lower
now group sizes need to be much greater if theytaige likely to find the

object. Note that group size now ranges from 00Q00 agents. The results

are seen in the two figures below.
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Figure 5.14: simulation results 3, recognition catgncePr(R;|S;) = 0.05.

n 100 | 200 | 300 400 500 600 7400 800 9D0O 1P0OO
Proportion | 0.29| 0.50| 0.65| 0.75] 0.82| 0.88| 0.91| 0.94| 0.96| 0.97
of all
objects
identified

Figure 5.15: a graph of simulation 3 results, rendgpn competence
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As can be seen, when recognition competence isildakes many more agents

for the group as a whole to find the object.

Hogrevhese latter two

simulations do confirm the more general Combinedr&e Theorem: the

probability that a member of the group will idegtidn object of interest is

increasing in group size and tends to certainthénlimit.
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Proof of the Search Theorems

Here | set out a proof of the Combined Search TdreorPlease note that this
proof is based on a proof by Franz Dietrich andlsmuld not be considered

original work.

We have four assumptions:

Spatial Search Competence (SSE)r each agent, the unconditional probability
that the object occurs in the agent’s subset dadtions is uniformly bounded
away from zero by some value and is less than certainty. Formally, for all

IEN, 0<a<Pr(s) <1

Search Recognition Competence (SRT)e conditional probability that an
agent recognises the object, given the object thenset of locations visited by
the agent, is uniformly bounded away from zero d@sk than certainty.

Formally, for allieN, 0 <y < Pr(R;|S;) < 1.

Spatial Search Independence (SSle events of the object occurring in the

subsets of locations visited by different agenésiadependent.

Search Recognition Independence (SRIThe events of different agents

recognising the object, given that they visit thgeot location, are independent.
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Combined Search Theorem
Given the above assumptions, the probability thgtoaip ofn agents finds the
object is:

* (non-limit claim)increasing in group size; and

* (limit claim) in the limit approaches certainty.

The unconditional probability that a group ofagents finds the object is

given by
n
PE=) Pr(S) X Pr(RIS)
i=1

We write F; for the event that ageinfinds the objecb. An agent will find the
object if and only if the object occurs in the setbsf locations visited by the

agent and the agent recognises the object.

The probability that ageritfinds the objecb is given by:
Pr(F;) = Pr(S;) X Pr(R;|S;)

Proof of the non-limit claim

For eactm, UL, F; € U™ ! F; hence by the monotonicity of probability,

Pr(UlL, Fy) < Pr(UISLF).

81 Note that if the object does not occur in the stib$ locations searched by an agent then
there is no possibility that agent will recognike bbject. More formallyPr(R;|—=S;) = 0.
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Proof of the limit claim
The probability thak agents do not find the object is given({dy— Pr(F;))".
By SSC and SR, > Pr(F;) > ay > 0. It follows that:

(1=Pr(F))" < (1 —ay)”

Asn — o, (1 —ay)™® - 0. Therefore, ag — oo, (1 — Pr(F;))" - 0.

If the probability that: agents do not find the object tends to zero, the

probability that at least one agent from a group afjents do find the object

tends to certainty.

Comments on search procedures

Similar results from other models

The Combined Search Theorem and model of a groaglsg@rocedure show
that there are epistemic gains from increasinghtimaber of agents involved in
the search for objects. As stated earlier in ¢hegpter, the search theorems and
model of a search procedure are inspired in paatidoy the models of Hong
and Page (2004) and Weisberg and Muldoon (20091)20Ihese authors come

to similar conclusions about the epistemic imparéaaf increasing group size.

Hong and Page (2004) prove a lemma that a colledfcagents will find the

optimal solution (visit the location containing tledject that is the optimal

solution) with certainty as the group becomes largé agents are drawn
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independently from a wider population it is unlikethat they will have
common local optima (it is unlikely that they willave initial partitions,
locational conventions, start points and heurissiash that they visit identical
locations). Therefore as group size increaserbigability that they will have
common local optima decreases to zero (the prabatof all agents in the

group visiting the same locations tends to zero).

Weisberg and Muldoon (2009) ran simulations thaieri alia, considered the
epistemic impact of increasing group size. Firgslgy considered ‘control’
agents who follow a search heuristic that pays tbenfion to the actions of
other agents. In their simulations, a group of cbitrol agents who have
different randomly determined start points founé fieaks on the epistemic
landscape (found the locations with the objectsaentific discoveries of the
most significance) 95% of the time. As group siz¢he simulations increased
the probability that the peaks were discovered alsmreased, but with
decreasing marginal returns. Furthermore whenihgpkt areas of epistemic
significance (at all locations with objects or stic discoveries of importance,
not just peaks) there is a linear relationship leetwthe number of controls
(agents) and average epistemic progress of the caomtyn(the percentage of
locations with significant discoveries visited bgeats). However progress at
identifying these areas of epistemic significanae be slow since agents do not
have the opportunity to learn from each other. sehesults again confirm the

epistemic gains from increasing the number of agemvolved in a search.
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Interdependence of agents — balancing negativepasitive correlations

Balancing the positive and negative correlationghi@ probability of agents
visiting a particular location is important both the model of the search
procedure and the search theorem | presented. pGepistemic gain in the
search for objects comes both from agents in tlwupmrvisiting different
locations and from agents in the group visitingghmelocation. When agents
are guaranteed to recognise objects at partioodatibns then it is best if agents
probabilities of visiting the same location are agely correlated i.e. the fact
that one agent visits a location should mean thegcnd agent will not visit
that location. When it may be difficult for inddaal agents to recognise
objects at particular locations there are epistemamlvantages to positive
correlations in the probability of agents visitittge same location i.e. the fact
that one agent visits a location should mean tisacand agent is more likely to
visit that same location, since the more agents s location the more likely
it is that at least one of them will recognise tigect there. Of course positive
correlation comes at the expense of negative @tiwel — we trade off the
number of locations visited by the group as a whajainst the increased

likelihood of recognising the objects at the looa$ that are visited by the

group.

The epistemic advantage of positive correlationtha search behaviour of
agents is first identified in the model of Listatt (2008). List et al. provide an
agent-based model of nest site selection by hivdwioey bees. Their model
proposes a mechanism to account for why the beeshave so successful at

identifying the best nest sites. In their modaliidual bee agents have a
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certain probability of flying to a particular neste. The probability of finding
the best site depends both on how likely the bee fsd the site on their own
and the extent to which the bee finds the nestbsised on the communication
of other bees. Once the bees visit a potentidlsiesthey assess the nest site’s
quality. A consensus for a particular nest site @amerge when more than twice
the numbers of bees choose that site than the degost popular site and more

than 20% of the bees choose that site.

The model of List et al. combines a search andeqggion procedure. The
search procedure of their model includes both efssarch mechanisms | have
identified. There is a spatial component to seawdtere different bees may
visit different locations or nest sites. Theralso a recognition competent to
the search. A single bee may be unreliable atgrésing the quality of a nest
site, but if lots of bees visit the same site theme lots of opportunities for the
group to get an accurate reading of the nest sigdity. The information the
bees have regarding the quality of the nest sithea aggregated via the rules
for consensus. The mechanism that allows the teeesol their judgements

regarding the nest site quality is Condorcetianature.

If the reliability of bee agents at recognising thelity of a nest site is better
than random but not perfect (i.e. they have somigyalihen the best way for
the group to assess the quality of that nest siteyiemploying plurality rule.
For plurality rule to track the truth the bee agamted to bendependenin their
assessment of the nest site quality. By assumptien bee agents are

sufficiently competent (reliable) at assessing rs#&t&t quality. The remaining
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requirement for plurality rule to track the trutb {dentify the true quality of the
nest site) is increasing the number of bee ageisiing the site. For the
number of bees visiting the site to increase, thegd to benterdependeft:
the fact that one bee visits the nest site andrtgjits location to the other bees

should increase the probability that subsequerd bisé that same site.

The model of Weisberg and Muldoon (2009) also atersithe balance between
positive and negative correlations in the seardiabeur of agents. While the
search heuristics of control agents pay no attentitothe behaviour of other
agents, the heuristics of ‘maverick’ agents ingdtrthe agents to avoid other
agents (and so create negative correlations irsg¢laech behaviour of agents)
and the heuristics of ‘follower agents direct tagents to move towards the
searches of other agents (and so create positielaiions in the search
behaviour of agents). The results of simulatiohsews that homogeneous
populations of followers are worse than homogengmysulations of control
agents, who are worse in turn than homogeneouslagams of mavericks at
identifying the best scientific approaches (thesotyg of search). Homogeneous
populations of mavericks, which are analogous ® algents in the Spatial
Search Theorem, do quite well at identifying olgetiut not as well as

heterogeneous populations of followers and mavstcKt is best to have some

8 |ist et al. acknowledge that total ‘interdependgifmtally positive correlation) is
epistemically bad for the group since it runs tis& of ignoring or missing the best sites.

8 Note that Weisberg and Muldoon explicitly acknovgedthe difference between the
‘exploration’ and ‘exploitation’ of a search spacExploration involves moving from location

to location (or in their model from approach to aggzh) whereas exploitation involves making
full use of the scientific results at that approgoh recognising the object at that location).
Their model focuses on the exploration of the laagse and assumes that the scientist agents
will identify all the scientific results at the lattons they visit. However there are still group
epistemic advantages to positive correlations éngbarches of the agents in the Weisberg and
Muldoon model. This is because in the search spacerated by Weisberg and Muldoon,
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agents in the group who move away from other agamdsfind new areas of the
search spacandto have some agents who move towards other agedtiak

more carefully at the new areas of the search space

The balance or trade-off between positive and megatorrelations in the
search behaviour of agents is a subtle one. Wteresearch recognition
competence of agents is less than perfect, thehadlywnegative correlation in
the search behaviour of agents (so only one agentvsits a given location) or
a wholly positive correlation in the search behaviof agents (so all agents
visit the same locations) are both epistemicallg. bl the former case, there is
a real risk that the one agent visiting the locatamntaining the object of
interest will fail to recognise it. In the lattease, there is a real risk that the

group will not visit the location of the objectadt.

Negative and positive correlations in the searchab®ur of agents may be
more or less relevant at different times. For epamat the beginning of a
search process agents will have no idea which iotatare likely to contain

objects. Therefore at the early stages of sednehetis no advantage to
encouraging agents to visit the same locationsdtiseno advantage to positive
correlations in the search behaviour of agents).fatt at the early stages of
search there are some advantages to encouragints dgespread out and visit
as many different locations as possible (there aeantages to negative

correlations in search behaviour). Once agentse hawgaged in search

locations with epistemically significant object® alustered together. The positive correlations
in agent search behaviour are not required so psttoultiple agents on the same location (as
per the List et al. model) but rather so as toguénts oradjacentiocations.
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behaviour and have some idea which locations aorgatential objects then
there are advantages to encouraging fellow agenissit those same locations

(there are advantages to positive correlations).

There will be cases where a high degree of positwgelation in search
behaviour is important. As both List et al. (20@8)d Weisberg and Muldoon
(2009) show, positive correlations in search behwvcan rapidly increase the
rate at which objects are identified. This is becatls®e positive correlations
help concentrate the search behaviour of agengsamising locations (perhaps
at the expense of missing some locations altogethest and Vermeule (2010)
show that for some types of problems this tradeiofflesirable, in particular
where there are time pressures on making a decidt@m example a bee hive
must choose a new nest site within a particulae tpariod if it is to survive.
Similarly, they cite the example of the US Supre@@irt which considers on
average 80 important cases each year. Arguablprib@esses by which cases
are chosen by the US Supreme court closely reseimbleest site selection of a
hive. If the selection of cases considered bycth@t was slower, if there was
not the positive correlation in the court staffeasches for suitable cases, far
fewer important cases would be considered by thertco However List
Vermeule (2010) suggest that in basic scientifieeagch “...it is better that
things be settled right, eventually, than thingsetled today” (p.27). Positive
correlation in the searches involved in basic gtienresearch would be

epistemically harmful.

226



Communication between agents

Often encouraging positive correlations in the sledyehaviour of agents will
require communication between agents. Bees, famele, are able to
communicate the location and quality of the negse sria their dance
behaviou?®. Scientists are able to articulate their appreactiheir research
methods and results) in their journal publicatfdnsHowever in some cases

agents will be unable to clearly communicate tlseilts of their search.

My model of search largely ignores communicatiotwleen agents (although it
is consistent with communication between agents)Tlhe reason that
communication between agents is put to one sitleaisthe model will be used
subsequently to account for how agents find infdioma such that the
competence and independence assumptions of theh@dT The aim is to
extend the explanation of how majority voting tradke truth beyond the
mechanism articulated in chapter 2 of this the3ise CJT framework does not
specifically require communication (or deliberadi@md so the model of search
which generates the judgement-generating factors competence and
independence for the aggregation procedures shmatldequire deliberation
(although deliberation is consistent with the skarcThe aim is to specify the
minimal conditions under which a search will becassful, and an account of

the mechanism by which the search will be succéssfu

8 List et al. (2008).

8 As per the assumptions of Weisberg and Muldoo0gR0
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Summary

If the group task is to find a particular objetie two types of search procedure,
as captured by the Spatial Search Theorem and IS&acognition Theorem
respectively, are additive models of group produisti according to the Steiner
(1966) taxonomy. If one agent fails to find thgeab a different agents may be
successful at finding the object. If we incredse size of the group then we
increase the probability that one or other of theug members will find the

object.

The next chapter will articulate how search proceduelate to judgement

aggregation procedures.
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Chapter 6: The link between search

procedures and aggregation procedures.

Thus far this thesis has argued that truth-trackinyggroups of political agents
occurs via two procedures. Standard epistemicrbefe of democracy often
focus on aggregation procedures such as majoritle,rwhich pool the

information individual agents have regarding thedrstate of the world. 1 also
put the case for groups of agents employing segatcedures to find

information in the first place. The institutionBdatures of search procedures
and aggregation procedures amount to social epistemechanisms. This
chapter discusses how the search and aggregatiooggiures link up. Search
procedures allow groups of agents to extract infation from the environment.
But at the conclusion of a search the informatioil e dispersed across
different agents. Aggregation procedures allowivittbal agents within a

group to share the information they have extradteth the environment with

the wider group.

The linking of search procedures to aggregationcpadures fills two gaps in
current epistemic defences of democracy that raelyaggregation procedures.
Firstly, current accounts of aggregation procedurspecify the types of
judgement-generating factors (competence, indepe@jeand transparency)
required for a group to track the truth but theyeagilent on how the judgement-

generating factors form. Search procedures candsz by agents to search for
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evidential and background information to developittHevels of competence.
Diversity in the search procedures of individualeats will generate the
dependence relations in the group. Secondly, begnocedures can be
employed by a group to find possible alternatived & set the agenda for a

social choice.

Once our framework for group truth-tracking joinsasch and aggregation
procedures together we can consider the interactietween the two. We can
see how contingencies in the way a search procedtireonducted mean
particular aggregation procedures will be optimalt &acking the truth.

Similarly, if an institutional decision is made advance to use a particular
aggregation procedure then this will influence tivay in which a search
procedure should be conducted so that it generditesappropriate levels and

distributions of competencies and independencédiogis.

A two-staged process for group truth-tracking involing search and

aggregation procedures

Chapter 2 of this thesis presented an analysisfiefrent kinds of aggregation
procedure, including expert dictatorship, negatelebility unanimity rule and

majority rule, which generate a collective judgemen social choice as a
function of individual judgements. Aggregation gedures have the ability to

pool information contained in the judgements ofividbial group members.
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However the aggregation procedures are silent omrevithe individual

judgements come from.

Chapter 4 considered how the judgement-generatiotprfs of competence
levels, distribution of competencies, transparencl competence and
independence relations form. It was argued thatptitobability that an agent
votes for the correct alternative (the agent’s cetapce) is determined by a
combination of causes, including causes which @i@mational. These causes
could be evidential or background, truth-condu@venisleading and private or
common. The events of two agents voting for theeb alternative will be
independent (conditional on the state of the worldall their competence-
generating causes are private. If agents have smmgetence-generating
factors in common, independence can be regainecbbglitionalising on any
common factors. An agent's level of competencd ba transparent if the
causal factors generating her competence can bedsivith other agents or the

social planner.

In the model | presented, the agents’ final judgetsi@re deterministic and are
governed by the combination of causes they receilee randomness in the
judgements of agents, the reason we consider ti®pilities of agents voting

for the correct alternative to be strictly betwéeand 1, is that the observer or

social planner is aware of some but not all ofadheses of agents’ judgements.

Chapter 5 set out a model for a group search puveedlhe objects of interest

occur at locations. The combination of an ages&arch variables of initial
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partitioning, locational convention, start pointdameuristic determine the
locations the agent will visit. The locations ageat visits, along with their
probability of recognising an object at a locatioetermine the objects he or

she will find.

If the objects of search are the evidential andk@wanind information that
produce the judgement-generating factors then hying the search and
aggregation procedures, we extend the explanafibow groups of agents can
tack the truth. Information which could help areafvote for the correct
alternative is dispersed across a set of locatiod® develop his or her
competence an agent needs to engage in a seaidfofonation, to move from
location to location to collect informational obfec The set of locations may be
too large for a single agent to search on their.oMoreover, it may be that a
single agent would have a probability less thartagsly of extracting the
information from the locations she visits. As stilcbre may be epistemic gains
to be had from increasing the number of agentslwedoin the search for
information, provided of course that there areedéhces in the agents’ search
behaviour. Agents’ different search variables mekiffierent agents visit
different locations and find different pieces ofidantial and background
information. Some overlap in the locations visibgdagents mean the pieces of
information missed by one agent may be picked upahgther agent. The
combination of information collected by agents frtdme environment produces
the agents’ judgement generating factors includiregr levels of competence.

The information collected by agents can then beeshéindirectly) with the
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group via the aggregation procedure. The comptedtelel of group truth-

tracking is shown in the figure below.

Figure 6.1: the complete, two-staged, model of grivuth-tracking.

Input (agents, evidential/ background information)

Search procedures

Output (agent/ information groupings)

J

Judgement-generating factors
(competence, independence, transparency)

J

Input (individual judgements)

Aggregation procedure

Output (collective judgement)

The competence of an agent will change over timéhasagent moves from
location to location and incorporates the informmtithey receive at those
location8®. The competence of agents at the time they ba#it wote (express
their judgement) will be determined by the comhoratof information they

have received up till that point. The independemtations between agents will

8 Or more particularly, if the competence of an agepresents the epistemic uncertainty of an
observer or social planner then the competenca afjant will vary as the observer is aware of
the agent moving from location to location and mpawating the information they receive.
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also vary as they visit common locations and idgntihe same pieces of
information. Again it is the independence relasicat point in time which

agents cast their votes which is of greatest istere

Informally, the amount of diversi¥yin the group search procedure determines
the independence relations in the aggregation duoee This is because the
amount of diversity determines the locations agenlisjointly visit, which in
turn determines the information held in common,clhin turn determines the
probability of voting correctly, given the votes others. The amount of
diversity in recognition capability also determinefether different agents

visiting the same location find the same object.

Informally, the level of spatial search competeraned search recognition
competence determine the levels of aggregation etenp&®. This is because
the level of search competence determines the anwdunformation an agent

will find, which in turn determines the agent’s é&wf aggregation competence.

A group’s ability to track the truth is determindwy the informational

environment and the institutional features of btite search and aggregation

8" The diversity in search behaviour was charactefisethe following assumptions: Spatial
Search Independence, Spatial Search Diversityj&jssgarch Diversity 2, Search Recognition
Independence, and Search Recognition Independence 2

% Here we assume that the level of spatial searafpetence and search recognition
competence for finding a piece of information isntical for all pieces of information. It is
more likely that an agent’s ability to recognisgi@ce of information depends on what type of
information it is. For example, some agents mapdtter at reading evidence than hearing
evidence.
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procedures. The quality and quantity of truth-agide informatiofi® in the

environment places a limit on the ability of growgfsagents to track the truth.
These limits are discussed in the next chapter.is Thesis has already
considered the institutional features of aggregatmpocedures and search
procedures in isolation. This chapter will considew the institutional features
of search and aggregation procedures impact on ether. But before we
consider this, we will pause to consider how the&ijg of search and
aggregation procedures helps address two problents twe use of the

Condorcet Jury Theorem (CJT) for epistemic defenteemocracy.

Two problems with the CJT — setting the agenda antbrming competence

The classic CJT provides a clear epistemic justifonn for widening the
democratic franchise since as we include more ame woters in the group the
probability of a correct majority verdict is monatcally increasing. But
arguably the classic CJT rests on unstable foumdsti Firstly the existing
account of the CJT states thifathe competence and independence assumptions
hold thenmajority voting is likely to select the correctaalative as the social
choice. In other worlds, the CJT only gives coiodil support to the epistemic
performance of majority voting. What is lacking asjustification for the
antecedent of the conditional, a justification foow the competence and
independence assumptions might plausibly be fetfill The current account
begins at the point at which agents have alreadgived private truth-

conducive information such that the competenceimaelpendence assumptions

8 Or more generally the amount of truth-conducivesed factors, including those that are non-
informational in nature.
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hold. But agents may not have private truth-congumformation, relevant to
a particular agenda, a priori. We lack an accdontow agents might come

across pieces of truth-conducive information netretl by other agents.

The second concern with the foundations of the SJhat the classic CJT is
simply silent on how the two-placed agenda is s&he CJT implies that
majority voting will tend to select the correcteaaltative as the social choide
the correct alternative is on the agenda. If theect alternative is not on the
agenda then the group will not be able to seleessithe social choice. The
epistemic challenge for a group of political agastaot just determining which
alternative is correct when two alternatives aex@tl in front of them, but also
determining which alternatives should be put imfrof the group in the first
place. Defences of epistemic democracy basedeoQIi need an account for

how the agenda is set in such a way as to incheledrrect alternativé

The model of a search procedure and the searchethess presented in chapter
5 can be used to address these two problems vatRdi. In doing so we not
only secure the foundations of existing epistena@fedces of democracy based
on the CJT, but deepen our explanation of how gonfpagents are able to

track the truth using majority rule.

The development of competence and independencgli #amework
Whether the competence and independence assumpfiaghe CJT hold is a

contingent matter. In some social choice probléhese will be misleading

% The problem of agenda setting is also raised keystein (2008).
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evidence and so the competence assumption of thevllJnot hold. In other
cases agents will have identical information andnstependence assumption
will be violated. If the competence and indepemgeassumptions hold it will
be because agents receive at least some truth-cgedaformation and they
have at least some information not held by othentgg We could leave the
analysis here, that it is just a happy accident ithha particular social choice
problem the competence and independence assumiampen to hold. But
the group search procedure set out in the preabapter can help explamhy
the competence and independence assumptions @Jhéold, when they do

hold.

Suppose there is a consensus in a parliamenthedtigh level of drug use is
causing harm to society. There are high leveldro§ addiction, drug users are
suffering health problems associated with use hatetare high levels of crime
attributed to drug use as it encourages the invoérg of criminal gangs in
supply and theft by addicts. Given a shared gbeg¢aucing the harm to society
caused by drug use, the members of a parliamemt teeenplement policies
that will be successful at reducing these costsipp8se the most successful
policy for reducing the social costs of drug usdesriminalisation and suppose
the members of a parliament are facing an agen(i#ecfiminalise drug use/ do
not decriminalise drug use). A vote will be takerdetermine which alternative
will be implemented and the vote will be decidedrbgjority rule. The CJT
implies that as more and more members are include¢le voting group, the

probability that the correct alternative of decmadising drug use will be the
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majority winner increases. This is provided of iseuthat the competence and

independence assumptions of the CJT hold.

The competence assumption will hold in this examiplé¢he members of
parliament are more likely to vote for ‘decrimirsgidrug use’ than for the other
alternative. For this to be the case, each memhest receive some truth-
conducive information that tells them that ‘decmadise drug use’ is the best
alternative. This information could take the foaha fact finding mission to
other countries that have decriminalised possessiorithe advice of a local
police officer who is concerned that arresting dusgrs makes the problem
worse. Truth-conducive information could also ut# advice from medical
professionals that drug addicts will not come fadvéor treatment if drug use

remains illegal.

The independence assumption holds in this exanipldiffierent members
receive at least some different pieces of inforomdli For example, if one
member receives the truth-conducive informatiomfi@ fact finding mission to
other countries, and a different member receivesattivice of a local police
officer then the votes of these members will beepehdent. If instead all
members receive identical information, for examplesubmission from a
medical expert, and this information determinesrtheting behaviour then we
lose all randomness in the votes: the probabilitsgt tone member votes

correctly given that other agents vote correctlgadainty.

1 Agents may have some common background factoch @sicommon beliefs) which means
the events of agents voting correctly will not bédpendent conditional just on the state of the
world. However, if agents have receive some diffiéipieces of information then once the
common factors are conditionalised on the agentdwindependent and there will still be
some randomness left in their votes.
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For the competence and independence assumptiottseeo€JT to hold, the
members of parliament need to search for truth-gcome information that will
tell them which of the alternatives on the agerslaarrect. Competence will
hold if agents find some truth-conducive informatidndependence will hold if
agents find some information which is differenthat found by other members.
We can think of the pieces of information as hawarigcation. The information
that decriminalisation worked in other countriesildobe located within the
government of that country itself, or in reportstten about such case studies.
The view of the local police officer on what worksreducing the impact of

drug use can be accessed by visiting her at thegpstlation, or via email.

The members of parliament can search for the tatiducive information by
choosing an initial partition, locational convemtjcstart point and heuristic. If
there isdiversityin the initial partition, locational conventiortag point and/ or
heuristics that the members use then differenttageifi typically visit different
locations and receive different pieces of truthéronve information. If this is
the case then the independence assumption of thew@D hold when the
members of parliament cast their votes. If the imens of parliament have a
certain level ofsearch competencinen as they search they will tend to find
pieces of evidential and background informatiomjrtiprobability of voting for
the correct alternative will be greater than a ,halid so the competence

assumption of the CJT will hold

2 In the model | present in chapter 4, the prior petance of agents is the probability that
agents will vote for the correct alternative givenevidential information whatsoever. In a
dichotomous choice the prior competence of ageiitbep? = 0.5. If agents receive any
piece of truth-conducive evidence as a result if thearch their posterior competence will be
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As the size of the group increases, the amountuti-tonducive information
possessed by the group increases and in the lihpbsasible pieces of truth-
conducive information are received by at least or@nber of the group. As
such the group is able to extract the maximum amotimformation regarding
the true state of the world from the environmenhis information can then be

shared via the aggregation procedure of majorisy. ru

Agenda setting

The classic CJT begins at the point at which weereavagenda comprising two
alternatives, one of which is correct. The clasST is silent on how this
agenda is set. This should be of concern to anwdrewants to use the CJT to
defend an epistemic conception of democracy. énatbsence of an explanation
for how the best alternative secures a place onatemda, the CJT merely
implies that the better of the two alternativesl wé the social choice. And if
the agenda is comprised of two mediocre alternsitithee majority winner will

be a mediocre alternative.

As argued above if members of a parliament aredfaggh an agenda of
(decriminalise drug use/ do not decriminalise dmsg) and if the competence

and independence assumptions of the CJT hold,ttireeparliament is likely to

greater than 0.5 and the CJT competence assunipiida. Of course it is not enough for the
CJT that the competence of agents is greater titam@ also need to establish that the
distribution is symmetric about the mean. Buh#re are differences in the amount of
information extracted by agents, as group sizeeemes we should expect the distribution of
competencies to begin to approximate a truncateshaadistribution, which is symmetric about
the mean. Itis also possible that agents regaiseading information during the course of
their searches, meaning their competence levelsedosv 0.5. The issue of misleading
information is dealt with in the next chapter.
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vote for the correct alternative: a majority of tparliament will vote to
decriminalise drug use. But how do the alternatioe(decriminalise drug use/
do not decriminalise drug use) make it onto thendg@ Presumably if there is
a consensus thabmethingneeds to be done to reduce the societal harmugf dr
use then there are any number of possible polisgamses. Parliament could
decide to increase the penalties for drug possessiancrease the resources
provided to police. More effort could be put otentepting the supply of drugs
into a country, or there could be more public atiseg regarding the risks of
drug use, or drug treatment services could be ivg@to The epistemic
challenge is in fact two-fold. Firstly, the podsitalternatives may not be
immediately apparent to the members of parliamefhey may need to do
some work to find out the extent to which publicvadising is a plausible
solution to reducing drug use. Secondly, even whem members of a
parliament are aware of all the possible altereatithere remains a challenge
of determining which two alternatives are the lzest so deserve one of the two
places on the agenda for a majority vote. We barktof agenda setting as a
separate social choice problem in itself, with éheso epistemic challenges of
finding the alternatives and then choosing thermdiives to place on the
agenda corresponding to a search procedure andegajgm procedure

respectively.

A solution to this second epistemic challenge, afrowing down the possibly
large set of alternatives to the two allowed a @lan the classic CJT agenda,
comes from the various extensions of the CJT t@ eafth multiple alternatives,

as discussed in chapter 3. List and Goodin (2@31gnd the classic CJT to
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cope with multiple alternatives by moving from nréy rule on a two-placed
agenda to plurality rule on a many-placed agendaung (1998) details a
Condorcetian extension of the classic CJT to mleltgiternatives via a series of
pair-wise social choices. In chapter 3 | argueé tihe List and Goodin extension
risks decreasing the aggregation competence oftagsm the Condorcetian
extension can require too many elections. | afgue mixed approach, with
multiple elections, variable group sizes and agsrdanultiple alternatives. If
the concern is that we cannot narrow down our laggeof possible alternatives
to the two most likely to be correct, the solutiamto place all possible
alternatives on an agenda. This way we are gusdnthat if the correct
alternative is identified by an agent, it will seew place on the agenda. We
can allow agents to place any plausible alternathey have found on the
agenda because the costs of a placing the wroamailive in the agenda are
low, since once the agenda is set there will beeaste social choice to

determine the final social choice alternative.

The remaining epistemic challenge is to find adl fossible alternatives in the
first place. This is where we can apply the modetlthe group search

procedure. Although the set of possible altereatiare initially unknown to the
members of the parliament, and as a consequencetdet have a place on the
agenda, each alternative will have a location. &ample, the alternative of
decriminalising drug use might have been put foda@y a think tank in a 2009
report. The alternative of more police resourceddatbe advocated by the chief
of police. Public advertising may have been swsfaésat reducing problem

drinking in one city and so officials in that cityould be able to propose this as
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an alternative for dealing with drug use. It idikely that a single member of

parliament will be able to locate each of the al#ives, given the disparate
locations of the alternatives. However the grogpaawhole may be able to
identify all the possible alternatives by engaginga search. The Search
Theorem implies that as the size of the group wewlin the search increases
the probability that all the alternatives are idiged is strictly increasing and in

the limit reaches certainty, provided that each imemof parliament has at least
some chance of finding an alternative and provitthed there is some diversity

in the locations explored by agents.

The Spatial Search Competence assumption of thelstt@eorem, as applied to
this example, is fulfilled if each member of pami@nt engages in a search for
alternatives. The crucial Spatial Search Indepecel@ssumption holds if there
is some difference in the way members search ferradtives. If they all listen
to the same submission at a hearing on drug use the Spatial Search
Independence assumption may not hold. But thei@paearch Diversity 2
assumption of the Search Theorem would hold if tteenbers of parliament
choose different initial partitions. For examplé,one member looks for
legislative solutions and another member looks lWbest practice in other
countries then, although there may be some ovenaghe alternatives
discovered by each agent, they are also likelyamec up with some unique
alternatives. The Spatial Search Diversity 2 agdion of the Spatial Search
Theorem would also hold in this example if ageng&vehthe same initial
partition but different start points, locational neentions and/or search

heuristics. For example, the members of parlianmeay all share the same
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initial partitioning of parliamentary constituensie But if each member begins
searching for alternatives in their own constitygrtben diversity is secured.
Similarly diversity is secured if agents employfelieént heuristics in the search
for alternatives. Perhaps one member searchesltBynatives by holding an
open meeting in their constituency, another memiey search for alternatives
by commissioning a literature review and a furtheember may search for

alternatives by consulting public officials.

We could also apply the Search Recognition Thedcethe example of finding
policy solutions for dealing with drug use. A s#leommittee might hold
hearings on the issue of the social costs of daggand invite members of the
community to offer solutions. Some members of ¢benmittee may ignore
some of the proposed solutions if the solutionsfldnwith the member’s
political prejudices. However, if there is diveéysn the political makeup of the
committee, if different parts of the political spreen are represented, then the
different members will have independent recognitioapacities and all

proposed solutions will be recognised by at least@mmittee member.

Note that in applying the search procedure to th&blpm of identifying

alternatives | have assumed that the objects ofclseare the alternatives
themselves. However it could be argued thlhtobjects of search, for any
search procedure, are in fact evidential and backgt pieces of information.
Consider the alternative of decriminalising drug wgich is put forward by a
think tank in a 2009 report. An agent who vishe tocation that is the 2009

think tank report will find the alternative of deuinalising drug use.
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Equivalently, an agent who visits the location tisathe 2009 think tank report
receives evidential signals and background infoiwnatvhich increases the
probability that this agent will correctly judgeathdecriminalising drug use is
an alternative that deserves a place on the agefumilarly, the alternative of
more police resources could be advocated by thef chipolice. If an agent
visits this location (they communicate with theeafhof police) then the agent
will find the alternative of increasing the amounft police resources.
Equivalently if an agent visits this location (theymmunicate with the chief of
police) then they will receive evidential signadaiditory and visual pieces of
information that are indirect causal relatives bé ttrue state of the world,
namely that increasing police resources is anratare that deserves a place on

the agenda.

Nested social choice problems

With the discussion thus far we have already séem évery social choice
problem involves a two-staged process of a searcbedure followed by an
aggregation procedure. The search procedure allagents to extract
information from the environment. The aggregagoocedure allows agents to

share the information they have extracted withgitoeip.

We have also seen that a given social choice probtay in fact exist within a
nest, or sequence of other social choice problefes.example, the final social
choice of a policy for dealing with the social csf drug use can only occur
after the separate social choice to determine waliginatives for dealing with

the social costs of drug use should be placed ®@agenda.
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This nesting of social choice problems can in saames be expanded beyond
the two levels of setting the agenda and seledtwegfinal alternative. For
example, before a group addresses the problenttofgsan agenda with policy
alternatives for dealing with the social costs nigluse, it needs to come to a
consensus regarding how the quality of policy aléves are assessed. Some
agents might believe that the success of a polidealing with social costs of
drug use should be assessed solely in terms afither costs to the tax payer.
A different agent might believe that the successagfolicy at dealing with
social costs of drug use should be assessed irs tefitihe impact on people’s
health. If different agents within a group assefiernatives according to
different metrics we run the risk that the groufll gelect the wrong alternative
as the social choi® The solution to this problem, of securing a canm
metric for assessing the quality of policy alteives, is to have additional
social choice exercises. Firstly, agents can ke&oc possible metrics for
assessing policies aimed at addressing the sauosélof drug use, such as the
wider costs to tax payers and the impact on pesgiealth. These possible
metrics can then be placed on a shared agendare Thae then be a separate
social choice exercise to determine a common métrcthe group. This
separate social choice exercise will encompassdae#arch procedure whereby
agents search for information which will tell thevhat metric on the agenda is
best, and then an aggregation procedure wheresagbate their judgement as

to which metric is best.

% For example if half of the agents use the metiiow costs to the taxpayer for measuring
social costs then they will tend to vote for thieadative of public advertising. If the other half
of agents use the metric of health costs for méagtine social costs of drug use then they will
tend to vote for the alternative of increasing treedsources. In these circumstances we would
tend to get a tie.
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The nesting of social choice problems can be esxgrelen further. Before
agents begin to consider which metric should beduse assess policy
alternatives for dealing with the social costs ofigduse, there needs to be
agreement as to the policy area they are dealitig WA parliament only has a
limited amount of time and so they must make agilegcito focus on the issue
of the social costs of drug use rather than, saw to increase educational
attainment or how to reduce the costs of healtle,car the extent to which
nuclear weapons should feature in defence polidgain, this further social
choice problem of determining the policy area theaiament will focus on can
be addressed, firstly, by a search procedure @rtitying possible policy issues
and placing these on a shared agenda. Given a coragenda there can then
be a separate search procedure where agents cah g@mainformation to tell
them which of the policy areas on the agenda shdddthe focus of
parliamentary time. The information obtained bgiwdual agents regarding
which policy areas are most important can be shartédthe group via plurality
rule: the policy area that receives the most votats favour will be the focus

for the group.

In the remainder of this chapter we will considee tnteraction of search and
aggregation procedures: how institutional decisiamger the choice of
aggregation procedure impact on how search proesdshrould be conducted,;
and how the outputs of search procedures impadhertype of aggregation

procedure that is optimal.
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The relationship between search and aggregation pcedures

The choice of aggregation procedure and its immactthe group search

procedure

The institutional decision over which aggregatiomgedure to use may be
made before a search procedure has been condudetherefore before the
type of judgement-generating factors of agents farmed. If the type of
aggregation procedure has been set then we knowype of judgement-
generating factors that are required for a groupaock the truth (the level and
distribution of competence in the group, indepewdenrelations and
transparency of competence). This in turn implidst the search procedure
needs to deliver in terms of the distribution dbimation across the agents in

the group.

A group might make an institutional decision to tise aggregation procedure
of negative reliability unanimity rule if there alegh costs associated with
wrongly deciding a false alternative is true. Erample, it might be considered
better to preserve a nation's status quo consiitatiarrangements, even if they
are not optimal, rather than take the risk of mgvio new constitutional

arrangements that are flawed.

A group might use the aggregation procedure ofatbeship if the costs of
including a lot of agents in a decision are higt dnt is likely that the dictator
will have high competence. For example, a Govenimaght delegate some

decisions in the defence portfolio to the MinistéiDefence. There are simply
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too many day to day decisions for the Cabinet tckemas a group (via
unanimity or majority rule). Moreover the Ministef Defence will have a
large ministry to provide policy analysis to theniter, so that her decisions

are very likely to be correct.

Finally a group may choose to use the aggregatiooepure of majority rule if
there is symmetry in the costs of false positived false negatives and if the
costs of including a large number of agents inghamup are sustainable. For
example, for ordinary pieces of parliamentary liegisn (such as liquor
licensing laws) the costs of staying with the cotrbad legislation might be
equal to the costs of moving to a new piece of legislation. Furthermore,
requiring all members of parliament to vote doesimpose additional costs as

parliament has already set aside legislative time.

The combination of judgement-generating factorsuiregl for the different
aggregation procedures to track the truth was dssal earlier in the thesis in

Chapter 2, figure. 2.17

All three aggregation procedures considered in thesis require the group
search procedure to result in agents having at szase private evidential and
background information. The institutional desigh tbe search procedure
should therefore simply aim for agents to find ascmprivate truth-conducive

information as possible.
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It is perhaps best for a social planner (or a groupelf-organising agents) to
treat a search procedure as occurring in two phas€ke distribution of
information across the locations in a search spaag be unknown ex ante.
Similarly the extent to which information is easdytracted from locations may
not be known ex ante. In the first phase of adedrmay help to survey the
entire search space to identify concentrationsyfwrmation or locations where
the information cannot be easily extracted by aenag To optimise the initial
phase of search the social planner should encousagee spatial search
diversity in the group so as to identify the spreddnformation across the
search space. The initial search should also weva@ome overlap in the
locations visited by agents so as to identify theemlt to which information is
easily extracted from locations. Once the sodahmper has some idea of the
distribution (and recognisability) of information the search space they can
organise subsequent searches so as to increasament of information
extracted from the environment. For example, hecagents report that they
find information at a particular location and otlagrents report that they found
no information at this location then this suggdsisre is a need to organise
subsequent searches so that there is some ovarldge ilocations visited by
agents. Similarly if agents report that there duster of locations containing
significant amounts of information, the social planmay decide to concentrate

the subsequent searches of agents on this patbk eéarch space.

What a search procedure can deliver to an aggoegptocedure

It may be that a search procedure has already dm®ahucted and that there is

now a distribution of information across agentshia group. If the aggregation
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procedure employed by the group is sensitive tadtbiibution of information

across agents in the group then the probabilitygieip makes the correct
social choice can be optimised. The same postisedistribution of

information across agents could be caused by mdfereht combinations of
initial distributions of information in the envirarent and different mixtures of
agent-specific variables of search (the initialtipan, locational convention,
start point and heuristic of agents). Therefoee fhllowing discussion of how
institutional decisions regarding search procedurapact on aggregation
procedures does not focus on the ‘inputs’ to tharcte procedure (the
informational environment and the combinations gérgs’ search variables)

but rather on the output from the search procedure.

The taxonomy of the distribution of information @ss agents set out below
ignores whether the information is evidential ockground, truth-conducive or
misleading and common or private. Both evidentald background
information can increase the competence of agast@rgued in chapter 4 of
this thesis. The issue of misleading informat®uiscussed in the next chapter.
Whether information is common or private determirtte independence
relations between agents. | will argue in the rehdpter that agent’s level of
competence should be conditional on the causabradhey receive. Thus,
provided that we conditionalise on common factotse violations of

independence do not pose problems.

The outputs from the search procedure can be aagedoaccording to whether

agents find lots of information during their searefhether all or only some
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agents find information, and whether agents findigaor complete pieces of

information. This is summarised in figure 6.2 belo

Figure 6.2: a taxonomy of the post-search spreashfofmation across agents

in a group.
Complete info All agents have Some agents have
information information
Incomplete info

Lots of 1 3

information 2 4
Little 5 7

information 6 8

If agents find lots of information during the sdartheir competence will be
high; if agents find little information their comigace will be relatively low. If
all agents find information then every agent hasething to contribute to the
aggregation procedure; if only some agents receif@mation only some of
the group members will have information to conttéouo the aggregation
procedure. Finally while many pieces of informatiwill have truth-conducive
value on their own, there may be some pieces afrnmhtion that only have

truth-conducive value in conjunction with othergae of information.
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To illustrate this final case, suppose that onenagescovers during their search
for information that decriminalising drug use wilecrease the cost of drugs.
The fact that the cost of drugs will drop does pat its own imply that
decriminalising drug use will decrease the sociste of drug use. Suppose a
separate agent discovers during their search that af the social costs of drug
use are caused by addicts committing acts of thgfay for their drugs. On its
own this piece of information does not imply thatdminalising drug use will
reduce the social costs. However in combinati@entéto pieces of information
discovered by two different agents do imply thatrdeinalising drug use will

reduce the social costs.

If all agents receive some complete informationl (6 then majority voting
will be the optimal aggregation procedure. Here ififormation that agents
receive means they have a competence level thegtier than random but less
than certainty. No single agent can reliably idgrthe true state of the world
on their own. However by sharing their judgemenith the wider group the
aggregation procedure of majority rule can weed that error in agent’s

judgements and utilise the information agents Hauad.

If some of the agents have a lot of complete infdram (cell 3) then
dictatorship would be the obvious aggregation piace (provided of course
that their competence was transparéntHere the large amount of information

received by the minority of agents means their cetace levels will be high.

% Alternatively, the group could employ form of aighy, where only those agents with high
competence (those agents who have received a ilofoomation) cast votes.
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If many agents have lots of complete informatioell(&) then either majority
rule or dictatorship are appropriate aggregatiacedures. If only a handful of
agents receive a small amount of information (¢glihen there may simply be
insufficient information for any aggregation prooegl to determine the true

state of the world. | consider this issue in naeéail in the next chapter.

In cells 2, 4 and 6 there is sufficient informatidispersed among agents that
indicates the true state of the world. Howeverwlag in which the signals are
dispersed in the group means that no individuahades sufficiently high
competence. Agents need to share the partial pi@iceformation if they are
to make use of it, perhaps via a deliberative ptoo For example if one
agent has discovered that most of the social aufstiug use are caused by
addicts committing acts of theft to pay for therugs and another agent has
discovered that decriminalising drug use will dasee the cost of drugs, then
the agents need to share what they know if thenmdtion is to have any truth-
conducive value. Aggregation procedures, as cteaed in this thesis, are
unable to aggregate the truth-conducive informatibat does not directly
increase agent’'s competence levels. This is bedéwsaggregation procedures
do not directly pool the information held by agenEather, the truth-conducive
information held by agents generates the judgemanggients, which are then

aggregated into the social choice.

The taxonomy in figure 6.2 helps illustrate thrééedent reasons why we might

want to consult a group in making a decision. ®gppa group of hikers is

walking through a forest and they see movementdhda all agents in the
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group clearly saw what caused the disturbance {cellifigure 6.3) then there is
no need to consult the wider group. However iisitnot obvious to all the
agents what caused the disturbance they might ttahsuwider group. There
are three explanations as to why the group as dewhay be successful in this
task. Firstly, it may be that each group memberagoindependent view of the
object that was good but not perfect. We ask @acbon what they saw. If one
after the other says something like 'l think | sawear'...'lt looked a bit like a
bear'...'Maybe a bear'... then we will have a gedaount of confidence that
the thing ahead is indeed a bear (this correspdadsell 5, where the
information can be pooled via the aggregation ptace of majority rule).
Secondly, it may be the case that only one of oowgmembers saw the object.
The view of most of our group may have been obstbsefoliage. But if we
ask enough of our group eventually we will comeoasra group member who
got a clear view of the object and is able to comfit was a bear (this
corresponds to cell 3, where the optimal aggregatimcedure will be expert
dictatorship). Finally, it may be the case thathreenember of the group only
saw a part of the object (cells 2,4,6). For exanphe person saw that the
object had brown fur, so it had to be an elk, vaslbear. Another person saw
that the object had sharp teeth, so it had to therea bear or a wolf. Finally
someone else saw that the object was tall, so st imela bear. In this last case
agents must discuss what they saw for the groupdeatify the animal.
Standard aggregation procedures cannot aggregate trith-conducive
information possessed by agents. Agents must dhaie information via

deliberation of they are to identify the true stat¢he world.
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There are three types of outputs from search proesdwhich deliver what is
required for an aggregation procedure to tracktth#n. Firstly, where many
agents have some complete pieces of informatiocameemploy majority rule.
Secondly where some agents have many completespafcamformation (or
where many agents have many complete pieces afmatoon) we can employ
expert dictatorship. However where the group segrocedure has produced
an output where agents only have incomplete infionastandard aggregation
procedures will not track the truth. Agents needhare their incomplete pieces

of information before they cast their votes.

Summary

Thus far the chapters in this thesis have discussgpegation procedures,
search procedures and the interaction betweemihe WWe have considered the
impact of institutional decisions regarding the ickoof the aggregation
procedure and the conduct of search procedure.h&Ve also considered the
agent-specific variables that are relevant forabgregation procedurgs and
we have considered the agent-specific variablesvaet for the search
procedure®. The remaining issue is how contingencies inittiermational
environment — in particular the possibility of neigtling information and finite
information — impact on the ability of a group ttentify the true state of the

world.

% The competence levels, independence relationsransparency of competence.

% Including spatial search and search recognitionpeience levels, and the spatial search and
search recognition independence relations.
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Chapter 7: The limits of the informational

environment.

This final substantive chapter focuses on contingenin the informational
environment which place restrictions on the absokpistemic performance of

aggregation procedures.

| begin by addressing the problem of the possybdit misleading information.
A small but significant literature on this topic ha@eveloped quite recently,
focussed on majority rule and the Condorcet Jurgofbm. The analysis in this
literature shows that the mere possibility of nasleg evidence and
background factors means the asymptotic limit ef @ondorcet Jury Theorem
IS not certainty, but some value less than ceryaintThis means that the
absolute epistemic performance of majority rule rbaytoo low: groups using
majority rule as an aggregation procedure may na@& Yvery reliable at
identifying the true state of the world. The pbgity of misleading information
affects the aggregation procedures of expert dictip and negative
reliability unanimity rule in different ways. Heteapply existing results to my

two-staged framework.
| also address the problem of finite informatio®o far as | am aware, this

problem has not yet been addressed by other authbrssome social choice

problems there may simply be insufficient infororatior a group to determine
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the true state of the world, no matter what seawclaggregation procedures
the group employs. | consider what institutionasponses a group might
employ to maximise the probability of a correctiabchoice when the amount
of information is limited. In particular | argueoff the sharing of information
between agents, via deliberation. | show how therisg of information can
boost the levels of competence in agents, whillepséserving independence

relations.

Search procedures allow agents within a group toaeix evidential and

background information from the environment. Aggton procedures allow a
group of agents to pool the information they hawentl during their search
procedures. Institutional decisions over the cahdtithe search procedure and
over the type of aggregation procedure will affidset probability that the group
identifies the true state of the world. For exam it is known that the pieces
of information can easily be extracted from locasighen a coordination of the
search procedures of agents to ensure they arealtyuexclusive is optimal.

Similarly if it is known that there is variabilitin the capacity of agents to
extract information from locations, then coordingtithe agent's search
procedures to ensure some overlap in the locatieisged would be

epistemically advisable. |If it is known, after teearch procedure, that many
agents have found pieces of information then mgjotile may be the most
appropriate aggregation procedure to employ. Hewew¥ at the end of the

search procedure it is known that one agent hasdfall the relevant pieces of
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information, then expert dictatorship may be thestrappropriate aggregation

procedure.

The extent to which a group (or social planner) ceke institutional decisions
over the aggregation procedure to employ dependd@mxtent to which the
competence of agents is transparent and the extewitich the group is aware
of the independence relations. Even when a greugpwiare of these features,
the choice of aggregation procedure can only initgethe group epistemic
performance to a certain extent. The level of cet@mpce of agents places an
upper limit on the epistemic performance of aggtieggprocedures. The level

of competence of agents is in turn (partly) deteediby the search procedures.

The extent to which a group can make institutiod@tisions regarding the
conduct of search procedures depends on the extemhich the group (or a
social planner) is aware of the spread of infororatn the environment and the
extent to which the group is aware of the seardlsstif individual agents.
Even when a group is aware of these features, aodlinates the searches of
individual agents optimally, there can be limitaqad on the ability of groups
to extract information from the environment. Thdiseits are generated by
features of the informational environment itsel, the quality and quantity of

information available.

Chapters 2 and 5 of the thesis discussed aggragatid search procedures

respectively.  Chapter 6 discussed the interactimtween search and

aggregation procedures, how institutional decisioner search procedures
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impact on aggregation procedures and vice vershis Ghapter (chapter 7)

discusses the final limit that is placed on théitgtof a group to track the truth.

Firstly, | briefly summarise the recent literatune the possibility of misleading
evidence in a Condorcet Jury Theorem (CJT) framkwot consider the

implications for this analysis on other aggregafwacedures. | then move on
to consider the issue of finite evidence and tiséitutional decisions that might
be made to maximise the probability of a correatiadochoice where the

amount of truth-conducive information is limited.

The possibility of misleading evidence

Majority rule and the CJT

The possibility of misleading evidence is a staddarncern with the CJT. For
example, Grofman et al. (1983) note tifathe competence of agents is below
0.5 (f agents have on average received misleading infaymathen the
probability of a correct majority verdict is decseay in group size and in the
limit approaches 0. Dietrich and List (2004) pa®/ia new model of a jury
theorem where the possibility of misleading evidems conditionalised on.
Here agents in a group do not have private pietesidence; rather the group
shares a common body of evidence intermediate leetwlee agents and the
state of the world. If a group of agents face®mmon, intermediate body of
evidence then this places an upper limit on thégodity of a correct majority
winner. As the size of the group increases, mard more background

information is added to the group so the abilitytlid group to appropriately
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interpret the evidence increases. However the gttty that the group will
identify the true state of the world (the probdpibf a correct majority verdict)

is limited to the probability that the common ewide is non-misleading.

Dietrich and Spiekermann (unpublished a) produoeee general model. It is
not just the possibility of misleading evidencettipases a problem for the
classic CJT but the possibility of any sort of coomtircumstance (including
both background and evidential information) thasgma problem. The classic
independence assumption of the CJT requires tleaetents of agents voting
correctly are independent conditional on the stdtéhe world. Dietrich and
Spiekermann note that this requirement will harelyer be met — agents are
likely to have at least some evidential and bacdkgdofactors in common. To
recover independence in the votes of agents theyope a new independence
assumption, which requires that the votes of agar@sndependent conditional
on the state of the world and any factors heldammon. The combination of
the state of the world and common factors they tdven‘problem’. With a
problem-specific notion of independence secured,dassic CJT competence
assumption needs to be revised. With the new m#gnce assumption, the
scope of the CJT has shifted to a fixed problenmth(aifixed state of the world
and a fixed set of (common) causes on agent’s koteBhe competence
assumption must also refer to this same fixed prabland the competence of
agents must also be conditional on these (commenises. The new
competence assumption of their model requires that problem specific
competence of agents (the competence of agents tfieestate of the world and

the common causes) is more likely to be greater €h& than less than 0.5. In
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other worlds, the new competence assumption regjtiva the combination of

common causes is more likely to be truth-condutite@ misleading.

If the new independence and new competence assumapif the revised CJT
model hold, then the new jury theorem states thdha group size increases the
probability of a correct majority verdict increasasd in the limit tends to the
probability that the combination of common causesat misleading. As there
is at least some possibility of a combination ofleading information, the
maximum probability of a correct majority verdict the new jury theorem is
strictly less than certainty. A world in which migsoblems are misleading is
unstable (Dietrich, 2008) and so the asymptotidtlohthe new jury theorem is

greater than Y.

The models of Dietrich and List (2004) and Dietriegind Spiekermann
(unpublished a) show that the possibility of midieg information in social
choice problems places restrictions on the abs@pistemic performanéof
groups in a CJT framework. These restrictions, fdet that a group using
majority rule may be significantly less likely thaertain to identify the true
state of the world, is not something that can beravme. If it were possible to
identify a piece or combination of information asskeading it would not be
misleading. As Dietrich (2008) notes, a piecerdbimation is misleading if
receiving this information means an agent is ldss\l to vote for the correct
alternative. To know if a piece of informationnssleading the social planner

needs to know what the true state of the world But if the social planner

97 According to the definition set out in chaptemBsolute epistemic performance requires that
an aggregation procedure is good at identifyingtthe state of the world.
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knows the true state of the world, there is no neetbnsult the judgements of

individual agents.

The problem of misleading information is a partaulproblem for the
aggregation procedure of majority rule becausdefitnportant threshold level
of agent competence. If the combination of cadigelors on agent’'s votes
mean the competence of agents drops even sligatbynb0.5, then as the size
of the group increases the probability of a correajority verdict tends towards
zero. Neither expert dictatorship not negativealglity unanimity rule faces

this problem, as | show below.

Negative reliability unanimity rule

Agents will have a prior competence pf = 0.5 (according to my model
assumptions, as discussed in chapter 4). Evenoifagent receives any
information whatsoever the aggregation procedurenefative reliability

unanimity rule is increasingly likely to avoid thiecorrect social choice as
group size increases. The probability of avoidihg incorrect alternative is

given by:
PT=1-(1-p)"

If p? = 0.5 then:

1
PT=1-(1-05)"=1-5
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and ash » oo, P~ > 1.

Agents may receive truth-conducive or misleadingces of information.
Misleading information may mean that the competesfcan agent i < 0.5.
However, provided the information is not so mislegdhat the competence of
agents i; = 0, then misleading information does not pose a j@rblor the
aggregation procedure of negative reliability unaty rule. Provided that
agents are not totally incompetent (provided tpatis not zero) then as

n—->oo,P” -1,

The possibility of misleading information does nmise a problem for the
baseliné®, relativé® or absolute epistemic performance of negativealéity
unanimity as an aggregation procedure. The upgpet bf group epistemic
performance is still certainty. Misleading infortiem merely reduces the rate at
which adding group members increases the probabiliavoiding the incorrect

social choice.

Expert dictatorship

The aggregation procedure of expert dictatorshily tnacks the truth if the

competence of agents is transparent. Here we todeel careful about how we
interpret transparency. If competence is transpar¢hen ‘misleading’

information which decreases an agent's competencdéeiow 0.5 is not

misleading at all. An agent whose competengg s 0.5 — 0.2 = 0.3 tells us

% As defined in chapter 2, baseline epistemic peréorce requires that a group using an
aggregation procedure is better than random atifgieng the true state of the world.

% As defined in chapter 2, relative epistemic parfance requires that a group using an
aggregation procedure is better than an individuaentifying the true state of the world.
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just as much about the true state of the worldnaageent whose competence is
p; = 0.5+ 0.2 =0.7. If a group (or social planner) makes agedictator and
accepts their judgement as the social choice thenptobability of a correct
social choice is 0.7. If the group instead malgengi the dictator and makes
the oppositeof agenti’s judgement the social choice then again the prdibabi
of a correct majority verdict isP =1—-0.3=0.7. In fact, misleading
information is just as epistemically virtuous fdretaggregation procedure of
expert dictatorship as truth-conducive informatiohe most epistemically
difficult case is one in which agents receive ntevdetermining causal factors
at all and their level of competence remains pdt=0.5. The most
epistemically helpful factors are the ones thathpasm agent's level of

competence as far away from 0.5 (in either diregtas possible.

The possibility of misleading information (that isformation which decreases
the competence levels of agents) does not poseldepn for the baseline or
absolute epistemic performance of expert dictatprsiis an aggregation

procedure. The upper limit of group epistemic perfance is still certainty.

The real problem for the aggregation procedurexpeg dictatorship is that the
level of agent competence may notttansparent This issue was discussed in

chapters 2 and 4 of this thesis.

The problem of misleading information is related the problem of finite
information. If agents have access to all thermfation about the true state of

the world then they cannot be misled as to the $tate of the world. For the
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problem of the possibility of misleading informati®o have any purchase, it
must be the case that either agents have accessimdinite but restricted pool
of information, or agents only have access to #éefipool of information. The
next section in the chapter is concerned with cadese agents have access to
a finite pool of information but where there is possibility of that pool of

information being misleading.

Finite information

Chapter 4 of this thesis analysed how the judgergenerating factors of
competence, transparency of competence and indepeadelations form. It
was argued that agents need both evidential ankiglmmd information for
their competence to be better than randompjfor 0.5. In the absence of any
evidential information whatsoever (including thesaice of even the detail of
the agenda agents are facing) agents have no tleé wf the two alternatives
on an agenda is correct and they will be forcedast a vote at random. In
these circumstances the competence of an agenb&jif = 0.5. Similarly
agents need at least some background informatidrmetable to interpret the
evidence they have. For example, if an agentldstiat the agenda comprises
the alternatives (elephant/ not elephant) but thentadoes not possess the
background information that tells them what an leteqt is, then again they will
be forced to choose an alternative at random aerd tompetence will be

pt = 0.5.
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If an agent has at least some evidential informatemd some relevant
background information then his or her competerme lge greater than 0.5
(provided that the combined effect of these facteitsuth-conducive). For the
aggregation procedure of expert dictatorship to ehdaseline epistemic
performanc&® at least one agent has to receive enough backgjraumal
evidential information (whose combined effect istlirconducive) such that
their competence is greater than 0.5. For theeaggion procedure of expert
dictatorship to have absolute epistemic perform2nee least one agent has to
receive enough background and evidential infornmafihose combined effect
is truth-conducive) such that the agent’s competdaacvery close to 1.0. In
addition, for expert dictatorship, the informatigeteived by the dictator must

be of a kind such that the competence of the exjiettor is transparent.

For the aggregation procedure of majority rule @veh good baseline and
relative epistemic performancé agent's must have at least some evidential
information and some relevant background infornmatiwhose combined effect
is truth-conducive), and at least some of thisrmfation must be held uniquely
by themt®® If a given agent lacks evidential or backgroimirmation their
competence will be 0.5, and they will make no maabcontribution to group

epistemic performance when added to the group ifafatt will add ‘noise’ to

1% Baseline epistemic performance requires that apusing a particular aggregation
procedure is better than random at selecting thecalternative.

101 Absolute epistemic performance means a group wsiayticular aggregation procedure is
good at selecting the correct alternative.

192 Relative epistemic performance requires that agrsing a particular aggregation
procedure is better than an individual at seledfiregcorrect alternative.

193 Here we rely on the CJT to support the claimsbsbéute and relative epistemic
performance.
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the group). If all the information an agent haalso held by another agent in
the group then all randomness in vote of the neentagvill disappear, the
conditional probability of the new agent voting for alternative given the vote
of another agent is 1. Here again such agents mdke no marginal
contribution to the group epistemic performance nvhdded to the group. For
the aggregation procedure of majority rule to hasfesolute epistemic
performance, the probability of a correct majontgrdict must be close to
certainty. For the probability of a correct magprverdict to be close to 1.0,
there either needs to be an approaching infinitmber of agents who have
received enough private background and evidentfakination such that their
competence is greater than 0.5; or alternativetegpective of group size) the
agents must have received enough background addrgial information such

that the competence of agents is close to 1.0.

A lack of evidential or background information i®tna problem for the
epistemic performance of negative reliability umay. Even if the
competence of agents ig = 0.5 then as the number of agents increases the
probability of a correct social choice tends tota@iety (assuming the votes of
agents are conditionally independent). NegatiViabiity unanimity rule only
fails to track the truth when the votes of agemts sufficiently dependent, or
when the competence of agents is 0. For the postmmpetence of an agent
to drop fromp? = 0.5 to pf = 0 the agent must receive enough background and

evidential information whose combined effect isesely misleading.
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Finite evidence

There will be many cases where the amount of tcotiducive evidence
available to agents is limited. For example, jurg trial only a small amount
of evidence (factors that are indirect causal nedatof the state of the world)
may reach the jurors. There will only be so muatemsic evidence left at the
crime scene and only a finite number of witnessethé actual crime. Leaf®
represent the total body of finite evidence avadads to the true state of the
world. The truth-conducive strength of signalsnirdhe body of evidence
depends on the prior competence level of agentsviag those signals. For
example, it takes |t more information to increase an agent’s competéas
from p} = 0.7 top? = 0.9 than it does to increase an agent’'s competenet lev
fromp? = 0.5 top; = 0.7. Suppose that if one agenwere to receive all af®
then the agent’'s competence increases fprs 0.5 top; = 0.9. If two agents
j,k each receive half of’¢ then the competencies of these agents would
increase fromp?,pp = 0.5 to pj,p; = 0.75. | will briefly explain how the
competence level for an agent with a portion of Huely of evidence is
calculated. Cf = Cf n C¢ andx is the true state of the world. The likelihood

Pr(cflvi=x) _ Pr(Cjlv;j=x) _ Pr(Cflvg=x)
Pr(C{|vi=-x) - Pr(C]‘?|vj=—|x) Pr(Cf|vg=—x)

ratio (LR) = = LR? by independence.

To update the odds (in line with Bayes’ rul®)Yids(v; = x|C{) = 0dds(x) X

pr(celvix)
Pr(Cf|vi=-x)

0.9 0.5

1-0.9 1-0.5

= 0dds(v; = x) X LR? = x LR?. Therefore,

Pr(v;=x|C})
1-Pr(v;=-x|Cf)

Odds(v; = x|Cf) =3 = ThereforePr(v; = x|Cf) = Z = 0.75.
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We want to see the maximum possible level of epigtegain for the group
given the finite body of evidence, so we will assutnat all pieces of evidence
are truth-conducive (none are misleading). We atsume that no agents have
factors in common and therefore agents are indegpgndonditional on the

state of the world.

C¢ is divided inton non-overlapping parts of equal strendth, Cs, ..., C£.
Each agent receive<?. 194 The competence of agents depends on the pieces of
evidence that they receive out 6f. The prior competence of ageitis

p? = 0.5. Agenti’s posterior competence giveél is:

pi = Pr(v; = x|x, Cf)

Competence decreasesmamcreases because the amount of informatio€i’in
decreases. Furthermore,ras> o, p; = 0.5 because the amount of information

in C{ tends to zero as — .

On standard interpretations of the CJT finite ena@¥emay pose a problem. As
the number of voters tends towards infinity (as gher asymptotic CJT), voter
competence tends towards 0.5. So as the numbeptefs tends towards
infinity competence levels decrease towards a pwinére the competence
assumption of the CJT no longer holds. If the cetapce assumption does not
hold, the asymptotic CJT does not hold and we ngdo have justification for

the absolute epistemic performance of majority ngotias an aggregation

194 As such, agents receiving the evidence will bedi@nally independent.
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procedure. Put another way, according to the asympCJT a requirement for
majority voting approaching the upper epistemicitliaf certainty is an
approaching infinite number of voters whose compegtds greater than 0.5 on
average and who are independent in a formal sdfsethis to be the case there
needs to be an approaching infinite amount of enagde If evidence is finite the
upper asymptotic limit will never be approached. cases where there is finite
evidential information the upper asymptotic limilhalways be some value less
than 1.0. Furthermore, as the amount of evidentfarmation decreases, the
upper asymptotic limit of the probability of a cect majority verdict tends to
0.5. The CJT is inapplicable in the plausible sasewhich competence levels
depend on group size, or where evidence becomesnoaonas group size

increases, undermining independence.

Finite evidence also poses a problem for the agdi@y procedure of expert
dictatorship. Even if all the evidence availaldegiven to the expert dictator
there may be so little evidence that the compet@hdbe dictator (and hence

the probability of a correct social choice) is vew.

Finite background information

If finite evidential information poses a problenr the asymptotic limit of the
CJT we can look to background information as a way Recall that the
competence of an agent is determined by the comdmaf the evidential and
background factors the agent receives. Althoughbtickground factors are by
definition not causal relatives of the state of therld and therefore do not

directly indicate which alternative on an agendacasrect, the background
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factors do have a causal impact on the votes afitageBecause background
factors have a causal impact on the votes of agleeyscan either be misleading
(if receiving a given background factor makes asnadess likely to vote for the
correct alternative), or truth-conducive (if regaty a given background factor
makes an agent more likely to vote for the cor@dttrnative). While the

amount of evidential information may well be finifand in many cases
extremely limited), there is likely to be much mda&ckground information that
the group of agents can utilise. The backgrourfdrmmation helps agents
interpret and make use of the evidential infornmatiand so obtaining

background information can increase the compet@ficagents. If different

agents obtain (or already have) different piecesaakground information they

will be (conditionally) independent.

For example, suppose a group of jurors must datidedefendant is guilty of
an act of murder. Jurdts degree in biochemistry was in no way caused by the
state of the world (the act of murder committedhy defendant). Furthermore,
the fact that a juror has a degree in biochemistnyot indicative of the true
state of the world. Nevertheless juitr degree in biochemistry helps an agent
interpret the evidential information placed beftrem, such as DNA evidence.
The juror's degree in biochemistry, combined witle DNA evidence, means
that the competence of this juror will be greatearnt 0.5. A separate jurgr
may have studied botany rather than biochemising, @ such has slightly
different background factors than the first agefhe background in botany of
juror j allows them to accurately interpret the DNA evickernbut in a way that

is slightly different to the first juror. The bagpiound factors of an education in
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botany, combined with the DNA evidence, means thatcompetence of the
second juror is also greater than 0.5. The skgétfiferent way in which the

second juror interprets the evidence means thgutgements of the two jurors
are conditionally independent, i.e. the fact thHa¢ furors have evidence in
common means the fact that one votes for the douwealict makes it more

likely that a second juror votes correctly, howewece we conditionalise on the
common evidence the vote of one juror tells us ingtlabout how the second

juror will vote.

Even if the amount of evidential information in anvironment is finite and
quite limited, there may be a significant amountbatkground information at
the group’s disposal. As such even a jury triat thuffers from a lack of
evidence can be very likely to reach the correctlieg provided that the jurors
bring with them sufficient background informatioh sufficient quality such

that they are able to correctly interpret the ledievidential information.

However the amount of background information may aso be finite. LetC
represent the total body of truth-conducive infaiiora available in an
environment. C encompasses both evidential and background intommand

C is finite. C is divided inton non-overlapping parts of equal truth-conducive

strengthcC, ,C, , ..., C,, . Each agent receivesC;. The competence of agents

depends on the pieces of information that theyiveceut of C. The prior

competence of agenis py = 0.5. Agenti's competence give6; is:

pi = Pr(v; = x|x, ()
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Competence decreasesmBicreases because the amount of informatiaf} in

decreases. Furthermore,ras> o, p; = 0.5 because the amount of information
in C; tends to zero as — c. The finite amount of truth-conducive
information (evidential and background) appeargléze a limit on the absolute

epistemic performance of majority rule.

Limited background information also places a limit the absolute epistemic
performance of expert dictatorship. The amountr@gvant background
information may be so low that the competence efdhkpert dictator may be

very close tg] = 0.5.

Possible solutions to finite information

We will now consider what routes there may be tglouthis further

bottleneck®® to absolute group epistemic performance generatedinite

information. To help illustrate the solutions llmassume that there are two
groups of agents. These agents have extracteithealinformation from the
environment that there is. One of the groups hasdgeneous levels of
competence of 0.6, while the other group has hgésreous levels of
competence which are symmetric about the mean demge of 0.6. The two

groups are presented below:

(1, P2, p3) = (0.6,0.6,0.6)

(p1,p2,p3) = (0.4,0.6,0.8)

195 The first bottleneck to the absolute group epistgrerformance of a group is generated by
the possibility of misleading evidence, as firgntlfied in Dietrich and List (2004).
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The first approach | consider for coping with feninformation is the choice of
aggregation procedure. The lesson from this agpreall be that judgement
aggregation procedures, such as majority rule,adalimectly pool information.
Rather, information generates the competence oftagehich in turn generates
the judgements of agents. The competence of agkatdd be interpreted as an
epistemic capability. Secondly, | consider disagating a social choice and
employing a premise-based aggregation procedune. |ésson from this second
approach is that competence is a modular episteapability which can be
used by the same agent on different agendas withiolating independence.
Thirdly, | consider the redistribution of informati. The lesson from this
approach is simply that it is indeed feasible fosaial planner to allocate
information across agents in a group as he or Eas@s. Finally | consider the
sharing of information. This combines the lessafisthe three previous
approaches, namely that competence is an episteapability that can be
modular across agents. Because competence is alanegpistemic capability
it can be used repeatedly to increase the probabilia correct social choice,

even when the information generating the competenioaited.

The selection of aggregation procedure

Where the amount of information is finite we midig¢ able to maximise its
impact on the probability of a correct social cleoby selecting the appropriate
aggregation procedure. This point was made inptiegious chapter where it
was argued that the institutional decision over alggregation procedure to

employ should be sensitive to the post-searchiloigion of competencies in
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the group. First let's consider the case where dipetence of agents is
homogeneous. The probability of a correct sodialiae, given the aggregation

procedures of majority rule, unanimity rtitand dictatorship are as follows:

PMajority Rute = 0.648
Pynanimity Rute = 0.216

PExpert Dictatorship — 0.6

Clearly, when the competence levels of agents @molgyeneous majority rule
the optimal aggregation procedure. Dictatorshigpsstemically superior to
unanimity rule since the event of a single ageningocorrectly is more likely
to occur than the events of all three agents votimgectly. Majority rule is
epistemically superior to both unanimity rule axgext dictatorship because of
its tolerance for mistakes. The correct altermatimll be the majority winner if
only two out of the three agents vote correctly dBntrast, with unanimity rule
or dictatorship, if any of the voters make a mistand vote for the wrong

alternative the correct alternative will not be foeial choice.

However, things may be different if the competeneeels of agents are
heterogeneous. Where the competence levels imroup are heterogeneous
the probability of a correct majority verdict givére aggregation procedures of

majority rule, unanimity ruf®’ and expert dictatorship are as follows:

1% Here we are considering the positive reliabilifyupanimity rule, not negative reliability
unanimity rule.

197 Here again we are considering the positive rdltgtnf unanimity rule, not negative
reliability unanimity rule.
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PI(/Iajority Rule — 0.656
0.21

P, =
Unanimity Rule —

0.8

! —_
PExpert Dictatorship —

If we compare the results for heterogeneous competémmediately above
with the previous results for homogeneous competeme can see that both
majority rule and expert dictatorship do bettefrwieterogeneous competencies
while unanimity rule does worse. Expert dictatgrsiioes better with
heterogeneous rather than homogeneous competence hieterogeneous
groups contain individuals with high competenceajdvity voting does better
with heterogeneous competencies for small groupssibut these differences

will wash out as the size of the group increases.

When the amount of truth-conducive informationirgté, it may be better in
some cases to use expert dictatorship rather thajority rule as the
aggregation procedure. If expert dictatorship as be employed as the
aggregation procedure then the competence of agargs be transparent. But
if the competence of agents is transparent thercavechoose to give more
emphasis to the judgements of high competence sigawt less weight to the

judgements of low competence agents, in line Wighfollowing weight§*®

wi o< log( =)
l

1% Grofman, B., Owen, G. and Feld, S.L. (1983) Theo¥ll, as discussed in chapter 2.
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If we apply these weights to the aggregation pracedf majority rule then we
get weighted majority rule, which represents theximam possible probability
of a correct social choice given fixed levels ompetence. With weighted
majority rule, any agent whose level of competersc@ot 0.5 can make an
epistemic contribution to the group. With weightedajority rule the

probability of a correct social choice is:

PWeighted Majority Rule = Z npi 1_[(1 - pi)

SCN ieS igs

where the sum is taken over all subsets N: Yiesw; > Yigsw;. 0°

The probability of a correct social choice giver #iggregation procedure of

weighted majority rule is:

PWeighted Majority Rule = 0.8

Majority rule can be thought of allowing a groupextract the signal from the
judgements of agents while filtering out the ndikest, 2008). In the case of
the group with heterogeneous competendies ps, p3) = (0.4,0.6,0.8) the
noise of agent is drowning out the signal from ageht Applying weights in
proportion to the competencies of agents meang d¢ewnote is given a weight

of w; = —0.40547 whereas agents and3 are given weights aof, = 0.40547

19 Bradley, R. and Thompson, C. (2012), adapted f@wen, G., Grofman, B. and Feld, S.L.
(1989), as discussed in chapter 2.
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andw; = 1.3863 respectively™®. Applying weights means we have greater

confidence in the epistemic ability of some of dgents.

Judgement aggregation procedures do not pool irEom directly. Rather,
information (evidential/ background, private/ commmand truth-conducive/
misleading causal factors) generates the competdragents. The competence
of agents represents the agents’ epistemic capedijlit is a measure of their
ability to identify the correct alternative on tlagenda. These epistemic
capabilities of agents can be utilised more or le8ectively by different
aggregation procedures. Weighted majority ruleraggnts the maximum
possible probability of a correct social choice/egi fixed levels of competence.
In employing weighted majority rule we acknowledfpat some agents have
greater epistemic capabilities than others (siheg have received more truth-
conducive information). Of course, if we choosestoploy weighted majority
rule, we dispense with equality of participationhieh is also a virtue of

democratic decision making.

Epistemic gains from disaggregation

The epistemic advantages to disaggregating a satiaice into a set of
premises and then holding majority rule decisionseach premise has been
addressed by Bovens and Rabinowicz (2006), Lif9gP&nd List (2008). Here
| rehearse the main results and apply them to caupgof a fixed size, where

the amount of information is also fixed. | willgare that the mechanism that

19 Note that in this particular example expert dimtship is identical to weighted majority rule
since the weight given to agenis so much greater than that given to any othentag
However in other cases this will not be true. &oample, if we have a group with
heterogeneous competencegmfp;, by, p;) = (0.6,0.6,0.6,0.7) then under the aggregation
procedure of weighted majority rule no agent wdldictator.
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accounts for the increased epistemic capacitydhiaes from disaggregation is
that the competence of agents is a modular cap#uitl can be applied to
different agendas. This important observation W# applied in the later

solution for dealing with finite evidence: the sharof information.

Any proposition is logically equivalent to a congtilon of other propositions.
For example the proposition:

R = the defendant is guilty of manslaughter.

May be equivalent to:
P = the cause of death was blood loss due to beéafped.
Q = the defendant stabbed the victim.
(P&Q) < R = the defendant is guilty of manslaughter if amdyaf

they stabbed the victim and this stabbing causedittiim’s death.

The social choice can be made either by votinghan‘tonclusion’R or by
voting on each of the ‘premise®, Q and (P&Q) < R and accepting the
conclusionr if and only ifP, Q and(P&Q) < R are accepted. As authors such
as List (2006), List (2008) and Bovens and Rabicaw{006) have shown,

there can be epistemic gains from using a premasedapproach.

Agents will not have the same level of competenteanclusions as they will
on premises. Knowing that the defendant is gusitgquivalent to knowing that
the cause of death was blood loss due to stabbiip the defendant stabbed

the victim AND these two facts are necessary arificent for the defendant
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being guilty. Therefore we should expect that lthes| of competence on the
premises will be higher than on the conclusion.th# homogeneous level of
competence on the conclusighis p = 0.6 then the homogeneous level of
competence on each of these premises shou(dﬂoe V0.6 = 0.84343. The
probability that three agents with competepce 0.84343 choose the correct
alterantive via majority rule on a premise B, omise = 0.93413. The
probability that agents choose the correct conatuRi, given a premise-based
approach, is the probability that they make theemrmajority choice on all
three premises. This is given 8 emise-based procedure = 0.934133 =
0.81512. We can compare the conclusion-based and prdmased decision

procedures:

PConclusion—based procedure = 0.648

PPremise—based procedure = 0.81512

In the case where competence levels are homogetieengsare clear epistemic

advantages to a premise-based procedure.

Where the heterogeneous competence levels of agantke conclusion are
p1, P2 P3 = (0.4,0.6,0.8), the competence levels of the three agents on the
premises will bepi, p;, p; = (0.73681,0.84343,0.92832). The probability
that this group makes the correct majority choice a premise will be

Ppremise = 0.93461 and the probability that the group makes the cbichoice
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on the conclusion via a premise-based proceduPp, [$yise—pbased procedure =

0.934613 = 0.81638. 1!

We can compare the conclusion-based and premisetbecision procedures

for groups with heterogeneous competencies:

PConclusion—based procedure = 0.65

PPremise—based procedure = 0.81638

In the case where competence levels are heterogeiieere are clear epistemic

advantages to a premise-based procedure.

Disaggregating a social choice problem into prem&®al a conclusion and then
using a premise-based decision procedure is eptsayn superior to both

majority rule and expert dictatorship. What cancamt for the epistemic gain
that comes from disaggregation, given that thetsmfithe number of agents, and
their truth-conducive factors) are fixed? | offaree explanations. Firstly, as
noted by List (2006), the competence level on tbechkusion can decrease
rapidly as the number of premises increase. Ifgmiance drops below 0.5 then
the probability of a correct majority will be leisan the probability a single

agent makes the correct judgement.

111 Weighted majority rule makes no improvement in hasticular case since the competence
levels of agents on the premises are so similar.
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Secondly, leta represent the number of premises. The probalufity correct

premise-based verdict is given by:
n n
Ppremise—based = (Z}D% (h) ph(l - p)n—h)a

The probability of a correct conclusion-based veri given by:

n

n
PConclusion—based = Z (h) pah(l - pa)n—h

h>n/2

If we keep the level of competence on a premiséxed but increase the
number of premiseg then this will have a detrimental effect on thelgability

of a correct social choice whether we use a pretmased procedure or a
conclusion based procedure. Increasing numbengrerhises decreases the
probability of a correct social choice via a pregdmsed procedure because the
final social choice is theroductof the decisions on each premise. Increasing
numbers of premises decreases probability of aecbrsocial choice via a
conclusion-based procedure because the level opetmmnce on the conclusion
is the level of competence on a prentis¢he powenf the number of premises.
The probability of a correct premise-based procedsialwaysgreater than the
probability of a correct conclusion-based procedurhis is shown in the figure
below, where the number of agents is held fixedhaée agents and the
competence of agents on a premise remains fixpd=a0.6. The figure shows

that as the number of premises increases, the Ipfibpaf a correct premise-
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based procedure (top line) will always be greakemtthe probability of a

correct conclusion-based procedure (bottom line).

Figure 7.1: the probability of a correct social dhe, given a premise-based or

a conclusion-based procedupe= 0.6.
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The third explanation for why a premise-based ptaoe is epistemically
superior to a conclusion-based procedure is thapetence can be modular. |
have assumed in all the calculations above thasvot agents are independent
across premises. For example, the fact that agerdtes for the correct
alternative on the premise (the cause of death was blood loss due to being
stabbed) makes it neither more nor less likely #genti votes correctly on
premiseQ (the defendant stabbed the victim). Bovens angir®avicz (2006)
defend this type of proposition-wise independence tbe basis of the
modularity of competence. For example, an agepitisiological expertise at

determining whether a victim died of blood losslgvant for premiseP) is
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different from that same agent’s expertise at &asgsvitness statements that

report the defendant stabbed the victim (relevanpfemise).

| will argue that competence can be modular inféeint sense. The same
background factors can be used by the same agatifferent premises to help
them identify the correct alternative, while stiitaining some premise-wise
independence. For example, the background experiei paying close
attention to complicated testimony may have a toathducive impact on agent
competence levels on a variety of different agendAgent1 might have a
competence level op; = 0.84343 on propositionP in part because of the
background factor of experience of paying closeergitbn to complicated
testimony, in combination with the evidential facwf the testimony of the
pathologist. Agentl might have a competence level pf = 0.84343 on
proposition@, in part because of the background factor of eégpee of paying
close attention to complicated testimony, in corabon with the evidential
factor of a witness statement. Because atjsntotes on proposition8 andQ
have a common causal factor, the events of adenbting correctly on
propositionsP and@ are not independent. The fact that agewbtes correctly
on propositionP means agent is more likely to vote correctly on proposition
Q. However, the probability of agentvoting correctly on propositio® is
independent ol’s vote onQ, conditional on the common background factor of
experience of paying close attention to complicaéstimony. Agent’s vote
on propositionP is in part generated by the evidential factorhaf testimony of

the pathologist. Agent’s vote on propositiorQ is in part generated by the
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witness statement. As such the vote of adgeon propositionP is independent

of the vote of agert on propositiorng.

This type of modularity of competence means tha&newhen the amount of
information is finite we can, in effect, increadse tnumber of agents and
increase the amount of information available to gh@up. In the calculations
above there are three agents. With a conclusisaebprocedure we aggregate
one vote each from three agents. With the prebesed procedure, we
aggregate three votes from three agents whichrigieaditional independence)

is mathematically equivalent to aggregating a gnvgite from nine agents.

The law of large numbers, which accounts for thedoof the CJT, is often
explained by reference to coin tos$és Suppose we have a slightly biased coin
— perhaps there is a malfunction in the mint whidates a rounded edge of the
coin on the ‘tails’ side, so that if the coin lamas its edge it will fall on ‘tails’
side not the ‘heads’ side. As a consequence sflilds the coin has a 0.51
probability of landing ‘heads’. If the coin is &exd 100 times we should be very
surprised if we get heads exactly 51 times. Howé&uwhe same coin is tossed
an infinite number of times we should get exactlylOheads. The law of large
numbers implies that the sample mean tends towhedgopulation mean as the

sample size increases.

We might use this slightly biased coin to decidedéf should have an entrée at a

restaurant (‘heads’ means ‘yes’ since we slightbfgr to have an entrée). We

12 gee for instance List and Goodin (2001) and Edt{@008).
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might also use that same coin to decide whethesheeld have a desert at the
restaurant (again, ‘heads’ means ‘yes’ since vghtli prefer to have a desert).
We are therefore 0.51 likely to have an entrée @bd likely to have a desert.
The fact that we order an entrée should make theemore nor less likely that

we order a desert, since each coin toss is indepgend

The background factor of experience of paying clagention to complicated
testimony is analogous to the defect in the cdmeach case the causal factor
(the background experiences or the defect in tihe) generates a bias. In each
case, the bias can have a causal impact on ditfagandas without violating

independence across agendas.

Redistributing information

The next approach for increasing the upper Ilimit goup epistemic
performance, given finite information, is the redisution of information. Thus
far it has been assumed that our two groups oftadeve already conducted a
search procedure and all the information in tharenment has been extracted
by the agents in the respective groups. To rec¢he, distributions of

competencies in the groups are as follows:

pll p2r p3 = (0-6, 0-6, 0.6)

p1, P2, P53 = (0.4,0.6,0.8)

But agent competence levels do not have to be fixednay be possible for a

social planner to control how the information istdbuted across agents in a
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group. A social planner may be able to arrangeaachk so that only one agent
receives all the information. Alternatively a sacplanner might organise a
period of deliberation post-search so that thermfdion extracted by agents

can be redistributed across agents optimally.

A social planner might decide to maximise the cot@pee of a single agent and
make that agent the dictator. If a social plantear redistribute information
across agents then there only needs to be enoni¢h ihformation to increase
the competence of a single agent frpfn= 0.5 to p} = 1.0. If this agent is
made the expert dictator then the group will beedblidentify the true state of

the world with absolute certainty.

A social planner might choose instead to use thgremgtion procedure of
majority rule. While the CJT requires that thetrliition of competencies in
the group is symmetric about the mean, majorityngptioes not require any
particular distribution of competencies. Grofmanak (1983) Theorem IX
shows the distribution of competencies that willxmase the probability of a

correct majority where the amount of informatioriixed:***

n+1

a. if p'n>T set a majority of individual agents’ competencies

Di = 1.0

3 Grofman, B., Owen, G. and Feld, S.L. (1983) p.270.
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b. if %zp'n 2%—0.2 setp; =0 for "T_l of the group and sep; =
p' (%) for the remainingn:—1 group members*
c. if Z—0.4 > p'n setp; = p’ foralli

wherep’ represents the average competence levelsiaadresents the number

of agents.

So the two groups of:

P1, P2, P3 = (0.6,0.6,0.6)

p1,p5 P = (0.4,0.6,0.8)

both come under the (b) category of Grofman etAaicording to their approach

we should adjust the competence of agents such that

(p1, P2, p3) = (0.0,0.9,0.9)

The probability of a correct majority verdict givetiis distribution of

competencies is

PMajority Rute = 0.81

““Note that there appears to be a typo in their@sap They actually statg = p (ﬁ) ie.
they use a homogeneous level of competence. umeshey mean to use the average level of
competence, which is more general.
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However, | wish to note three problems with the i@@n et al. approach.
Firstly, there is a conceptual problem with adjugtihe levels of competence as
they propose. Note that in a dichotomous choi@ ghor competence of
p? = 0.5 represents a position of ignorance, a situatiowtiich the agent has
no evidential information whatsoever. It will alygabe possible to shift an
agent’s level of competence backpp = 0.5 by giving the information that
would have gone to ageinto another agent. However it may not be possdle
shift an agent’'s competence level gp= 0.0. An agent with competence
p; = 0.0 is entirely unreliable and just as valuable tooaia planner as an
agent whose competencepis= 1.0. It will only be possible to shift an agent’s
competence tp; = 0.0 if agenti can be given the misleading information that
would have gone to another agent. If there happgense no misleading
information in a group, no agent can have a conmgetéess tha0.5 no matter

how the information in the group is redistributed.

Under a more realistic interpretation of the Grofined al. approach we can set
the competence levels of a minority of agents t@aaition of ignorance
p; = 0.5 and redistribute the remaining fixed quantum ofmpetence from
these ignorant agents evenly among the remainingopritya of agents.
Following this approach means the competence afitaga our group will be
adjusted t,, p,, ps = (0.5,0.65,0.65) and the probability of a correct majority

verdict is:

PMajority rute = 0.65
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It may be that when the point of ignorance is reaef asp; = 0.5 rather than
p; = 0.0, that the calculations in the Grofman et al. apphoalso need to be

revised.

The second problem with the Grofman et al. apprdaca fixed sum total of
competence (a finite amount of truth-conducive rimfation) is that they
presume additivity in the levels of competence. | Asgued earlier, the truth-
conducive strength of signals from the body of ewite depends on the prior
competence level of agents receiving those signals.takes alot more
information, for example, to increase an agent’snpetence level from
pi = 0.7 to p? = 0.9 than it does to increase an agent’s competenet flam
p? = 0.5 top! = 0.7. The revised calculations in the Grofman et ppraach
would need accommodate the fact that increased mi\@d information have

decreasing marginal impacts on an agent’s levebofpetence.

The third, more significant, concern with the Grafmet al. approach to dealing
with fixed amounts of competence is that it plae@esundue importance on
preserving independence in the votes of agentgJitomal just on the state of

the world.

Sharing information

The section immediately above proposed redistmigutinformation across

agents in a group to maximise the possibility abarect social choice. It was
assumed that all information must be held privabglyagents. For one agent to

receive an extra piece of information it must bketaaway from a separate
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agent. But there may be more significant gainddohad by agents sharing
information.  Sharing information would mean thal &uth-conducive

information would be held in common between agents.

Consider the case where agents have homogeneals tdvcompetence. In
this case each agent received separate piece®ohation that increased their
levels of competence from?, pd,pd = (0.5,0.5,0.5) to pi,pl, p3 = (0.6, 0.6,
0.6). If all the information is given to a singlgent then the competence of that
agent will bep? = 0.77.1*° If this same information is also given to agefjt's
andk then the competence of agepndk will also bep]2 = 0.77, pz = 0.77.

If the social choice is to be decided by the agatieg procedure of majority

rule then the probability of a correct social cleowdll be:

PMajority rute = 0.86563

The sharing of information, before judgements @ygregated via majority rule,
is by far the most effective approach for maxingsihe probability of a correct
social choice when truth-conducive informationiigté. It makes more of a
difference to the probability of a correct socidloe than the choice of
aggregation procedure, the use of a premise-basedequre or the

redistribution of information.

_Pr(Cllvi=x) _ PF(C]?W]':X) % Pr(Cf |vi=x) Pr(c{|vj=x) _
Pr(C{|vj=-x) Pr(C]?hJ]-:—‘x) Pr(CPlvg=-x) = Pr(C{|vj=-x)

3
( 06 ) =3.375. 0dds(v; = x|Cf) = 0dds(v; = x) x LR. ThereforePr(v; = x|C¢) = 0.77

1-0.6

15 The likelihood ration (LR)
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The calculations immediately above assume thawtites of the three agents
are independent. There may be a concern that sigeats have shared
information, and now have information in commorg tlotes of agents are no
longer independent. The more general worry is thagents share all their
causal factors they will have identical vote-det@ing causal factors and the
votes of agents will be entirely dependent: theilé be no randomness in the
vote of an agent, conditional on the vote of anothagent. As such, the
probability of a correct majority verdict will belentical to the probability of a
single agent voting correctly (the agent’'s compet¢rand adding agents to the
group will make no difference. However | will showthe section below why
the competence of agents, conditional on commonorf®c retains some

randomness.

Case 1
Consider three agentsj, k. The prior levels of competence for these three

agents will be:

p? = Pr(v; = x|x) = 0.5
p) = Pr(v; = x|x) = 0.5

py = Pr(v, = x|x) = 0.5

Suppose that these three agents receive simildr diffierent) packages of

information, as represented in the figure below.
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Figure 7.2: a causal network with three private kages of information.

/
©

OX

The posterior competence of the three agentsfdlass:

p} = Pr(v; = x|x,c?,c€) = 0.6
pj = Pr(v; = x|x,c7,cf) = 0.6

pi = Pr(vy = x|x,c3,¢c¢) = 0.6

In other words, the combined effect of the two edhdectors, received privately
by each agent, is to increase the competence ¢éwzlch agent by +0.1. If the
social choice is decided by the aggregation proeedtimajority rule then the

probability of a correct majority verdict given thetes ofi, j, k is P = 0.648.

Case 2

Now consider a slightly different situation as egented in figure 7.3 below.
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Figure 7.3: a causal network with one common paekafgnformation.

O,

O
©,

Here all the agents receive the same two piecesfofmation. The prior
competence of agenwill be p{ = Pr(v; = x|x) = 0.5. We need to update the
competence of agetin light of the information that they have recalveThe
posterior competence of agenis p} = Pr(v; = x|x,c{,c?) = 0.6. Agentsj
and k are not independent of agansince they have common causal factors.
Once we know the way agentvotes this will increase the probability that
agentsi andk vote in the same way. Formally; = Pr(v; = x|x,v;) > pf =
Pr(v; = x|x). However once we conditionalise on the commortofa¢ we
regain independence between the three agents.pdsterior competencies of

agentsj andk conditional on the evidential and background infation they

receive are as follows:

p} = Pr(v; = x|x,cf,c?) = 0.6

pt = Pr(v, = x|x,cf,c}) = 0.6
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We can see that independence has been regainedrujti@nalising on
common factors by noting, inter alia, thgt= Pr(v; = x|x,cf,c5,v;) = pj =

Pr(v]- = x|x, cs, c§)=0.6. 116

Dietrich and Spiekermann (unpublished b) providegeneral form of

Reichenbach’s common cause principle:

“Common Cause Principle (stated informally). Phenomena which do not
causally affect each other are probabilisticallgependent conditional on their

common causes.” (p.5)

In the example above the votes of agents do ndatisaffect each other. We
have conditionalised on the common causes of agewtes, so the votes of

agents will be probabilistically independent.

If the social choice in case 2 immediately abovdesided by the aggregation
procedure of majority rule then the probability afcorrect majority verdict

given the votes of, j, k is P = 0.648.

In case 1 there were three packages of backgrontidceadential information

which each had a truth-conducive value of +0.1t(d#ch increase an agent’s
competence level by a value of 0.1). In the casleePe was one package of
background and evidential information that hadughticonducive value of +0.1.

There is three-times as much information availdbléhe group in case 1 as

118 And if agenti votes for alternative.x it makes it neither more nor less likely that agen
will vote for alternative-x.
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there is in case 2 and yet the probabilities ofagonity verdict in each case are
identical. It seems as if the distribution of infation among agents in case 1

is suboptimal.

Case 3
Suppose we face the same set of causes as in.cémnever in case 3, instead
of dividing up the information among different aggenall information is

common. We can represent this in the figure below:

Figure 7.4: a causal network with three common paes of information.

The posterior competence of the three agents is:

1 _ —
pl _Pr(vl —xlx,Cl,Cz,C3,C4;C5:C6) 077
pj = Pr(v; = x|x,cf,c5,¢5, ¢4, c8,cg) = 0.77

pr = Pr(v, = x|x, ¢, c§, c§,cl,ct,cl) = 0.77
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Because we have conditionalised on all the comraotofs, the votes of agents
i,j andk are independent. As can be seen, there is rareksmn each of their
votes. This randomness comes from whatever comgetgenerating factors
the agents hold privately. If the social choicedexided by the aggregation
procedure of majority rule then the probability afcorrect majority verdict
given the votes of, j, k is P = 0.86563. There are clear epistemic advantages

to sharing truth-conducive information.

In an earlier section on premise-based proceduaegued that the increased
epistemic performance generated by taking a prebased approach is due in
part to the competence of agents being modularsacpropositions. The
modularity of competence across propositions méaayote of a single agent
is independent across propositions. The same-tarducive background
factor, such as experience of paying close attertbocomplicated testimony,
may generate high levels of competence for an agesgveral different social

choice problems.

The examples of information sharing, immediatelyo\ay show that

competence can also be modular across agents. sdime competence-
generating factors of background and evidentiabrimfation can be shared by
different agents and in the process boost theielsewf competence, while

preserving independence conditional on the comractofs.
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We can explain the modularity of competence acagests by analogy with the
coin-toss. Tossing the same flawed coin with alObbas 100 times is
equivalent to tossing 100 identical coins with &10bias produced from the
same flawed die at the miht The flaw in the die at the mint which places a
+0.01 bias towards heads on each coin is analogousetdrtith-conducive
background factor of experience of paying closendibn to complicated
testimony, which places #0.1 bias towards the truth on the judgements of
agents. Agents can share this same truth-condbeigkground factor and yet

still be independent.

There is one final point to be said in favour ok tproposal of sharing
information among agents. The classic CJT requirasthe competence levels
of agents are homogeneous and that agents areemdkst conditional on the
state of the world. Neither of these assumptisndausible in real-world social
choice problems. When agents share informatiorexatange independence
conditional on the state of the world with indepemce conditional on the state
of the world and common factdt& If agents share information then their
levels of competence conditional on the commorofacivill be homogeneous,
as per the classic CJT. The sharing of informakietween agents provides a

justification for the assumption of homogeneou®lewf competence.

117 As Estlund (2008) states “Now obviously the sanoeilal be true if instead of one coin
flipped repeatedly, we consider many coins, allghted the same way, each having a 51
percent chance of coming up heads.” (p.224)

18 5ee Dietrich and Spiekermann (forthcoming a,b)
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Problems with information sharing

| will present two concerns with the solution toetlproblem of finite
information of information sharing: it may not begsible to share all the truth-
conducive causal factors and there remains a pligsilof misleading

information.

| have argued that the reason there is still samepgendence in the votes of
agents, conditional on common factors, is thaeasti some of the competence-
generating factors are held privately and not shavigh other agents. There
may be many types of truth-conducive competencergging factors which,
from the perspective of group epistemic performahde desirable that agents
share, but which they are unable to share. Fompba while background
factors such as textbooks on pathology or coursd®w to be a juror, can be
shared between agents it may be that the backgrfaatar of experience of
paying close attention to complicated testimonyug the sort of background
competence-generating factor thadnnot be shared between agents. This
background factor is built up over a lifetime araheot be passed on to other
jurors during the trial. Similarly, while evideatifactors such as fingerprint
evidence may be shared between agents, a withgssahbe able to share with
jurors the evidential factor of the precise colofithe shirt the defendant was

wearing.

Secondly, there remains an intuitive concern witie targument that

competence-generating factors can be shared bytsagemd boost the

competence levels of agents, while retaining samependence in the agent’s
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votes. | have argued that if we have a group wattmpetence levels;, pj, px =
(0.6,0.6,0.6) then it makes no difference to the probabilityaaforrect majority
verdict whether their competence levels were geedrdy three private
packages of information (case 1) or whether theareslthe same package of
information (case 2). But surely there mustdoeneepistemic advantage to
having three different sources of information. @@ account for this intuition
in part, as | have done above, with the asserti@t there is just more
information in the group with three different pagka of information than there
is in the group with one package of informatiofthke three different packages

are held privately then this is just a sub-optidiatribution of information.

There is however a more significant concern wite dompetence of agents
being generated by the same truth-conducive factdhsis far | have assumed
that the competence-generating factors are inatéris of random variables.
If, for example, an agent has the background faofoexperience of paying
close attention to complicated testimony then isveasumed that this had a
truth-conducive influence on an agent’s level ainpetence. However we can
also treat causal factors as random variables dhattake two values. For
example, the factor of experience of paying clodenéion to complicated
testimony could either be truth-conducive and iaseean agent’s competence;
or the factor of experience of paying close attentio complicated testimony
could be misleading in which cased#creasesn agent’s level of competence.
If our group of three agents shares the same paakagformation (case 2) and
this turns out to be misleading then each agent télve competence

pi, 0Pk < 0.5. If however each of our three agents has a eiffigrprivate
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package of information (case 1) then it will onlythhe case that the competence
of each agent ig;, p;, px < 0.5 if each of these packages of information turns
out to be misleading. It is more likely that agdepackage of information turns
out to be misleading than for three separate paskaginformation to turn out
to be misleading. Separate sources of evidencgehagainst the possibility of

misleading evidence.

We can use sample calculations to consider therdifices between cases 1, 2
and 3 when we allow for the packages of informatiorbe truth-conducive

(increase competence) or misleading (decrease d¢engs).

Case 1: three private packages of information

« If all three packages of information are truth-cocigte then the competence
of all agents ig; ;, = 0.6 and the probability of a correct majority verdist
P = 0.648.

* If one of the packages of information is misleadihgn the competence of
agents isp;, pj,px = (0.4,0.6,0.6) and the probability of a correct majority
verdict isP = 0.552. There are three ways in which this situationld¢@rise:
the information of the first, second or third ageotild be misleading.

* If two of the packages of information are mislegdthen the competence of
agents isp;, pj,px = (0.4,0.4,0.6) and the probability of a correct majority
verdict isP = 0.448. There are three ways in which this situationld¢@rise:

the information of the first, second or third ageotild be truth-conducive.
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« If all three packages of information are misleadingn the competence of all

agents isp;, pj,px = 0.4 and the probability of a correct majority verdist

P =0.352

Let C; represent the case where the first package ofnrd#ton is truth-
conducive and-C; represent the case where the first package ofnrefoon is
misleading. MC|C; represents the case that there is a majorityhfercorrect
alternative given that the first package of infotima is truth-conducive. The

probability of a correct social choice is given by:

[Pr(C,&C,&C5) x Pr(MC | €,&C,&C;)] +
3[Pr(C,&C,&C;) X Pr(MC | C;&C,&=C3)] + 3[Pr(C;&-C,&—C3) %

Pr(MC | €,&-C,&C3)] + [Pr(=C;&-C,&=C3) X Pr(MC | —C,&-C,&~C;)]
Suppose the probability of a given package of mfaion being misleading is
0.6. The probability that a group with three ptevpackages of information

choose the correct alternative via majority rule is

(0.6% x 0.648) + (3(0.62 X 0.4) X 0.552) + (3(0.4% X 0.6) X 0.448) + (0.43

x 0.352) = 0.52998
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Case 2: one common package of information

* If the information is truth-conducive then the catgnce of each agent will
be pi,pj,px = 0.6 and the probability of a correct majority verdistll be
P = 0.648.

« If the information is misleading then the competernd each agent will be
pi, 0 Pr = 0.4 and the probability of a correct majority verdigill be P =

0.352

Suppose the probability of a given package of mition being misleading is
0.6. The probability that a group with one comnpatkage of information

choose the correct alternative via majority rule is

(0.6 x 0.648) + (0.4 X 0.352) = 0.5296

Case 3: three common packages of information

« If all three packages of information are truth-cocigle then the competence
of each agent will be;, p;, px = 0.77 and the probability of a correct majority
verdict will beP = 0.86563

* If two of the packages of information are truth-dooive and one of the
packages of information is misleading then the cetempce of each agent will
be pi,pj,px = 0.6 and the probability of a correct majority verdistll be

P = 0.648. There are three ways in which this situationld@daccur: the first
package of information is misleading, or the seasndisleading, or the third is

misleading.
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 If one of the packages of information is truth-coage and two of the
packages of information are misleading then thepmience of each agent will
be pi,pj,px = 0.4 and the probability of a correct majority verdistll be

P = 0.352. There are three ways in which this situationldagccur: the first,
or second, or third package of information is tratimducive.

« If all three packages of information are misleadingn the competence of all

agents isp;, pj,px = 0.23 and the probability of a correct majority verdist

P = 0.13437
Suppose the probability of a given package of mition being misleading is
0.6. The probability that a group with three conmnpackages of information

choose the correct alternative via majority rule is

(0.6% x 0.896) + (3(0.62 X 0.4) X 0.648) + (3(0.4% X 0.6) X 0.352) + (0.43

x 0.104) = 0.5815
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Figure 7.5: the probability of a correct majoritgndict.

Probability | Case 1. three| Case 2: ong Case 3. three
that a | private packages | common package | common packages
package of

info. is

truth-

conducive

0 0.352 0.352 0.13437

0.1 0.38102 0.3816 0.20185

0.2 0.41043 0.4112 0.2731

0.3 0.44013 0.4408 0.34716

0.4 0.47002 0.4704 0.42311

0.5 0.5 0.5 0.5

0.6 0.52998 0.5296 0.57689

0.7 0.55987 0.5592 0.65284

0.8 0.58957 0.5888 0.7269

0.9 0.61898 0.6184 0.79815

1.0 0.648 0.648 0.86563

What can we infer from these sample calculatiomb@re are two questions that
we should ask. Firstly, given that each agentivesea fixed amount of

information, is it best if this information is pate or held in common with other
agents? This first question is addressed by cangdhe results for case 1
(each agent receives a fixed, private amount afrinétion) and case 2 (each
agent receives a fixed, common amount of infornmgtioThe second question
to ask is given a fixed amount of information, tidoest if this information is

held in common between agents or parcelled outrivaie packages? This
second question is addressed by comparing case Information is parcelled

out in private packages) and case 3 (the informasidneld in common between

agents).

The results for case 1 (where each of three ageo&sves one private package

of information) areverysimilar to case 2 (where each of three agents slure
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common package of information). If anything, cdse slightlylessreliable
when information tends to be misleading but slighthore reliable when
information tends to be truth-conducive. Intuitiw¢here are two forces that
pull in opposite directions. If agents have difigr packages of information
generating their competence levels we hedge agdimst possibility of
misleading information. If a piece of informatidones turn out to be misleading
it will only affect the competence of a single age®n the other hand, where
agents have different factors generating their aiene there is just more
information in the group and so there is a greatsmnce of some of that

information being misleading.

The comparison between case 3 and case 1 is meafec! If the packages of
information tend to be truth-conducive then it ssbif shared among agents
(case 3); if the packages of information tend tavbsleading then it is best if
they are held privately (case 1). Again, if padagf information tend to be
misleading then by parcelling them out to differagents we quarantine their
impact on agent competence levels. If packagasfaimation tend to be truth-
conducive then the impact of this information isxmased by applying it

multiple times to different agents.

Summary

Given finite amounts of information, what is thesbestitutional response to
maximise the probability of a correct social ch@ic&he choice of aggregation
procedure can make a significant difference. Iri@adar, weighted majority

rule or expert dictatorship will maximise the prbbisy of a correct social
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choice. If it is possible to disaggregate a sociabice into premises then
employing a premise-based procedure with majotity (or weighted majority

rule) can also make a significant difference.

It is the sharing of information between agents tam have the greatest impact
on a group’s ability to identify the true state tife world. When the
information in a group is truth-conducive there afavious advantages to
sharing this information between agents and theee @ disadvantages to
sharing information. If there is a possibility thihe information might be
misleading, then provided the information is makelly to be truth-conducive

than misleading, again the information should beresth.

The mechanism that accounts for the boost to gepigtemic performance that
comes from a premise-based procedure or the shafimjormation is that the
competence of agents is a modular epistemic cgpads such it is possible to

“reapply” the truth-conducive impact of finite anras of information.

Suppose that as the result of a search procedgreup of three agents has
identified truth-conducive information of a strehgtch that the competence of
agents increases fropf = 0.5 to p} = 0.6. If post-search this information is
shared by the three agents the competence levelscofof these agents will be
p? = 0.77. If the social choice is determined by the aggteg procedure of

majority rule then the probability of a correct sdchoice will be:

PMajority Rute = 0.86563
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If this same information is shared among 11 agéms the probability of a

correct majority verdict will be:

PMajority Rute = 0.977

If this same information is shared among 101 agtdrea the probability of a

correct majority verdict will b

PMajority Rute = 1.0

The fact that each agent has some private, backdgraompetence-generating
factors means that votes of the agents will bepaddent. And the fact that
these private, background, competence-generatictgréaare unknown to the
social planner means the competence levels of sagaet less than 1.0, that

there is still some randomness in the votes of@gen

Provided that each agent in the group has somatprivackground factors and
provided that the agents share the known truthwecrd evidential and
background factors, then there only needs to benall samount of truth-
conducive information (evidential and backgroundy fa group to come
extremely close to identifying the true state @& torld using majority rule. As
we have seen in the sample calculation immediaablgve, all we need is

evidence of +0.27 truth-conducive value and 10lntyevith some private

19 Allowing for rounding.
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background competence-generating factors for tbepto be close to certain

to identify the true state of the world.
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Chapter 8: Conclusion.

This thesis has addressed the social epistemicanierhs operating in groups
of political agents; the institutional arrangememisiployed by groups of
political agents that allow the group to track theh. | have argued that social
choices in political settings occur via a two-sthgeocess. Firstly, there are
search procedures by which agents find truth-comdunformation. Secondly,
there are aggregation procedures by which agents the information they
have found. | have identified five social epistemmiechanisms that can operate
during this two-staged process: two that can opetating the search procedure
and three that can operate during the aggregatmeegdure. For each of these

social epistemic mechanisms, increasing groupisiepistemically virtuous.

During the search procedure there are, firstly,itiséitutional arrangements as
captured by the Spatial Search Theorem. If evggnahas at least some
possibility of moving to the location of a piece information and each agent
searches some different locations then as thedfizke group increases, the
probability of finding the piece of information al$ncreases. Relatedly, as the
size of the group increases the amount of informnaiilentified by the group
increases. In the introduction | highlighted tardnomy of models of potential
group productivity presented in Steiner (1966). isTfirst social epistemic
mechanism can be characterised as an additive rmbdebup productivity. As
the group size increases the probability the ohbgdbund is the sum of the

probabilities that individual agents in the grouplfthe object.
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The second social epistemic mechanism operatinggltine search procedure
is captured by the Search Recognition Theorem.ealkh agent has some
possibility of recognising an object at a particdtzcation and the recognition
capacities are independent then as the number esftagisiting the location
increases the probability of at least one agenbgmsing the object also
increases. This second social epistemic mechac#ésmagain be characterised

as an additive model of group productivity, accogdio the Steiner taxonomy.

In this thesis | considered three types of aggregatprocedures, the
institutional features of which amount to sociaiseggmic mechanisms. Firstly,
expert dictatorship can be characterised as a rdisye@ model of group
epistemic productivity. Under dictatorship the lpability the group identifies
the true state of the world is limited to the cotepee of the most competent
member of the group. If competence in the widgrypation is heterogeneous
then as group size increases the competence afdkecompetent member of a
group should increase. Unanimity rule can be dtarigsed as a conjunctive
model of group epistemic productivity. Increasiggoup size generally
decreases the probability of a unanimous choioceesall agents must perform
the same action and the probability of them alhdaso decreases with group
size. However negative reliability unanimity rusemore and more likely to
track the truth as group size increases since ribleapility of all agents voting
for the incorrect alternative decreases as group sicreases. Negative
reliability unanimity rule can be characterisedaadisjunctive model of group
productivity since it only requires a single agent vote for the correct

alternative for the group to avoid the incorret¢alative as the social choice.
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The institutional features of the aggregation pdoace of majority rule mean a
group using majority rule are increasingly liketyttack the truth as group size
increases. Therefore, the institutional featufemajority rule also amount to a
social epistemic mechanism. Majority rule can l@ssed as a compensatory
model of group productivity, according to the S&irtaxonomy. Although
some agents may make a mistake and vote for thegnalbernative, their votes
can be offset by other agents voting for the caredternative. If agents are
sufficiently competent then as group size increasdsecomes increasingly
likely that there will only be a minority voting fdhe wrong alternative, whose

votes are offset by a majority voting for the cotralternative.

The Steiner taxonomy of models of group produgtiginnot be thought of as
being exhaustive. For example, there may be furtnedels of group
productivity that are exponential in nature- as tluenber of agents increases
the institutional features of an aggregation procedmay mean that the
probability of a correct social choice increasepidly. Similarly the five
different social epistemic mechanisms | have ideatias operating during the
two stages of search then aggregation should nothdaeght of as exhaustive.
There are22” possible aggregation procedures for a dichotonchoice®® and
conceivably many more than three of these posatipgegation procedures will
have institutional features that allow a group rack the truth as group size
increases. There may also be other, different, alsodf search procedure

whose institutional features allow a group to fitlie objects of search.

120 Chyristian List, unpublished lecture notes.
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Furthermore there may be social epistemic mechanisarmal or informal
institutional arrangements in groups of agentd, allaw the groups to track the
truth, that do not fit within the two-staged fran@aWw of search and aggregation.
For example, Vermeule (2009) proposes, inter almevolutionary account of
‘many-minds’ arguments in legal theory. Here, jihdgements of a group of
agents will, over time, weed out unfit policiesabgh a process of evolution.
In a political setting, the combined wisdom of aiese of parliaments should,
over time, work to weed out unsatisfactory partstie law. This iterative
improvement does not fit into the one-shot framdwok search followed by
aggregation that | propose. Similarly, some typésdeliberation may be
successful at tracking the truth as group sizecames, but deliberation is not a
necessary component of the two-staged frameworseafch and aggregation

procedures.

Interestingly, the institutional arrangements ire tfive social epistemic
mechanisms identified seem to be of two kinds: ome cases we want to
encourage agents to act differently and to captueanfluence of outliers. In
other cases we want the agents to act in a sifiaiddnion so as to weed out the
influence of outliers. A spatial search procedtggquires agents to perform
different tasks and relies on an agent visitingg@tion no other agent visits.
Increasing the size of the group increases theghmbty the group will contain
such an exceptional agent. The search recogmtiocedure requires agents to
perform a similar task. As we increase the sizthefgroup the probability that

one of the group performs the task properly (resmEmthe object) increases.
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The five social epistemic mechanisms can providst@mic justifications for
various democratic virtues, including widening pap&tion in political
decision making, free speech and freedom of assmtjaand for diversity or
pluralism in the population. By increasing theestf the group participating in
political decision making we increase the probabif finding particular pieces
of evidential and relevant background informatioe also increase the total
amount of information available to the group. Ei@a of association prevents
arbitrary restrictions on the search proceduraadiVidual agents. Free speech
can alert fellow agents to locations containing nawdifficult to recognise
pieces of information. In general it is best tolude as many varied agents as
possible as the variety of initial partitions, l6oaal conventions, start points
and search heuristics means these group membeablaréo identify different

pieces of information.

Increasing the size of a group participating initpal decision making is also
epistemically virtuous when it comes to the aggtiegaof judgements, no
matter which of the three aggregation proceduresuaed. Increasing group
size increases the probability of a correct majorérdict, a correct judgement
of an expert dictator and increases the probabdityavoiding a unanimous
verdict for the incorrect social choice (given agprate competence levels and

independence relations).

The only model of potential group productivity (ithis case epistemic

productivity) identified by Steiner and not occagi in the two-staged

framework of search and then aggregation procediges complementary
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model. Under a complementary model different pafta task are performed
by different agents. In an epistemic setting, eddht propositions whose
conjunction deductively entails a conclusion may gussessed by different
agents. It was argued in chapter 6 of the thésisthe post-search distribution
of information across agents could mean differg@nés possess partial pieces
of information. The partial pieces of informatiomay be sufficient for the
group to determine the true state of the worldwkler none of the aggregation
procedures | have presented can appropriatelythbesk pieces of information,
since the partial pieces of information do not cliseincrease the competence
levels of agents. In such cases neither dictafmrsior negative reliability
unanimity rule, nor majority rule will correctly éatify the true state of the
world. The information dispersed among agents @aly be pooled into a

correct social choice by sharing it directly, pgrha&ia deliberation.

| also argued in chapter 7 that the truth-condutiveact of finite information is
maximised by sharing that information between aglentA period of
deliberation, post search but prior to aggregatiamyld allow for the sharing of

this information.

Unfortunately there are a number of potential peoid with deliberation and

information sharing, including information cascadgsoup think and group

polarisation. | will touch on these very briefly.

Sunstein (2002) discusses the phenomena of ‘gral@rigation’ where the

judgements of agents post-deliberation are moreemmd than their pre-
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deliberation judgements. A juror who pre-delibematsupports a fairly long
prison sentence for an offender can support areeely long sentence after
discussing the issue with their fellow jurors. S cites three possible
explanations for group polarisation: an initial wki& the makeup of a group, a

desire to fit in with the group and overconfidemé@agents with extreme views.

Closely related to group polarisation is ‘groupttij as studied by Janis (1972),
where the group engaging in deliberation excluddsrination that would
disrupt the consensus. Group think can lead tooapgmaking the wrong
decision even if the judgements of the group atesobjected to the shift seen
in group polarisation. Group think could be caubgdhe homogeneity of the
group and the desire for cohesion. An agent migtithold from the group a
proposition that could disrupt a consensus onitie(rect) alternative. Agents
may not contribute their partial pieces of inforroatidentified during their

searches if doing so would disrupt the consensus.

Finally, information cascades can occur when agmgmisre their own private
information and instead base their judgements @n jtldgements of other
agents, who in turn based their judgements onutiggments of other agents.
Information cascades can be problematic since adin@ seems as if an agent’s
judgement is based on the large body of informatammtained in the
judgements of previous agents, the amount of inftion may in fact be quite

small (see Goodin and Spiekermann, 2011).
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Identifying the social epistemic mechanisms opegatn deliberative practices
(the institutional arrangements for discussion atebate that facilitate
information sharing) while avoiding the traps ofommation cascades, group

think and group polarisation, is the focus of tke&trphase of my research.
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