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[PAPER

Robust Surface Reconstruction in SEM Using Two BSE Detectors

Deshan CHEN'®, Nonmember, Atsushi MIYAMOTO" ™, and Shun’ichi KANEKO'®), Members

SUMMARY  This paper describes a robust three-dimensional (3D) sur-
face reconstruction method that can automatically eliminate shadowing
crrors.  For modeling shadowing effect, a new shadowing compensation
model based on the angle distribution of backscattered electrons is intro-
duced. Further, it is modified with respect to some practical factors. More-
over, the proposed iterative shadowing compensation method, which per-
forms commutatively between the compensation of image intensities and
the modification of the corresponding 3D surface, can effectively provide
both an accurate 3D surface and compensated shadowless images after con-
vergence.

key words: scanning electron microscope (SEM), surface reconstruction,
shadowing compensation, backscattering electron

1. Introduction

The scanning electron microscope (SEM) is a very impor-
tant tool for observing micro-structure and has been widely
used in the areas of medical observation, semiconductors,
material analysis, etc. The need for three-dimensional (3D)
surface measurements is significantly increasing. For in-
stance, 3D surface information can provide valuable clues
for inspecting and analyzing defects in preducts of semicon-
ductor manufacturing processes, such as recognition of de-
vice patterns and defect regions, classification of defects in
terms of the processes responsible for their generation (sur-
face/embedded defects [1]) and the impact on electric prop-
erties (volume or shorting/disconnection defect), and speci-
fication and control of the issue process, etc.

Attempts have been made to transform SEM into a
3D measuring tcol for almost 30 years, and scientific re-
search on 3D surface reconstruction in SEM continues to
be intensively studied. Different approaches, which can be
broadly classified into two groups, have been utilized. One
popular group is generally referred to as the “stereometric”
method [2]-[4]. in which a pair of stereo images of a speci-
men at different inclination angles are taken, and the height
or depth is determined by measuring the deviations of cor-
responding points on the two images. However, this method
can only be applied 1o the measurements of surface points
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where recognizable fine structures exist. In general, it can-
not be used on smooth surfaces or to reconstruct a continu-
ous surface profile at high magnification.

The second group of approaches is the so-called “shape
from shading” or “photometric stereo” method [5]-[10], in
which multiple secondary or backscattered electron detec-
tors (generally two or four) are symmetrically positioned
about the beam axis, so that the gradient information on the
surface being observed can be estimated from multiple im-
ages that are measured simultaneously by various detectors.
The 3D surface is consequently obtained from the gradi-
ent information by an integration scheme. However, these
studies have focused almost exclusively on deriving accu-
rate gradient measurement formulas, i.e., expressions of the
relationships between the gradient component(s) of target
objects and the measured SEM signals from multiple detec-
tors at the points of observation, in which shape information
from the surrounding arca is excluded. Signal values are
generally influenced by shadowing effects associated with
the surrounding topography, because such effects absorb a
portion of the electrons and are the main source of errors in
3D measurements.

Paluszyiiski and Slowko [11] introduced several tech-
niques for reconstructing the shape in the shadowed region
that utilize two or three unshadowed detectors under a set-
ting of four secondary electron (SE) detectors. However,
this method requires exact geometric parameters for the de-
tector system, which are generally difficult to obtain. In ad-
dition, shadowed regions must be manually identified from
the SE images each time, which is restrictive for some actual
applications.

The objective of this study was to robustly and auto-
matically reconstruct an accurate 3D surface from SEM im-
ages in the presence of shadowing effects in SEM using two
backscattered electron (BSE) detectors. We present an it-
erative shadowing compensation scheme that performs in a
reconstruction-compensation loop manner using the shad-
owing compensation model, which is derived based on the
angle distribution of backscattered electrons in two steps. In
the first step, we deduce the model with some temporally
assumptions for the convenience of modeling; In the sec-
ond step, we modified the model by incorporating certain
practical factors. Such proposed method can robustly and
automatically provide both a reliable 3D surface and com-
pensated shadowless images. The three main contributions
of this study are as follows: (1) The shadowing compensa-
tion model, which provides an important method for esti-
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mating the underlying shadowless image intensity from an
observed image with a shadowing effect, is introduced. (2)
The shadowing compensation model is modified by includ-
ing some practical factors to make it more accurate and ap-
plicable. (3) The iterative shadowing compensation method
is proposed for eliminating shadowing effects in images and
reconstructing a 3D shape iteratively.

The remainder of this paper is organized as follows:
Section 2 gives a brief introduction to the SEM photomet-
ric stereo method. Sections 3 and 4 present the shadowing
compensation model. The iterative surface reconstruction
method is introduced in Sect. 5. Section 6 describes the ex-
perimental results, and Sect. 7 summarizes the main points
of the research and suggests future studies.

2. Conceptualization of the Proposed SEM Photomet-
ric Stereo Method

The SEM photometric stereo method is substantially related
to the photometric techniques used with an optical camera
as measuring device [15]-[17] in that both are used to esti-
mate gradient information for an object being observed from
shading cues in the image data (The special case, in which
the data is a single image, is generally known as shape from
shading [18]-[20]). However, because of different imaging
principles, the gradient estimation formulas are derived in
different ways.

2.1 Basics

As schematically illustrated in Fig. 1 [7], in our SEM mea-
surement system, two BSE detectors are symmetrically po-
sitioned along a direction. It is convenient for us to define
this direction as an x-axis. Such a system can simultane-
ously provide two BSE images from the two detectors, de-
noted as BL and BR, respectively. In general, we use BL
and BR to refer to the left and right image and detector 1
and 2 to designate the left and right detector, respectively.
Suganuma [7] proposed an experimentally derived equation
that could measure the gradient component in the direction
of the x-axis (i.e., the slope tan @):

dz _ BL*-BR’
dx  (BL, + BR,)?*’

ey

Primary Beam

Primary Beam

Bln BRn

o
Substrate

Fig.1  Schematic diagram of measuring system with two BSE detectors.
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where k is a constant and BL, and BR, are signal outputs
from two detectors on the horizontal specimen surface.

2.2 Introducing a Shadowing Compensation Model

Suganuma’s fitting model (1) can be effective provided the
image intensities of both BL and BR are accurate. However,
the gradient measurements are unreliable when applying in
a region with shadowing effects. For dealing with shadow-
ing errors, we improve the photometric stereo method by
applying the following general ideas.

e Shadowing Compensation Model
For eliminating shadowing errors, it is necessary to
model the mechanism of generation of shadowing ef-
fects. To this end, we considered the angle distribution
of backscattered electrons (BSEs) as a modified Lam-
bert’s cosine law. Using the angle distribution of BSEs,
we explore how the BSE intensity (signal output) with
shadowing errors is related to the underlying BSE in-
tensity without shadowing errors. As a result, a shad-
owing compensation model is introduced, that can de-
rive shadowless BSE intensities from shadowed mea-
surements provided that the corresponding shadowing
angles are known.

o Improving the Shadowing Compensation Model
The shadowing compensation model is further modi-
fied by updating the BSE detection model. Three prac-
tical factors in the BSE detection process are in turn
considered and further modeled by incorporating the
corresponding three parameters, with which the ac-
curacy and flexibility of the shadowing compensation
model can be improved.

o Estimating the 3D Surface and Shadowless Images
With a true 3D surface, we can calculate the shadowing
angles and derive the underlying shadowless images
from the original measured shadowed images using the
shadowing compensation model. On the other hand,
if shadowless images are provided, gradient measure-
ments derived via Suganuma’s equation could be ac-
curate enough to estimate a reliable 3D surface. How-
ever, both these situations are the targets we are striv-
ing toward, and the problem essentially boils down to
something such as a “chicken-and-egg” dilemma. We
propose an iterative solution to the problem, that oper-
ates commutatively between shadowing compensation
of the BSE images using the shadowing compensation
model and reconstruction of the 3D surface from the
compensated BSE images based on Suganuma’s equa-
tion for calculating the gradient and a proposed noise-
robust regularization optimization method for estimat-
ing depth from the gradient. After convergence of the
iterative process, both a reliable 3D surface and shad-
owless images are provided.

The details regarding implementation of the preceding
general ideas are presented in turn in the subsequent sec-
tions.
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Fig.2  Shadowing effect. BSEs emitted in a direction below the tangent
line are generally absorbed by the occlusion region and consequently are
not collected by the detector.

3. Shadowing Compensation Model

Shadowing phenomena can frequently occur in imaging pro-
cesses owing to the exceptional features of sample topog-
raphy. As shown in Fig.2, a portion of the electrons is
screened out because of the occlusion, causing fewer elec-
trons to be collected by the BSE detector. It is thus obvious
that shadowing effects can contribute significantly to the fi-
nal error of a reconstructed 3D surface if only model (1) is
employed. Therefore, it would be advantageous if we could
compensate the intensity observed under shadowing effects
to obtain the underlying shadowless intensity by means of
a compensation formula. We introduce such a shadowing
compensation model under the following two assumptions:

1. The BSE image intensity is proportional to the amount
of backscattered electrons (BSEs) collected by the de-

tector.
2. The angle distribution of BSEs can be expressed as fol-
lows:
d
=D coser, )
w 7w

where & describes the angle between the surface normal
and the direction of the electron emission; 7y is a co-
efficient; 7 and w denote the quantity of BSEs and the
solid angle, respectively; and the parameter n ensures
more flexibility while describing the angular distribu-
tion in terms of the Lambert’s cosine law, in which the
parameter is equal to one [12].

In the following discussion, we restrict our problem
domain to a situation in which the shadowing effect exists
only in the horizontal region, in part, because the situation is
generally common for measuring man-made structures such
as semiconductors, whose height or shape need to be con-
trolled precisely in manufacturing processes. In such re-
stricted situation, the shadowing compensation model can
be derived in a closed form.

For convenience, we temporally assume the occlusion
phenomena and detecting ability of the detectors are ideal,
i.e., the BSEs below the shadowing tangent line are totally
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Fig.3  Detectable region of a BSE detector.

absorbed and all the unshadowed BSEs are collected by the
corresponding detectors.

3.1 BSE Intensity in the Absence of Shadowing

Based on the ideal detecting ability assumption on the de-
tectors, in the case of no shadowing, a BSE detector (the
right detector for consideration) ideally collects BSEs in a
quarter sphere region, Qg: =3 < ¢ < 7,0 < ¢ < 7. Here ¢
and £ denote the azimuth and zenith angles, respectively (see
Fig. 3). It is convenient for us to just assume the intensity of
a single BSE image (left or right) at a point of observation
reflects the amount of BSEs collected by the corresponding
detector. Therefore, the BSE intensity without shadowing
can be derived as follows:

BSEsnadowless = f @ (cos f)n dw
Q 7

T,

7 /2 /2
L d¢ f cos"£sinédé (3)
/2 0

T J-n
0
n+1’

3.2 BSE Intensity in the Presence of Shadowing

In the shadowing case, the BSE detectable region should be
Qo minus the occluded region. Without introducing a loss
of generality, we assume that the right detector is shadowed
(see Fig.3). We denote such a detectable region under the
shadowing condition as QSQ: —2<¢<5,0<éE<E-6(9).
Here, 6(¢) is the shadowing angle along the ¢ direction,
which generally varies for different values of ¢. Similar to
the case with no shadowing, the intensity can be derived by

BSE = f ™ (cos &) dw
(o

0 /2 7 /2—0(¢) (4)
== f d¢ f cos” £sin &dé.
T Jon/2 0
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A problem here, however, is that an analytical ex-
pression for 8(¢) is unlikely to be accessible. This issue
can be resolved by dividing the detectable region Qé into
small segment regions defined as Qisz $i-1 < ¢ < ¢,
0<¢<7-6(#),1<i<K.Itis reasonable to assume that
the shadowing angle within each small region Qf remains
approximately constant, that is, 8(¢) ~ 6; for ¢;_; < ¢ < ¢;,
1 <i < K. Hence, we can calculate the BSE intensity under
these circumstances as follows:

K
BSE=f @(cosf)”dw=2f @(cosf)"dw
oS n e S T

i=1 Y

i 7T/2-60()
f¢ d¢ cos” & sin édé
i1 0

b

i T /2-6;
f d¢ cos” £ sin £dé
i1 0

i

I
8|3
INgLl

1

I

2
23
Ngle

I
—

r
1 —sin™*! g;
K

7o

TS

&)

N

I}
—

I

In (5), it is obvious that the larger the segment K number,
the greater the accuracy of the intensity value. Moreover,
the derived intensity would achieve the actual value in the
limiting case where K — +oo.

3.3 Shadowing Compensation Model

Equations (5) model the BSE intensity under the shadowing
condition. In fact, the shadowless case can be considered as
a special shadowing case in which all the shadowing angles
are zero, which can be verified by setting §; = 0 in Equa-
tions (5). Generalizing this observation, we can deduce the
following shadowing compensation model by combining (3)
and (5).

K

1 —sin™*! g
BSEqnadowiess = BSE/ (Z‘ —7(—] : ©)
This model provides an important cue for estimating the un-
derlying shadowless BSE intensity from an observed BSE

intensity constrained by shadowing effects.

4. Improvements to the Shadowing Compensation
Model

In the previous section, we have derived the shadowing com-
pensation model under the ideal setting on occlusion and
detection of BSEs. To optimize the process for modeling
shadowing effects, however, some practical factors must be
considered.

4.1 Practical Modeling of Parameters
4.1.1 The Parameter ¢pmin

When calculating the BSE intensity using (3) and (5), in
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(b

Fig.4  Geometric representations of some practical factors: (a) ¢min and
(b) Gmin and emax-

both case it was assumed that the range of ¢ was from -3 to
5. Nonetheless, BSEs in the region where ¢ is near +% gen-
erally cannot be detected owing to the practical limitations
of the detector. To circumvent this shortfall, we introduce
the parameter ¢min. As shown in Fig. 4 (a), the range of the
azimuth angle ¢ in a practical detectable region becomes
=5+ @min < ¢ < 5 — bmin. Since Ap = n/K is chosen to
be very small (for sufficient accuracy of (5)), we can simply
approximate @min: Pmin = S A@, where § = [%’"] Here, “[1”
denotes the rounding operator. With such an approximation,
the range of the azimuth angle ¢ in the practical detectable
region is ¢s < ¢ < ¢g_s. In particular, it is quite straight-
forward to derive new BSE intensity formulas from (3) and
(5), which take the following forms:

K-25 1o

BSEShadowless = K . n+l (7)
K-25 no 3 1-sin™'y,

BSE= ———. — . - - 7 8

K n+l 44 K-2S ®

4.1.2 The Parameter 6,

On account of the finite size of practical detectors, electrons
with an emission direction near the horizontal plane may
not be collected. For a point with a shadowing angle whose
tangent line lies below the lowest detectable electron emis-
sion direction, there is no actual shadowing effect. Hence,
in order to eliminate such false shadowing effects, one can
simply establish a threshold, 6y;,, such that shadowing an-
gles that below the threshold are set to zero.

4.1.3 The Parameter O,y

We previously gave the ideal assumption on occlusion phe-
nomena, that the BSEs below the shadowing tangent line
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were totally absorbed. However, as illustrated in Fig. 4 (b),
when the emission direction of the BSEs is nearly parallel to
the slope of the shadowing object (considerably large inci-
dent angle), the electrons are likely to be re-scattered rather
than absorbed into the shadowing objects. Such reflected
portion of BSEs is consequently detectable, which gives rise
to increasing the corresponding image intensity and decreas-
ing shadowing effects. While this phenomenon is generally
difficult to model exactly due to the complicated dependence
on the structure of the occlusion part, we thus approximately
model it in a simple yet practically useful way by setting an-
other threshold, 8., for the shadowing angle. When the
shadowing angle is larger than G,y it is set to Omax to elimi-
nate false shadowing effects resulted from unshadowed por-
tion (reflected portion) of BSEs.

4.2 Modified Shadowing Compensation Model

Summarizing these practical factors, we ultimately obtain
a modified shadowing compensation model that can be ex-
pressed as follows:

€))

K-S .
1 —sin™' g,
BSEhadowless = BSE/[ _——] s

i=S+1 K-2§

with the thresholding operation

0 Oi < Ominv
6; = Omax  6; = Omax»
6; otherwise,

forS+1<i<K-S§.

In comparison with the primitive model (6), the mod-
ified one should be more accurate and flexible. Applying
model (9) to a measured BSE image (BL or BR) at each
point (pixel), we could estimate the underlying correspond-
ing shadowless BSE image intensities from the measured
ones, provided the shadowing angles for each point are
known. Furthermore, there is no need to treat the points with
shadowing errors separately from those without such errors,
since the image intensity at a point without a shadowing ef-
fect (shadowing angles should be zero after implementation
of the thresholding operator) remains the same after apply-
ing (9). Therefore, in contrast to a literature example [11],
this case does not require an image segmentation process to
extract shadowing regions, which is generally very difficult
to implement.

5. Estimation of the 3D Surface and Shadowless Im-
ages

5.1 Depth from the Gradient

Suganuma’s equation (1) measures the gradient component
in the direction of the x-axis rather than measuring the
height directly. Therefore it is necessary to calculate the
depth from the gradient measurements. A discussion of this
problem may appear to be out of place here, but it is included
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because previous SEM photometric stereo research studies
have exploited this element to a very limited extent. For
convenience, we introduce a short-hand notation, p(x, y), as
follows: ‘

BL? — BR?

) = ke Z PN
Py =k BR V2

In almost all the previous SEM photometric stereo studies,
an integration method was applied in which the depth z(x, y)
was obtained by integrating from each initial point (xo, )
along the direction of the x-axis, that is

X
2(x,y) = 2(x0,y) + f p(x, y)dx. (10)
X0

This integration method is very simple; however, it has a
drawback in that it performs poorly when the data are noisy.
A remedy is to reduce the level of noise, for instance, by
averaging multiple images from the same static “scene” over
time. However, it is generally expensive to obtain the large
number of images required for this process.

An alternative is to allow a reconstruction algorithm to
deal with the noise issue. To this end, we implement op-
timization techniques to find the best-fit surface z through
minimization of the energy functional

106z 2 16z
o= [[|3 (5 - ) +af3

over some domain I (a rectangle region commonly) of the
image. The first term, %(% - p(x, y))z, designated as the
data term, functions to guarantee that the gradient compo-
nent in the x direction of the reconstructed surface is as close
to the measurement p(x,y) as possible. The second term,
called the smoothness term, operates to penalize the rough-
ness in the y direction under the assumption that neighboring
points generally have similar slopes in this direction. Here
A is a positive scalar factor that weights the relative contri-
butions of these two terms, which can be set at a minimal
value when the gradient measurement p(x, y) is less noisy.
This optimization method is also known as the regulariza-
tion method [13], [14].

As the convexity of the functional (11) guarantees a
unique global minimum, solving the functional minimiza-
tion problem is equivalent to solving the corresponding
Euler-Lagrange equation [21]:

il ) =0. 12)

V(zy)? + €

Here, € is a small constant used to regularize the potential in
cases where the denominator is zero (or approaches zero).
For numerical implementation, we must first discretize
(12) using a finite difference operator according to our par-
ticular x—y coordinate system ' (see Fig. 5) rather than com-
monly used x’ — y’ coordinate system, because Suganuma’s

}dxdy (11)

0
(Zxx - px) + /la_y [

fIn this case, the SEM used for our experiment performs raster
scanning along the direction located 45° from the x-axis.
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Fig.5 Image coordinates.

equation measures the gradient component in the x direction
with respect to the image plane:

Zitl,j+1 — 2Zij + Zic1,j-1 (Zi+1,j-1 - Zi»j)
2 2.
(V2h) (V2h)? - ¥, a3)
(Zi—l,j+l ‘Zi,j) _ Pitl,j+1 ~ Pi-1,j-1
(V2h)2 P, 2(V2h)

where

2
Zi+l,j-1 — Zi,j
" = J(_)
V2h

2
Zi-1,j41 “Zi,j) X
—_— | +e€-.
\/( V2h

Moreover, boundary conditions need to be imposed to
provide a unique solution. Here the commonly used Neu-
mann boundary conditions are employed. The depth can be
obtained by solving such a large but sparse nonlinear sys-
tem. For instance, one efficient method is the nested fixed
point iterative method [23].

¥,

5.2 TIterative Shadowing Compensation

As mentioned, gradient measurements derived via model (1)
contain gross errors in the region with the shadowing effect.
In contrast to the noise influence, such gross errors generally
cannot be removed by model (11). A reasonable mechanism
for dealing with the shadowing effect is to first eliminate
shadowing effects in the images (BL and BR) by revising
the observed image intensities using shadowing compensa-
tion model (9), which we have introduced previously, then
applying models (1) and (11) in turn to obtain an accurate
3D shape. Unfortunately, a sufficiently accurate estimation
of the underlying shadowless image intensity by means of
(9) requires sufficiently accurate values for the correspond-
ing shadowing angles. However, the true shadowing angles
can only be calculated from the true 3D shape, which is, in
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Fig.6  Iterative scheme for surface reconstruction.

fact, the target we are pursuing. As shadowing angles can-
not be provided in advance, the shadowing compensation is
conducted as an iterative procedure, as shown in Fig. 6.

Iterative Surface Reconstruction Algorithm

—

. Reconstruction of the 3D surface z° from the original
images BL and BR by implementing (1) and (11) in
turn.
At the k™ iteration, the shadowing angles are calculated
first on the basis of the reconstructed surface z~! from
the previous iteration. These shadowing angles are not
the actual ones, but approximations. The image inten-
sities in both BL and BR are then revised by applying
shadowing compensation model (9). The compensated
images are denoted as BLX and BR.

3. Using models (1) and (11) again, a new approxima-
tion of the real surface z* is reconstructed from BLX
and BR’C‘.

4. If the difference between z* and 7! is smaller than

the given threshold, the algorithm will be terminated;

otherwise, the iteration will be repeated.

N

After convergence of the algorithm, both the recon-
structed 3D surface and compensated shadowless images are
obtained.

6. Experiments

In this section, we present the results of experiments on
real image data and examine the robustness and effective-
ness of the proposed method under shadowing conditions.
The SEM used in our experiment has a general electron op-
tics system except that the two BSE detectors are located
45° from the x’—axis (Fig.5). Three different patterns with



2230

25

15

15 1

X
ﬁ”’?/ 05

1
05 3 \\,«\\

IEICE TRANS. INE. & SYST., VOL.E96-D, NO.10 OCTOBER 2013

- - -Before compensation
14 —— After compensation

12

0.8
0.6
04
0.2
0 =

-0.2F ~
) -0.4
25 -06

2 -08

15 -1

1
05 , \\)\(\\ 0 0.5 1 15 2 25 3 35
N

z [um]

Fig.8 Three-dimensional surfaces and section profiles of the “sphere” pattern before and after shad-
owing compensation: (a) 3D surface before compensation, (b) 3D surface after compensation, and (c)

diagonal section profiles.

Table1 Experimental parameters.
k 1.98
n 1.30
@min 16.9°
Omin 17.5°
Omax 55.0°

strong shadowing effects are used for evaluating the pro-
posed reconstruction method, which include a standard par-
ticle with a “sphere” pattern, a semiconductor device with
a “line” pattern, and a semiconductor device with a “con-
cave” pattern having an embedded defect. The parameters
used in the experiments are shown in Table 1. From a com-
putational perspective, the calibration of parameters should
be theoretically designed based on the information of cor-
responding physical processes, such as electron scattering
characteristics, detectable ranges of detectors, signal conver-
sion characteristics (conversion from the amount of detected
BSEs to image intensity), etc. However, it is difficult to ac-
curately know such information in practice. We therefore
manually determine the parameters by observing that the
reconstructed shape do not have distortions. As the experi-
ments of the three patterns share the one set of parameters,
we consider that it should not be overfitting for each individ-
ual case. However, in the field of SEM photometric stereo
method, one set of universally utilized parameters might not
be sufficient owing to the use of different materials, imag-
ing conditions, and so on. Therefore, we recognize this as
a problem for future investigation requiring some data-wise
optimization of the parameters.

Figures 7 and 8 show experimental results for the
“sphere” pattern. In this case, the sphere particle plays the
role of the occlusion. As described in the previous section,
the existence of a shadowing effect results in an image in-
tensity that is smaller than the underlying shadowless one.
As mentioned before, the detectors are set along the diag-
onal direction with respect to the image plane. Therefore,
the shadowing effects of the sphere pattern occur mainly in
the area of the diagonal, (i.e., the lower-right flat region in
the left image and the upper-left flat region in the right im-
age). As shown in Fig.7 (a) and (b), the brightness in the
shadowing regions is less intense than that in the flat regions
without shadowing. Whereas, as shown in Fig. 7 (c) and (d),

(b)

© (@
Fig.7 Comparison between the original and compensated images of the
“sphere” pattern: (a) original BL image, (b) original BR image, (c) com-
pensated BL image, and (d) compensated BR image.

the brightness of the flat region around the spherical particle
in both the left and right compensated image demonstrates
a certain uniformity, which in turn implies good compen-
sation of the image intensities. As shown in Fig. 8, shape
distortion in the flat region resulting from shadowing errors,
i.e., a rising-slope toward the sphere, can be effectively re-
duced by compensation.

Figures 9 and 10 show reconstruction results for the
“line” pattern. The original left and right images (BL and
BR) are shown in Fig.9(a) and (b). It is obvious that the
right side of the left image and the left side of the right im-
age are notably dark, which is, in fact, due to shadowing
effects. In this case, the “line” plays the role of the oc-
cluding object. Such shadowing errors in image intensities
give rise to significant departures of the gradient measure-
ments from true ones (zeros at ideally flat regions), which
is consequently reflected in the reconstructed 3D surface as
a rising slope toward the “line” (see Fig. 10). As shown in
Fig. 9 (c) and (d), these dark shadowing regions in the orig-
inal left and right images are effectively eliminated in the
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Fig.10  Three-dimensional surfaces and section profiles of the “line” pattern before and after shad-
owing compensation: (a) 3D surface before compensation, (b) 3D surface after compensation, and (c)
center horizontal section profiles.

(b)

(©) (d

Fig.9  Comparison between the original and compensated images of the
“line” pattern: (a) original BL image, (b) original BR image, (c) compen-
sated BL image, and (d) compensated BR image. The plot of every image
shows average column intensities.

(a) (b)

Fig.11  Over-compensated images of the “line” pattern: (a) over-
compensated BL image and (b) over-compensated BR image.

compensated images. The corresponding average intensity
plots (the average is used to avoid submersion of the plot
into noise) also highlight suitably compensated shadowing
errors. Moreover, the reconstructed 3D surface shape and
section profile also show large modifications (Fig. 10) in that
the rising slope regions on both sides of the “line” are prop-
erly corrected to a nearly flat level.

(a) (b)
(© (@)

Fig.12  Comparison between the original and compensated images of
the “concave” pattern: (a) original BL image, (b) original BR image, (c)
compensated BL image, and (d) compensated BR image.

On account of the good illustrative property of the
“line” pattern (the average intensity plot was easily drawn to
demonstrate the shadowing and compensation conditions),
we designed an additional experiment using the “line” pat-
tern to demonstrate the significance of the parameter Oy,
which is introduced for improving the accuracy and flexibil-
ity of the shadowing compensation model (Section 4.1.3).
To this end, the same computational process is implemented
except that the value of ,,, was set to %, which is equiv-
alent to omitting the thresholding operation with 6,,. The
resulting compensated shadowless image pair is shown in
Fig. 11. Compared to the result in Fig. 9 (c) and (d), the av-
erage intensity plots show that shadowing regions very near
to the “bar” are overcompensated resulting in much higher
intensities, which indicates that the underlying true shad-
owing angels in that region should be smaller. The thresh-
olding operation with 6y, could generally overcome this
problem well and consequently contribute greater accuracy
to the shadowing compensation model.

Figures 12 and 13 show experimental results for the
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Fig.13  Three-dimensional surface and section profiles of the “concave” pattern before and after shad-
owing compensation: (a) 3D surface before compensation, (b) 3D surface after compensation, (c) se-
lected section profile positions marked on the left image BL, (d) vertical section profiles crossing the
defect at position (1), (e) horizontal section profiles at position (2), and (f) vertical section profiles at

position (3).

“concave” pattern with an embedded defect. The topogra-
phy of the pattern is much more complicated than that of the
previous two cases. As observed in the original left and right
images in Fig. 12 (a) and (b), the image brightness near the
sloping region is much lower, which is obviously due to the
corresponding shadowing effect. This feature is also demon-
strated more clearly by the average intensity plots (near po-
sitions (2) and (3) in Fig. 13 (c)). The shadowing effect on
both sides of the defect “peak” is also strong, and although
it is not readily distinguishable by the image brightness, it
can be clearly observed in the 3D shape. The compensated
shadowless images are shown in Fig. 12 (c) and (d). As seen
in the figure, the regions that were dark in the original left
and right images now show an appropriate level of bright-
ness. The modification is highlighted by the corresponding
average intensity plots, although they are not perfectly flat.
Figure 13 (a) and (b) show the reconstructed 3D shape be-
fore and after shadowing compensation, respectively. As
the “concave” pattern is substantially complicated to give a
vivid view of the 3D surface modification afforded by the
shadowing compensation process, we selected three repre-
sentative section profiles, whose positions are marked in
Fig. 13 (c). The first one is a vertical section crossing the
“peak” shown in Fig. 13 (d). Because the “peak” is high, the
shadowing effect on both sides is strong, which has a cer-
tain similarity to the “line” pattern where the “peak” plays
the role of the “bar”. Such shadowing errors result in a ris-
ing slope effect, as shown by the dashed line profile (be-
fore compensation), and this effect is reduced by shadowing
compensation, as shown by the solid line. The other two
section profiles, shown in Fig. 13 (e) and (f), have a simi-

Table 2  Quantitative comparison (mean absolute error in horizontal re-
gions).
Before compensation  After compensation
Sphere 0.0862um 0.0307um
Line 0.0412um 0.0229um

lar shadowing effect. The shadowing error in the “concave”
region results in a falling slope effect, leading to a deeper
cavity, as shown by the dashed lines. After the shadowing
compensation process, such falling slope effects are elimi-
nated to a certain degree, as shown by the solid lines.

In older to quantitatively assess the de-shadowing per-
formance of our method, we choose the “sphere” and “line”
patterns on account of their good illustrative property. As
the shadowing effects only exist on the background areas,
the reconstruction of the sphere part and line part (no shad-
owing) is not affected. We thus only need to focus on the
background parts. The background regions can be effec-
tively segmented out manually from left and right images.
Based on the assumption that the background parts are even,
the true height can be set to zero. In order to eliminate trans-
lation of the reconstructed height z (the shape of z+ ¢ should
be identical to that of z, where c is a constant), the recon-
structed surfaces are registrated at the origin point, i.e., to
translate the surfaces z vertically to (0,0,0). We use the
mean absolute error of measured height (list in Table 2)
in background parts to evaluate the reconstruction perfor-
mance. The proposed method shows much smaller devia-
tion compared to the traditional method with no shadowing
compensation.
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7. Conclusion and Future Work

In this paper, we have proposed a robust 3D surface recon-
struction method in SEM. The shadowing effect, a frequent
occurrence in SEM imaging processes, can be effectively
eliminated by the iterative scheme associated with the shad-
owing compensation model. The reconstructed 3D surface
in this paper can be robustly and automatically obtained un-
der an existing shadowing condition. Furthermore, the re-
sulting left and right compensated images provide a poten-
tial opportunity for improving the imaging performance of
SEM devices. The proposed method has also been verified
by our experimental results, which show its robustness and
effectiveness.

Future studies designed to validate the feasibility of
this approach in real applications are under consideration.
For example, the proposed method should be evaluated on
various semiconductor patterns in actual production lines
with different processes and layouts. Moreover, we aim
to utilize volume data from the estimated 3D surface as
features for Automatic defect classification (ADC) [1], [22],
which may diversify the classification categories and im-
prove the accuracy of the classification process. As yield
prediction and specification of process issues in a produc-
tion line are still very difficult, the proposed technology is
expected to enhance quick and highly precise process con-
trol capabilities via synthetic analysis of a combination of
information, in addition to ADC, including defect distribu-
tion, defect composition, equipment history, etc.
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