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1 Quantum Spin Glasses, Quantum Annealing
and Probabilistic Information Processing

Jun-ichi Inoue

Graduate School of Information Science and Technology, Hokkaido University

Summary. We present several applications of quantum spin glasses (random field
Ising model, Sherrington-Kirkpatrick model, Ising spin glasses with p-body inter-
action in a transverse field) to probabilistic information processing, especially to
the problems of image restoration and error-correcting codes. As a related opti-
mization method, quantum annealing is also introduced to these research fields and
its performance is investigated by using the quantum Markov chain Monte Carlo
method. After a short review of the previous work [J. Inoue, Physical Review E
63, 046114 (2001)], we evaluate the performance of both the Maximum A Pri-
ori (MAP for short) and the Maximizer of Posterior Marginal (MPM for short)
image restorations which are purely driven by quantum fluctuation (without any
thermal fluctuation). The Nishimori-Wong condition, on which the best possible
performance of the quantum MPM estimation is achieved, is derived as a condi-
tion on the effective amplitude of the transverse field. We show the lowest values
of the bit-error rate for both the thermal and the quantum MPM estimations are
exactly same. We next discuss an extension of the Sourlas codes by means of Ising
spin glasses with p-body interactions in a transverse field. We investigate the toler-
ance of error-less (or quite low-error) ferromagnetic state to quantum uncertainties
in the prior distribution. We find that there exist some critical amplitudes of the
transverse field, and at the critical point the system changes from the low-error
state to the poor error-correction state as the second order (p = 2) and as the first
order (p > 3) phase transitions. The relation between the amplitude of the trans-
verse field and the Shannon’s information bound is also discussed in the limit of
p — oo for a given effective amplitude of the transverse field. We show that in this
limit the Shannon’s bound is not violated by the quantum fluctuation in the prior.
In last part of this article, we apply quantum annealing, which is an optimization
method based on quantum fluctuations, to the problem of image restoration. We
compare the results of the thermal MAP and the quantum MAP estimations by
using the simulated (thermal) and the quantum annealings, respectively. We find
that a fine restoration of image is achieved by the quantum annealing and its per-
formance measured by the bit-error rate is slightly superior to that of the simulated
annealing.
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1.1 Introduction

Recently, problems of information processing were investigated from statisti-
cal mechanical point of view [1]. Among them, image restoration (see [2, 3, 4]
and references there in) and error-correcting codes [5] are most suitable sub-
jects. In the field of the error-correcting codes, Sourlas [5] showed that the
convolution codes can be constructed by infinite range spin-glasses Hamil-
tonian and the decoded message should correspond to the zero temperature
spin configuration of the Hamiltonian. Rujdn [6] suggested that the error of
each bit can be suppressed if one uses finite temperature equilibrium states
(sign of the local magnetization) as the decoding result, what we call the
MPM (Mazimizer of Posterior Marginal) estimate, instead of zero temper-
ature spin configurations, and this optimality of the retrieval quality at a
specific decoding temperature (this temperature is well known as the Nishi-
mori temperature in the field of spin glasses) is proved by Nishimori [7].
The next remarkable progress in this direction was done by Nishimori
and Wong [8]. They succeeded in giving a new procedure in order to com-
pare the performance of the zero temperature decoding (statisticians call
this strategy the MAP (Mazimum A Posteriori) estimation) with that of the
finite temperature decoding, the MPM estimation. They introduced an infi-
nite range model of spin-glasses like the Sherrington-Kirkpatrick (SK) model
[9] as an exactly solvable example. Kabashima and Saad [10] succeeded in
constructing more practical codes, namely, low density parity check (LDPC)
codes by using the spin glass model with finite connectivities. In these de-
coding process, one of the most important problems is how one obtains the
minimum energy states of the effective Hamiltonian as quickly as possible.
Geman and Geman [11] used simulated annealing [12] in the context of image
restoration to obtain good recovering of the original image from its corrupted
version. Recently, Tanaka and Horiguchi [13, 2] introduced a quantum fluc-
tuation, instead of the thermal one, into the mean-field annealing algorithm
and showed that performance of the image recovery is improved by control-
ling the quantum fluctuation appropriately during its annealing process. The
attempt to use the quantum fluctuation to search the lowest energy states in
the context of annealings by Markov chain Monte Carlo methods, what we
call quantum annealing, is originally introduced by [14, 15] and its applica-
tion to the combinatorial optimization problems including the ground state
searching for several spin glass models was done by Kadowaki and Nishimori
[16] and Santoro et al [17]. However, these results are restricted to research
aided by computer simulations, although there exist some extensive studies
on the Landou-Zener’s model for the single spin problems [18, 19, 20].
Recently, the averaged case performance of the both MPM and MAP es-
timations for image restoration with quantum fluctuation was investigated
by the present author [21] for the mean-field model. He also carried out the
quantum Monte Carlo method to evaluate the performance for two dimen-
sional pictures and found that the quantum fluctuation suppress the error
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due to failing to set the hyperparameters effectively, however, the best possi-
ble value of the bit-error rate does not increases by the quantum fluctuation.
In this result the quantum and the thermal fluctuations are combined in the
MPM estimation (the effective temperature is unity). Therefore, it is impor-
tant for us to revisit this problem and investigate to what extent the MPM
estimation, which is based on pure quantum fluctuation and without any
thermal one, works effectively.

In this article, we make this point clear and show that the best possible
performance obtained by the MPM estimation, which is purely induced by
quantum fluctuations, is exactly same as the results by the thermal MPM
estimation. The Nishimori-Wong condition [7, 8] for the quantum fluctua-
tion, on which the best possible performance is achieved, is also discussed.
Moreover, we extend the Sourlas codes [5] by means of the spin glass model
with p-spin interaction in a transverse field [22, 23] and discuss the toler-
ance of error-less (or quite low-error) state to the quantum uncertainties in
the prior distribution. In last part of this article, we check the performance
of the MAP and MPM image restorations predicted by the analysis of the
mean-field infinite range model by using the quantum Markov chain Monte
Carlo method [24] and the quantum annealing [14, 15, 16, 17].

This article is organized as follows. In the next section 2 and following
section 3, we introduce our model system for image restoration and error-
correcting codes. We also explain the relation between Bayesian inference
and statistical mechanics. In section 4, we investigate the performance of the
MAP and MPM estimations for these two problems by using the analysis
of the infinite range model. In section 5, we carry out the quantum Markov
chain Monte Carlo method and the quantum annealing to check the results
we obtained from the analysis of the infinite range models. The final section
is summary.

1.2 Bayesian statistics and information processing

In the field of signal processing or information science, we need to estimate
the original message which is sent via email or fax. Usually, these massages
are degraded by some noise and we should retrieve the original messages,
and if possible, we send these messages not only as sequence of information
bits but as some redundant information like parity check. In such problems,
noise channels or statistical properties of the original message are specified by
some appropriate probabilistic models. In this section, we explain the general
definitions of our problems and how these problems link to statistical physics.

1.2.1 General definition of the model system

Let us suppose that the original information is represented by a configuration
of Ising spins {&} = (&1,&2, -+, ¢Nn) (& = £1,7 = 1,---, N) with probability
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Fig. 1.1. A typical example of image data retrieval. From the left to the right, the
original {£}, the degraded {7} and the recovering {c} images. The above restored
image was obtained by quantum annealing. The detailed account of this method
will be explained and discussed in last part of this article.

P({&}). Of course, if each message/pixel &; is generated from independent
identical distribution (i.i.d.), the probability of the configuration {{} is writ-
ten by the product of the probability P(;), namely, P({{}) = Hfil P(&).

These messages/pixels {£} are sent through the noisy channel by not
only the form {&1 &} = {J3.. .ip} for appropriately chosen set of indexes
{il,---,ip} (what we call parity checkin the context of error-correcting codes)
but also sequence of the original messages/pixels itself {£}. Therefore, the
outputs of the noisy channel are exchange interactions {Ji1...,,} and fields
{7'7}

In the field of information theory, the noisy channel is specified by the
conditional probability like P({7}|{¢}) or P({J}|{J°}). If each message/pixel
&; and parity check J9. .;p are affected by the channel noise independently, the
probability P({r}|{¢}) or P({J}|{J°}), namely, the probabilities of output
sequences {7} = (1,---,m2) or {J} = (J11.-1p, -+, IN1...Np) foOr given input
sequences {£} = (€1,--+,&n) or {J} = (JP1.1ps -+ J1.. ) ArE Written by

P{rH{e}) = HP nil&), PUTILI"Y) = H (Jiteipl iy ip),  (11)

respectively.

In this chapter, we use the following two kinds of the noisy channel.
The first one is referred to as binary symmetric channel (BSC). In this
channel, each message/pixel & and parity check J;i...;, change their sign
with probabilities p, and p,, respectively. By introducing the parameters
Br = (1/2)log(1l — p,/p-), Br = (1/2)log(1 — p,-/py), the conditional proba-
bilities (1.1) are given by

ﬁTZiT’ig’i o eﬁ’r'zil_“lp']i1~-~ier,;01...ip
P({r}{¢}) = Beosh BN PHJILI™Y) = 2 cosh 3,] N5

(1.2)
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where we defined N =31, Np = Zil___ip 1.
Thus, the probability of the output sequences {J}, {7} provided that the
corresponding input sequence of the original messages/pixels is {{} is ob-

tained by 3y PUTH{TODPUIOHHENP({rH{E}), that is to say,

exp (57’2 -ip Jit.. “ip &1 gip + 57’ Ez Tifi)

P({J}, {r}I{€}) = D oosh A @ooh B

(1.3)

where we used the following condition :

0
P({J°}{€}) = Héjd,,,w,gﬂ..,m. (1.4)
The second type of the noisy channel is called as Gaussian channel (GC).
The above BSC (1.3) is simply extended to the GC as follows.
e_#Eil,.”,ip(g]il...ip_‘]()gil"'fip)z_# Ei(n—aogi)z
(V2rJ)Ne (v 2ma)N

We should notice that these two channels can be treated within the single
form :

PHJILATHIEY = (1.5)

P({J}7{T}|{£} H FT il-- zp HF Tl

il--ip
X exp | By Z Jiteip&in - &ip + Br Z & | (1.6)
ilip i
with

T Wy ) g ) T )

E-(Jil...ip) = 2 cosh 3

for the BSC and

exp [—552 (J3..ip + J3)]
VorJ?
(1.8)

for the GC. Therefore, it must be noted that there exist relations between
the parameters for both channels as

F‘T(Jillp) = s FT(TZ) = 2a?

Ji a
5r:J_gv 57':_0

= (1.9)

Main purpose of signal processing we are dealing with in this article is to esti-
mate the original sequence of messages/pixels {¢} from the outputs {J}, {7}
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of the noisy channel. For this aim, it might be convenient for us to construct
the probability of the estimate {o} for the original messages/pixels sequence
{&} provided that the outputs of the noisy channel are {J} and {7}.

From the Bayes formula, the probability P({c}|{J},{7}) is written in
terms of the so-called likelihood : P({J},{r}|{c}) and the prior: P, ({c})
as follows.

P} AT {o}) Pm({o})

PN = 5 oy witepatiey 1

As the likelihood has a meaning of the probabilistic model of the noisy chan-
nel, we might choose it naturally as

exp (ﬂJ Ditoip Jitip i Oip R, TiUi)

P({J} {r}{o}) = (@cosh ) (2 cosh i) (1.11)
for the BSC and
e*ﬁTJ Doy itip=ainoip)?=h Y (ri—0i)?
P({J}, {r}{o}) = TR CIDE (1.12)

for the GC. Therefore, what we call the posterior P({c}|{J},{r}) which is
defined by (1.10) is rewritten in terms of the above likelihood as follows.

e BHesr

E{U} e~ BHe

where we defined the inverse temperature 3 = 1/T and set T = 1 in the
above case. The effective Hamiltonian Heg is also defined by

P({a}{J}A7}) = (1.13)

Heff = —ﬁj Z Jilmjp 041" Oip — hZTiUz’ — 10g Pm({O'}) (1.14)

il-ip
for the BSC and
B
Hert = 2 ilZ;p(Jil-~~ip_0i1 x 'Uip)Q_hZ:(Ti_Ji)Q_lOg Pn({o}) (1.15)
for the GC.

1.2.2 MAP estimation and simulated annealing

As we mentioned, the posterior P({c}|{J}, {7}) is a useful quantity in order
to determine the estimate {o} of the original messages/pixels sequence. As
the estimate of the original message/pixel sequence, we might choose a {0}
which maximizes the posterior for a given set of the output sequence {J}, {7}.
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Apparently, this estimate {o} corresponds to the ground state of the effective
Hamiltonian Heg. In the context of Bayesian statistics, this type of estimate
{o} is referred to as Mazimum A posteriori (MAP) estimate.

From the view point of important sampling from the posterior as the
Gibbs distribution (Gibbs sampling), such a MAP estimate is obtained by
controlling the temperature T as T — 0 during the Markov chain Monte
Carlo steps. This kind of optimization method is well-known and is widely
used as simulated annealing (SA) [11, 12]. As the optimal scheduling of the
temperature T is T'(t) = ¢/ log(1 +t), which was proved by using mathemat-
ically rigorous arguments [11].

1.2.3 MPM estimation and a link to statistical mechanics

From the posterior P({c}|{J},{7}), we can attempt to make another kind
of estimations. For this estimation, we construct the following marginal dis-
tribution for each pixel o; :

P(oil{J}{rh = > P{a}{J}. {7} (1.16)
{o}#0i
Then, we might choose the sign of the difference between P(1|{J},{r}) and

P(—1|{J},{r}) as the estimate of the i-th message/pixel, to put it another
way,

sgn [Z o P(o3] (T}, {T}ﬂ — sgn (Z{"} 2

—Hetr
E{U} e~ Hest
where we defined the bracket (---)3 as

5y ()
Z{U} e—PHest

Therefore, the above estimate has a link to statistical mechanics through the
local magnetization (o;); for the spin system that is described by Heg at
temperature T = 1. This estimate sgn({o;)1) is referred to as Maximizer of
Posterior Marginal (MPM) estimate or Finite Temperature (FT) estimate
[6]. It is well-known that this estimate minimizes the following bit-error rate

) = sgu((o))  (1.17)

{-)s (1.18)

1
A = BB By = 5 [1- RO B B)| - (19)

with the overlap between the original message/pixel §; and its MPM estimate
sgn({03)) :

RW(By,h:Pp) = Y PUJ}L{r}{&}) &sen((oi)1)  (1.20)
{&,J,7}
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Obviously, the bit-error rate for the MAP estimate is given by

1
pMAP) = lim PO (B, h: Py) = = {1 — lim R®(B,,h:P,)| (1.21)
B—o0 2 B—o0

with
RO By h:Pu) = Y PUJIL A7} {€) &isen((o0)p).  (1.22)
{&.4,7}
In the next section, we compare p,()MPM) with p,()MAP) by using replica method

and show the former is smaller than the later.

1.2.4 The priors and corresponding spin systems

In the previous two subsections, we show the relation between Bayesian infer-
ence of the original messages/pixels under some noises and statistical physics
[1]. However, we do not yet mention about the choice of the prior distribution
P,,({o}) in the effective Hamiltonian Heg. In the framework of the Bayesian
statistics, the choice of the prior is arbitrary, however, the quality of the
estimation for a given problem strongly depends on the choice.

Image restoration and random field Ising model

In image restoration, we might have an assumption that in the real world
two dimensional pictures, the nearest neighboring sites should be inclined to
be the same values, in other words, we assume that real picture should be
locally smooth (see Fig. 1.1). Taking this smoothness into account, then, it
seems reasonable to choose the prior for image restoration as

;04
eﬁ'm§ <ij> 719

Prn({c}) = W’

Z(Ba) = Y& LT (123)
{o}

In conventional image restoration, we do not send any parity check and only

available information is the degraded sequence of the pixels {7}. Thus, we

set By = 0 for this problem. Then, we obtain the effective Hamiltonian for
image restoration as

Heff = —ﬂm Z 005 — hZTiUi (1.24)

<ij> i

This Hamiltonian is identical to that of the random field Ising model in which
random field on each cite corresponds to each degraded pixel ;.
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Error-correcting codes and spin glasses with p-body interaction

In error-correcting codes, we usually use so-called uniform distribution be-
cause we do not have any idea about the properties of the original message
sequence {£} as we assumed smoothness for images. Thus, we set the prior
as P, ({c}) = 27 and substituting — log P,,({c}) = N log2 = const. into
Hegr (usually, we neglect the constant term).

In this case, we do not use any a priori information to estimate the orig-
inal message, however, in error-correcting codes, we compensate this lack of
information with extra redundant information as a form of & ---&;p, be-
sides the original message sequence {£}. In information theory, it is well-
known that we can decode the original message {£} without any error when
the transmission rate R, which is defined by R = N/Np (N original mes-
sage length, Np : redundant message length), is smaller than the chan-
nel capacity C' (see for example [26]). The channel capacity is given by
C = 1+plogy p+(1—p)logy(1—p) for the BSC and p = (1/2) logy (14 J3/J?)
for the GC. As we will mention in the next section, when we send 5 C,. com-
binations of p bits among the original image {£}, as products &1 ---&p
error-less decoding might be achieved in the limit of p — oco. We call this
type of code as Sourlas codes [5]. For this Sourlas codes, we obtain the fol-
lowing effective Hamiltonian.

Heff = —ﬁJ Z Ji1-~~ip 031" 0O4p — hZTiJi (125)

il--ip

It is clear that this Hamiltonian is identical to that of the Ising spin glass
model with p-body interaction under some random fields on cites.

1.3 Quantum version of the model

In the previous sections, we explained the relation between the Bayesian
statistics and statistical mechanics. We found that there exists the effective
Hamiltonian for each problem of image restoration and error-correcting codes.
In order to extend the model systems to their quantum version, we add the
transverse field term : —I" ), o7 into the effective Hamiltonian [22]. In this
expression, {o®} means the z-component of the Pauli matrix and I" controls
the strength of quantum fluctuation. Each term I'c¥ appearing in the sum
might be understood as tunneling probability between the states o7 = +1 and
z

o7 = —1 intuitively. As the result, the quantum version of image restoration is
reduced to that of statistical mechanics for the following effective Hamiltonian

Hgﬁuantum = —Bm Z ojo% — hZTiof — Fng, (1.26)

<ij> i i
We also obtain the quantum version of the effective Hamiltonian for error-
correcting codes as
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HE ™ = =5 > Jieipofy0h, —h Y moi =Ty of. (1.27)
i1--ip i i

We should keep in mind that in the context of the MAP estimation, it
might be useful for us to controlling the strength of the quantum fluctua-
tion, namely, the amplitude of the transverse field I" as I" — 0 during the
quantum Markov chain Monte Carlo steps. If this annealing process of I is
slow enough, at the end I' = 0, we might obtain the ground states of the
classical spin systems described by the following Hamiltonian

Heassical — _3 N7 o070 — 1> miof (1.28)

<ij>

for image restoration and

Hehossical — 5, NN Jiiapofy o0, — Ry Tior. (1.29)
il---1 i

for error-correcting codes. This is an essential idea of the quantum annealing.
Unfortunately, up to now, there are no mathematically rigorous arguments for
the optimal scheduling of I"(¢) corresponds to Geman and Geman’s proofs [11]
for the simulated annealing [12]. We will revisit this problem in last section
of this article. In this article, we investigate its averaged case performance
by analysis of the infinite range model and by caring out quantum Markov
chain Monte Carlo simulations.

1.4 Analysis of the infinite range model

In the previous section, we completely defined our two problems of informa-
tion processing, that is to say, image restoration and error-correcting codes as
the problems of statistical mechanics of random spin systems in a transverse
field. We found that there exist two possible candidates to determine the orig-
inal sequence of the messages/pixels. The first one is the MAP estimation and
the estimate is regarded as ground states of the effective Hamiltonian that
is defined as a minus of logarithm of the posterior distribution. As we men-
tioned, to carry out the optimization of the Hamiltonian, both the simulated
annealing and the quantum annealing are applicable. In order to construct
the quantum annealing, we should add the transverse field to the effective
Hamiltonian and control the amplitude of the field I" during the quantum
Markov chain Monte Carlo steps. Therefore, the possible extension of the
classical spin systems to the corresponding quantum spin systems in terms
of the transverse field is essential idea of our work.

Besides the MAP estimate as a solution of the optimization problems, the
MPM estimate, which is given by the sign of the local magnetization of the
spin system, is also available. This estimate is well-known as the estimate
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that minimizes the bit-error rate. Performances of both the MAP and the
MPM estimations are evaluated through this bit-error rate.

In order to evaluate the performance, we first attempt to calculate the
bit-error rate analytically by using the mean-field infinite range model. As the
most famous example of solvable model, Sherrington-Kirkpatrick model [9] in
spin glasses, we also introduce the solvable models for both image restoration
and error-correcting codes. In this section, according to the previous work
by the present author [21], we first investigate the performance of image
restoration.

It is important to bear in mind that in our Hamiltonian, there exists two
types of terms, namely, Ag = —HEs¢al and Ay = —I'Y", 0%, and they do
not commute Wlth each other. Therefore it is impossible to calculate the par-
tition function directly. Then, we use the Suzuki- Trotter (ST) decomposition
[24, 25]

Ay A\M
Zeg = lim tr (eﬁeﬁ) (1.30)
M—o0
to cast the problem into an equivalent classical spin system. In following, we
calculate the macroscopic behavior of the model system with the assistance
of the ST formula [24, 25] and replica method [9] for the data {&, J, 7} average
[' : ']data : n
108 Zot]data — lim [Zeitldata =1 (1.31)
n—0 n
of the infinite range model.

1.4.1 Image restoration

In order to analyze the performance of the MAP and the MPM estimation
in image restoration, we suppose that the original image is generated by the
next probability distribution,

[f £
Zi_}' &i&j Bs

P{¢&}) = A {%;eN

288 (1.32)

namely, the Gibbs distribution of the ferromagnetic Ising model at the tem-
perature T = ;1. For this original image and under the Gaussian channel,
the macroscopic properties of the system like the bit-error rate are derived
from the data-averaged free energy [log Zegt|date. Using the ST formula and
the replica method, we write down the replicated partition function as follows.

_N_ o g, : 2
eff data = Z/ H \/m T 272 Zij(‘]u ~ &i& )

{¢}

(Bs/N) ) .. €&
/ H o T Zi(”*“og"')gxﬁ
21a Z(Bs)
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n M
X tT (51 H H exp [% Z Jijaf‘KJ?K + % Zaf‘KJ?K
ij ij

a=1K=1
h @ (0} 87
+ MZTiJiK—'—BZO—iKJi,K-‘rl (133)

where [ - ‘]gate means average over the quenched randomness, namely, over
the joint probability P({J}, {7}, {£}). We should keep in mind that these
quantities {¢} and {J}, {7} mean the data we send to the receiver and the
outputs of the channel the receiver obtain, respectively. Therefore, by calcu-
lating these averages [ - -]gata, We can evaluate the data-averaged case perfor-
mance of the image restoration [21]. We also defined the partition function

Z(Bs) for the original images and B as Z(0s) = }_ (¢ WP/ 20 51‘5j,B =

(1/2)log coth(I'/M). The standard replica calculation leads to the following
expressions of the free energy density :

zn ata — 1 RS
[log Zett]data = % = —fOT — fh (1.34)
RS _
o ﬂsmo log 2 cosh(Bsmo) (1.35)
fRS - (ﬁJQJ) Q2 + (6J2J)252 + %mg T ﬂJQJOtQ

—ZM(&)/OO Dulog/OQ Dw 2 cosh /@2 + 2 (1.36)
3 —o0 —oo

and the saddle point equations with respect to the order parameters.

()] data = m = ZM / Du/ (ébmh ) (1.37)
[&i(oi) data—t—ZfM / Du/ (ésmh > (1.38)

[((055) ") data = Q = ZM / Du[/wa (%)}2(1.39)

—00

zKUzL data = S

_ZM / D“/ [<E> cosh = + I (Sn;hg )] (1.40)

with [£;]data = Mo = tanh(Bsmg) and M(&) = es™0¢ /2 cosh(Bsmy). where
we used the replica symmetric and the static approximation, that is,
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b = t, Sa(KL) = {f kil aw-a (1.41)

and (---) denotes the average over the posterior distribution and @, y and {2
are defined as

+ Bmm (1.42)
E=VP2+TI2 0= Dw coshZ. (1.43)
—0o0

Then, the overlap R which is a measure of retrieval quality is calculated
explicitly as

s e = =3 6M©) [~ Du [~ Dusga(a). (14)
¢ —o0 —o0

then, of course, the bit-error rate is given by pp = (1 — R)/2.

1.4.2 Image restoration at finite temperature

We first investigate the image restoration without parity check term gy = 0.
For this case, the saddle point equations lead to the following much simpler
coupled equations :

e @( tanh \/PZ + 2
mo = tanh(Bsmp), m = E M(f)/ Du (1.45)
. oo P+ I

with @y = mp,, + aph{ + ahu. Then, the overlap R is also reduced to

R = Zf/\/l(f) /O<> Dusgn(Py) =1 — 2p, (1.46)
5 — 00

where R depends on I" through m. In Fig. 1.2 (left), for the case of no parity
check 3; = 0, we plot the bit-error rate p, as a function of T, = 3,,}. We
choose the temperature of the original image 7, ! = 35 = 0.9 and noise rate
Br = ap/a® = 1. We keep the ratio h/3,, to its optimal value 3,/3s = 0.9 and
investigate T,,-dependence of pp. Then, the parameter T}, has a meaning of

temperature for simulated annealing. Obviously, pl()MAP) = limy, 0 pp and

pp at T,, = T is the lowest value of pl()MPM) for I' = 0.

Let us stress again that in practice, the infinite range model is not useful
for realistic two dimensional image restoration because all pixels are neighbor
each other. In order to restore these two dimensional images, we should use
the prior P({¢}) for two dimension. In fact, let us think about the overlap r
between an original pixel &; and corresponding degraded pixel 7;, namely,
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Fig. 1.2. The bit-error rate p, = (1 — R)/2 without exchange term (3; = 0) as a
function of temperature T,, = B, (left). Keeping the ratio to h/Bm = B8, /8s =
ao/aQﬁS = 0.9 (we set ag = a = 1), we change the value of T},. For the case of I' = 0,
pp takes its minimum at T, = Ts = 0.9. For finite I', the optimal temperature T,

is not T, however, the minimum of p;, does not change. The right panel shows the
optimal temperature 727! as a function of I'.

B B Zﬂg eﬁTET+BSmOE(£T) B
r= [giTi]data 4COSh(5T) COSh(ﬁSmo) = tanh(ﬂT). (147)

From this relation, the error probability p, is given as p,
1/(1+e27) = 0.119 < p{™M) for

(1-r)2 =
8- = 1, and unfortunately, the restored
image becomes much worse than the degraded (see Fig. 1.2 (left)). This is

because any spacial structure is ignored in this artificial model. This result
might be understood as a situation in which we try to restore the finite
dimensional image with some structures by using the infinite range prior
without any structure (namely, the correlation length between pixels is also
infinite). However, the infinite range model is useful to predict the qualitative
behavior of macroscopic quantities like bit-error rate and we can grasp the
details of its hyperparameters (namely, T,,, h or I') dependence and can also
compare the MAP with the MPM estimations. This is a reason why we
introduce this model to the analysis of image restoration problems. Of course,
if we use two dimensional structural priors, the both the MAP estimations
via simulated and quantum annealing and the MPM estimation by using
thermal and quantum fluctuations work well for realistic two dimensional
image restoration. In the next section, we will revisit this problem and find

it. It is also important for us to bear in mind that the quality of the restoration
depends on the macroscopic properties of the original image.
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In our choice of the original image, its macroscopic qualities are de-
termined by the temperature Ts and magnetization mg as a solution of
mo = tanh(Bsmy). Although we chose the temperature T = 0.9 in Fig. 1.2
(left), it is important to check the retrieval quality for different temperatures
T,. In Fig. 1.3 (right), we plot the bit-error rate for the case of Ty = 0.7. From
this panel, we find p, < p, and the MPM estimation improves the quality of
the restoration.

For I > 0, the optimal temperature which gives the minimum of p; is not
Ts. In the right panel of Fig. 1.2, we plot the T°P* as a function of I'. In Fig. 1.3

016 0.005 |
0155 P =TT 0.09 e : 1- — 0
015 o TS =07 /
) P2 p— - 0.085 froend ool — !
s T,=0.01 r=1 )
0145 —
p ; 008 ] T =2 e
R I SR r,=ol 1 P s
’,’ 0.075
0135 / _ ] ,
! — .02 S 007 / -
015 fod - /
1125 / T 0.065 3
B Ay S T _ L
012 006
0 5 10 15 0 25 0 02 04 0.6 03 1 12
T T

Fig. 1.3. The bit-error rate p; is drawn for 7, = 0.01,0.1 and 7, = 0.9 as a
function of I" (left). The right panel is the same type of the plot as the right panel
in Fig. 1.2 for the case of Ts = 0.7.

(left), we plot the bit-error rate as a function of I" for T, = Ts = 0.9 setting
the ratio to its optimal value h/G,, = 8;/8s = 0.9. From this figure, we find
that the MPM optimal estimate no longer exists by adding the transverse field
I" > 0 and the bit-error rate p; increases as the amplitude of the transverse
field I" becomes much stronger.

On the other hand, when we set the temperature T;,, = 0.01, the I'-
dependence of the bit-error rate is almost flat (see Fig. 1.3 (right)). We should
notice that p, at I" = 0 for T,, = 0 corresponds to the performance of the
MAP estimation by quantum annealing. We discuss the performance of the
quantum annealing in the last part of this subsection.

We next consider the performance for the MAP and the MPM estimations
with parity check term (8; # 0). We plot the result in FIG. 1.4. As we
mentioned before, two body parity check term works very well to decrease
the bit-error rate p,. However, in this case, there does not exist the optimal
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Fig. 1.4. The bit-error rate py as a function of 3; for I' = 0, 1, 2 keeping the ration
constant h/Bm = B:/Bs (left). In right panel, p, as a function of I" is plotted for
the case of By = 0.5,1,2.0.

By which minimizes the bit-error rate for any finite values of I'. As we see
the left panel in FIG. 1.4, for small value of 5, the restoration by a finite I’
is superior to that of absence of the transverse field (I" = 0).

Hyperparameter estimation

In this subsection, we evaluated the performance of the MAP and the MPM
estimations in image restoration through the bit-error rate. In these results,
we found that the macroscopic parameters, 3,,, h and I'-dependence of the
bit-error rate have important information to retrieve the original image. How-
ever, from the definition, (1.44)(1.46), as the bit-error rate contains the origi-
nal image {£}, it is impossible for us to use py, as a cost function to determine
the best choice of these parameters. In statistics, we usually use the marginal
likelihood [27] which is defined by the logarithm of the normalization constant
of trisy P({o}[{7})Pn({c}), that is,

K(Bm,h,I': {1}) = log Zpes. — log Zpr;. —log Zy, (1.48)

where Zp,s., Zpr; and Zp, are normalization constants for the posterior, the
prior and the likelihood, and which are given by

Zpos. = tr{a}eﬁm EU iy th ZL rioi Z'i o (149)

Zpri. = tr{a}eﬁm Zw Ufgi+in Uf, Z5 = tr{T}ehZi T'igfv (1.50)
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respectively. For simplicity, let us concentrate ourself to the case of no parity
check 6; = 0.

It must be noted that the marginal likelihood (1.48) is constructed by
using the observables {7} and does not contain the original image {{} at all.
Therefore, in practice, the marginal likelihood has a lot of information to
determine the macroscopic parameters, what we call hyperparameters, before
we calculate the MAP and the MPM estimates.

In the infinite range model, it is possible for us to derive the data-averaged
marginal likelihood per pixel K (8, h, ') = [K(Bs,h, I : {7})]data/N explic-
itly. Here we first investigate the hyperparameter dependence of the marginal
likelihood. log Zp,; and [log Z1]data = [log ffooo IL dTiFT(Ti)eh”"f]dam per
pixel can be calculated as

1 Z 7 m 2
OgNP = _B 2m1 + log 2 cosh v/ (Bmm1)? + I'? (1.51)
[log Z1.)data h? [ /ag\2
N i 2 (E) —a (1:52)

and the data average of the first term of the right hand side of (1.48) is
identical to the free energy density for §; = 0. Thus, we obtain the data-
averaged marginal likelihood as follows.

2 o)
K(ﬂm,h,F):—ﬂmzm +ZM(§)/ Dulog?2 cosh /@2 + I
E — 00

9 2 2
+ —ﬂmzml —log 2 cosh \/(Bpm1)? + 1'% + w [(%) - az} (1.53)

2 ah

where m1,m mean the magnetizations of the prior and the posterior, are
given by

_ Bmmi tanh \/(Bpmy)? + I'? (154)

(Bmma)? + 12

and (1.45), respectively. In Fig. 1.5 (left), we plot K (B, h, ). In this fig-
ure, we set Ty = 0.9,3, = 1. We found that the data-averaged marginal
likelihood takes its maximum at T3, = Ts,h = (. and I' = 0. This result
might be naturally understood because the performance of both the MAP
and MPM estimation should be the best for setting the probabilistic mod-
els of the noise channel and the distribution of the original image to the
corresponding true probabilities. Therefore, it might seems that the trans-
verse field I' has no meaning for restoration. However, when we attempt to
maximize the marginal likelihood via gradient descent, we need to solve the
following coupled equations.

dBm oK Y s .
Cﬁm? = % = <%: 0; O'j>Pos. - <%: a; O'j>Pm'. (1.55)

mi
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Fig. 1.5. The data-averaged marginal as a function of hyperparameters, [3,,, h and
I" (left). The right panel shows the time development of the hyperparameter S, h
and I' via gradient descent of the marginal likelihood. We set the time constants
¢s,, = cn = cr = 1 and the values of true hyperparameters as Ts = 8, = 0.9, 3, =
1.

dh 0K 2 2 } : z

ChE = oh = <§@ Ti0; ) Pos. — <§l 7307 ) Pri. — i o) (1.56)
dIrr oK x P

C[‘E =9r <§1 0}) Pos. — <§7 o;) Pri. (1.57)

with the definitions of the brackets

(_ . ') eﬁ?n Z” O'fo']erh 27 TiO'erF 27 o_;r

tr{c,}
<~ . '>Pos, = z 2 - (158)
tr gy L TR T L,
ﬁ'm 0'720'72“1’[’ 0';" h .T'io'?
A = iy (- -)e P AT DD (e >,
Pri. , I

tr{g}eﬁ’“ IINE AL tri, e 2ot

(1.59)
and time constants cg,,,c, and cp. Thus, when we solve the above equa-
tions, we need to evaluate these expectations for every time steps by using
the quantum Markov chain Monte Carlo method. It is obvious that it takes
quite long time to obtain the solutions. From reasons mentioned above, it
is convenient for us to suppress the error of hyperparameter estimation by
introducing the transverse field. From figures, Fig. 1.2, Fig. 1.3, we actually
find these desirable properties.
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Incidentally, for the infinite range model, we derive these coupled equa-
tions explicitly. The results are given by

c dBm m% —m? _ ﬁmm% tanh \/(Bm1)? + 12
B =t 2 (Bmi)? + 12
*  @ytanh \/PZ + 2
+ mZM(g)/ Dy Zotanh Voo - (1.60)
—oo \/BE + I'?

h/®2+ 12
o ——a2h+ZM / py ol Taw) tanh VO F LT g
dt /¢3+F2

E_ I'tanh\/(Bnm1)2 + 2 N ZM / Du tanh\/d%—f—FQ
VO3 + I

dt (ﬁmml) + 17
(1.62)

where m; and m satisfy (1.45) and (1.54). We plot the results by solv-
ing the differential equations with respect to the hyperparameters, namely,
(1.60)(1.61)(1.62) numerically in Fig. 1.5. We find that each hyperparameter
converges to its optimal value.

1.4.3 Image restoration driven by pure quantum fluctuation

In the above discussion, we investigated mainly the MPM estimation at fi-
nite temperature T, > 0 according to the reference [21]. However, it is worth
while for us to check the following limit : 3,, — oo keeping the effective
amplitude of transverse field I'eg = I'/ By, finite. In this limit, we investigate
pure effect of the quantum fluctuation without any thermal one. To evaluate
the performances of the MAP and the MPM estimations for this zero tem-
perature case, we set @o = By (m + heaof + hiau) = Bpdo, where hy is its
optimal value h, = (,/3;, and consider the asymptotic form of the saddle
point equations with respect to m and m; in the limit of 5, — oo. We easily

find 4D
= 1-T2% m=S M) | —=2 (1.63)
of 25: o R+ T
and the time evolution of I.g as follows.

dFeff - FeffDU

= +3 Me
Clogt dt /ml—l—l—gﬁ Z /¢0+F92ff

where cr,, = Bmcr. The bit-error rate is given by pp, = (1 — mg)/2 +
e M(§EH (uy), where u, = (aoh.& + m)/ah,. We fist plot the Ieg-
dependence of the bit-error rate at 7,, = 0 in Fig. 1.6. In this figure, the
value at I'.g = 0 corresponds to the quantum MAP estimation which might
be realized by the quantum annealing. From this figure, we find that the

(1.64)
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Fig. 1.6. The bit-error rate for the quantum (7}, = 0) and the thermal (classical)
(I'" = 0) estimation (left). The right panel shows the time development of the
effective amplitude of the transverse field I'eg = I'/Bm. The inset means the time
dependence of the bit-error rate

performance of the quantum MPM estimation is superior to the MAP esti-
mation and there exists some finite value of the amplitude I" at which the
bit-error rate takes its minimum. In the same figure, we also plot the T;,-
dependence of the bit-error rate for I' = 0. We find that ,for both the quan-
tum and the thermal cases, the best possible values of both the MAP and
the MPM estimation is exactly the same. In Fig.1.6 (right), we plot the time
development of the effective amplitude of transverse field and the resultant
bit-error rate. From this figure, we notice that at the beginning of the gradi-
ent descent the bit-error rate decreases but as I" decreases to zero, the error
converges to the best possible value for the quantum MAP estimation. The
speed of the convergence is exponentially fast. Actually, in the asymptotic
limit ¢ — oo, I'.g — 0, the equation (1.64) is solved as I'ug = e (0) e Tert
where O, = (1/cr)(1 — > M(§) J75. Du/|¢o|). However, this fact does
not mean that it is possible for us to decrease the effective amplitude of the
transverse field to zero by using exponentially fast scheduling to realize the
best possible performance of the quantum MAP estimation. This is because
the time unit ¢ appearing in (1.64) does not corresponds to the quantum
Monte Carlo step and the dynamics (1.64) requires the (equilibrium) magne-
tization m(leg) at each time step in the differential equation. As the result,
we need the information about m near Ieg — 0, namely, the asymptotic form

m(t — 00, [ — 0) to discuss the annealing schedule to obtain the MAP
ebtlmatlon Although we assume that each tlme step in (1.64), the system

obeys the equilibrium condition : m = Zg f qSODu/\/qSO + 1%, we
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need the dynamics of m to discuss the optimal annealing scheduling about
T'eg. This point will be discussed in last section by means of the quantum
Markov chain Monte Carlo method.

The Nishimori-Wong condition on the effective transverse field

From Fig. 1.6 (left), we found that the lowest value of the bit-error rate
is same both for the thermal and the quantum MPM estimations. In the
thermal MPM estimation, Nishimori and Wong [8] found that the condition
on which the best performance is obtained, namely, what we call Nishimori-
Wong condition. They showed that the condition : (m/mg) = (h/8:)(Bs/0m)
should hold in order to obtain the lowest value of the bit-error rate. When we
set the hyperparameter h to its true value h = 3, the condition is reduced
to the simple form : TPt = T,. Therefore, it is important for us to derive
the same kind of condition which gives the best performance of the quantum
MPM estimation. Here we derive the condition and show the lowest values
of the py for the thermal and the quantum MPM estimations are exactly the
same.

We first evaluate the condition, (Opp/0leg) = 0 for p, = (1 — mg)/2 +
> o¢ EM(E)H (u). After some simple algebra, we obtain

~{aoh& +m(Igg")y?
2a%h?

m(IgE") D EM(E) exp =0. (1.65)
3

Taking into account that m(Ieg) # 0 is needed for meaningful image restora-
tions, the Nishimori-Wong condition for the quantum MPM estimation is
written by
mo(Bs)  ao
m(Ig) ~ ahefy

As we chose h. = f3,/83s,3r = ao/a?, this condition is simply rewritten as

mo(ﬁs) = m(Fe )
Let us summarize the Nishimori-Wong condition for the MPM estimation

(1.66)

Thermal : T"" =T, (Nishimori and Wong 1999)
* poDu
Quantum : mg(8;) = ZM(&)/
E — 00

O+ (IF)?

In Fig.1.7, we plot the temperature of the original image Ts-dependence of
the optimal temperature T°P* and the optimal amplitude of the transverse
field I'P°. In the right panel of this figure, the magnetizations m(T9") and
m(FgfIf)t) are plotted. The effective amplitude of the transverse field g at
which the bit-error rate takes its minimum in Fig. 1.6 is consistent with the
ISP (T = 0.9) =~ 0.66 as shown in Fig. 1.7 (left).
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Fig. 1.7. The optimal temperature ToP" and the optimal transverse field I'%* as a
function of the temperature T of the original image (left), respectively. The optimal
temperature for the thermal MPM estimation T5P* is simply given by TPt = T
(Nishimori temperature). The right panel shows the magnetizations m(7T2"") and

m(Ie).

From these results, it is shown that the lowest values of the of the bit-error
rate for both the thermal and the quantum MPM estimations are exactly the
same and the value is given by

1—mg aoh& + m0>

p=— +Z§M<£>H( " (1.67)
5 *

Therefore, we conclude that it is possible for us to construct the MPM es-
timation purely induced by the quantum fluctuation (without any thermal
fluctuation) and the best possible performance is exactly the same as that of
the thermal MPM estimation.

1.4.4 Error-correcting codes

In this subsection, we investigate the performance of the decoding in the so-
called Sourlas codes [5], in which uncertainties in the prior are introduced
as the quantum transverse field. Although we usually choose the prior in the
Sourlas codes as P({c}) = 2 (the uniform prior), here we use P({c}) =
[I,e7%". Then, the effective Hamiltonian of the extended Sourlas codes
leads to

Hett = —0B Z Jiteip 010557 05, — hZTiUf - anf- (1.68)

il,--,ip
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Hereafter, we call this type of error-correcting codes as Quantum Sourlas
codes. We first derive the I'-dependence of the bit-error rate for a given p.
Then, the channel noise is specified by the next output distribution :

—A;Z—;!l Z“,.”,ip(t]il---ip_1\}]23!1 57’,1"‘57’,;}) — 55z (ri—aoi)?
(J2mp! /NP—1)1/2\/27q

P{{J} ATI{E}) =

(1.69)
For a simplicity, we treat the case in which the original message sequence {{}
is generated by the following uniform distribution P({¢}) = 2=%. Then, the
moment of the effective partition function Z.g leads to

off = €XP Z ZZJH ip 031 () oia (t)- - 05, (1)

7,, Lip a=1t=1

4 %Zzznam +Bzzai<t>w+ D

i a=1t=1

(1.70)

where « and t mean the indexes of the replica number and the Trotter
slice, respectively. We set B = (1/2)log coth(I'/M) and used the gauge
transform : Ji1..ip — Jireip&in - Eip, Oip — §ipTiy- After averaging Zl;
over the quenched randomness [ - ]gqtq, namely, over the joint distribution
P({J},{7},{&}), we obtain the following data averaged effective partition
function :

Z% ) data = HH/ dQup(t,t) /o:od/\a@(t,t')/oodma(t) /Oodma(t)

tt’ af —© —0o0
X exp [N f(m, in, Q, N)] (1.71)
with
f(mamaQaA):_ﬂﬁo s p hTOZma
(B1J)?
a 4JM2 ZQ 2M2 ZQaﬁtt
tt’,ap tt' a8
]. N ]_ ’ /
+ M;ma(t)ma(t)Jr 15 D Aas(tt)Qap(tt)

tt’ a8

- > )" 0) - 5 3 Aaslt )" ()07 ()

tt’ a8

- BZ o(t+1) (1.72)

where we labeled each Trotter slice by index t. Using the replica symmetric
and the static approximations, namely,
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Ma(t) = m, Malt) =m (1.73)
I x(a=p) n_J M (a=0)
Quit)={ Y025 M= {0030 am

we obtain the free energy density f75 :

85175 (m.x.) = (0= Vsdom? + (o~ (BT — )

/ Dw log/ Dz2cosh = (1.75)

where we used the saddle point equations with respect to m, A1, A2, namely,
m = pBrJomP ' +agh and A\ = g(ﬂJJ)%(p’l + (ah)?, Ny = %(BJJ)qu’l +
(ah)?. Then, the saddle point equations are derived as follows :

. / Dw/ <@smh ) (1.76)
[ Dzl(g) ()} )
q_/_ooDw [/_OODZ (Qb;fg )] (1.78)

where we defined

@ = o[5BT 201 + (o) + 2, 282001 )
+ pBsJom? ™! + agh (1.79)
and & = V@2 4+ 12 = ffooo Dz cosh =. The resultant overlap leads to

R=/_O;Dw/_o:oDzsgn(@)=1—212DwH(—z;) (1.80)

where we defined z;; by

. PBsJomP™" + aoh) + wy/B(B,J)?¢* T + (ah)?

zy = — (1.81)
: \/§(6JJ)2(X”‘1 — 77 1)
and the error function H(z) defined as H(x f Dz. Thus, the bit-error
rate for the problem of error-correcting codes is given by p, = (1 — R)/2 =

ffooo DwH (—z;). where the above bit-error rate p, depends on I' through
the order parameters x, ¢ and m.

1.4.5 Analysis for finite p

We first evaluate the performance of the quantum Sourlas codes for the case
of finite p by solving the saddle point equations numerically.
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Absence of the external field h = 0

In Fig. 1.8 (left), we first plot the I"-dependence of the bit-error rate p;, for
the case of p = 2 without magnetic field A~ = 0. In this plot, we choose
J=Jy =1 and set ; = 1. It must be noted that Jy/J corresponds to the
signal to noise ratio (SN ratio). From this figure, we find that the bit error
rate gradually approaches to the random guess limit p, = 0.5 as I" increases.
This transition is regarded as a second order phase transition between the
ferromagnetic and the paramagnetic phases. We plot the I'-dependence of
the order parameters m,y and ¢ in the right panel of Fig. 1.8. We should
notice that in the classical limit I" — 0, the order parameter y should takes
1 and both magnetization m and spin glass order parameter g continuously
becomes zero at the transition point. Therefore, for the case of p = 2, the
increase of the quantum fluctuation breaks the error-less state gradually. On

, 08 77777 X

b, 0.6 : \ ,
0.3 . " p =
0.4 \
\ h \‘.
01 e \ ’

Fig. 1.8. The I'-dependence of the bit error-rate p, for the case of p = 2 without
magnetic field h = 0 (left) and and order parameters m, x and ¢ as a function of I
(right). Weset 85 =1,J = Jo = 1.

the other hand, in Fig. 1.9, we plot the I'-dependence of the bit-error rate py
for the case of p = 3. In this figure, we find that the bit-error rate suddenly
increases to 0.5 at the transition point I" = I, and the quality of the message-
retrieval becomes the same performance as the random guess. This first order
phase transition from the ferromagnetic error-less phase to the paramagnetic
random guess phase is observed in the right panel of Fig. 1.9.

We find that the system undergoes the first order phase transition for
p > 3. In Fig. 1.10, we plot the I'-dependence of the bit-error rate for p =
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Fig. 1.9. The I'-dependence of the bit error-rate p, for the case of p = 3 without
magnetic field h = 0 (left) and and order parameters m, x and ¢ as a function of I
(right). We set 85 =1,J = Jo = 1.

2,3,--+,6 and p = 12. From this figure, we find that the transition for p > 3
is first order and the bit-error rate changes its state from the ferro-magnetic
almost perfect information retrieval phase to the paramagnetic random guess
phase at I" = I'.. The tolerance to the quantum fluctuation increases as the
number of degree p of the interaction increases.

Presence of the external field h # 0

We next consider the case of h # 0. This means that we send not only the
parity check {J;1...;p} but also bit sequence {{} itself. We plot the bit-error
rate as a function of I" in Fig. 1.11. From this figure, we find that the bit-
error rate goes to some finite value which is below the random guess limit
gradually. The right panel of this figure tells us that in this case there is
no sharp phase transition induced by the quantum fluctuation. In Fig. 1.12,
we plot the bit-error rate and corresponding order parameters as a function
of I'. This figure tells us that the bit-error rate suddenly increases at some
critical length of the transverse field I.. As we add the external field h, this
is not a ferro-para magnetic phase transition, however, there exist two stable
states, namely good retrieval phase and poor retrieval phase. In Fig. 1.13, we
plot the I'-dependence of the bit-error rate for p = 3,---,6 and p = 12 (left)
and for p =6 and 8; =0.2,---,12 (right). From this right panel, interesting
properties are observed. For small I', the bit-error rate becomes small as we
increases p. On the other hand, for large I, the bit error rate becomes large
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Fig. 1.10. The I'-dependence of the bit error-rate p, for p = 2,---,6 and p = 12
without magnetic field h = 0 (left). We set 85 = 1,J = Jo = 1. The right panel
shows the Ty = ﬁ;l dependence of the bit-error rate for keeping the ratio : I'/8; =
Tosr to the values Ieg = 0.1,1 and 1.5.

as p increases. Moreover, the bit-error rate for p = 6 takes its maximum at
some finite value of I'.

1.4.6 Phase diagrams for p — oo and replica symmetry breaking

In this subsection, we investigate properties of the quantum Sourlas codes in
the limit of p — oo. In this limit, we easily obtain several phase boundaries
analytically and draw the phase diagrams.

First of all, we consider the simplest case, namely, the case of Jy = 0,h =
0. For this choice of parameters, the ferromagnetic phase does not appear
and possible phases are paramagnetic phase and spin glass phase. The free
energy density we evaluate is now rewritten by

1 oo oo
fRS:—Z(p—l),&]ﬂ(qp—xp)—TJ/ leog/ Dz2cosh B4/ 3 + 1'%

(1.82)
with ¢o = wy/pJ2qP~1/2 + 2+/pJ2(x?~1 — q?~1)/2, where we defined I'og =
I'/B;. In the paramagnetic phase, there is no spin glass ordering, namely,
q = 0. Thus, the free energy density in the paramagnetic phase leads to

J? e
ﬁﬁa = fJ (p—1)X\P—T log/ Dz2 coshﬁj\/Fgﬁ + §J2Xp—122, (1.83)

The saddle point equation with respect to x is given by
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Fig. 1.11. The I'-dependence of the bit error-rate p, for the case of p = 4 with
magnetic field h =1 (left) and and order parameters m, x and ¢ as a function of I
(right). Weset By =1,J=Jo=1and ap =a = 1.

3] & . 5 2 sinh 874/ T'2+d00
x = f7°° Dz{(Feszi%oo)CObhﬂJV Feﬁ+¢00+FeffTJ \/TJF(;;Oii
ffooo Dzcosh B85/ 1% + ¢}
(1.84)

with ¢oo = pJ2xP~12%/2. In the limit of p — oo, there are two possible
solutions of y, that, is x» = 1 and x? = 0. The former is explicitly given from
(1.84) as x ~ 1 — 4I'2T%/p*J. Then, we obtain the free energy density for
this solution as f; = —J?2/4T;—T; log 2 by substituting this x into (1.83) and
evaluating the integral with respect to z at the saddle point in the limit of
p — 0. Let us call this phase as PI. The later solution is explicitly evaluated
as x = (Ty/leq)tanh(Ieg/Ty) (< 1,thus,x? = 0) and corresponding free
energy density leads to fr; = —Tylog2 — Ty logcosh(Ieg/Ty). We call this
phase as PII

Here we should not overlook the entropy in PI, namely, S = —(0f;/0T) =
—J?/4T%+1og 2. Obviously, S becomes negative for T' < (J/2y/log2)~! and in
this region, the replica symmetry of the order parameters might be broken.
Therefore, in this low temperature region, we should construct the replica
symmetry breaking (RSB) solution. To obtain the RSB solution, we break
the symmetry of the matrices g and X as

’

JaU=1) =1
s = {m (40) Nors = {xl (U #10) (1.85)
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Fig. 1.12. The I'-dependence of the bit error-rate p, for the case of p = 5 with
magnetic field h =1 (left) and and order parameters m, x and ¢ as a function of I
(right). Weset By =1,J=Jo=1and ap =a = 1.

forl=1,---,n/x, § =1,---,x. Then, we obtain the free energy density for
one step RSB solution as

ByJ?

FUESE = (p— 1) Jom? + 1

6‘]4']2 (p—1)x*

[zq] + (1 —x)qf] +

- %[ﬂffh;\l +(1- ﬂf)q();\o]

T [e3e] o] [e3e] = x
- ?‘]‘/7 leog[ Dz </ Dy2cosh 854/ 2 + Fgﬂ> (1.86)
with ¢ = wvV A\ + 2V o — A1 + yr\/pJ2xP~1/2 — o + pBsJomP~t + agh. By

taking (9f1B5B /dqo) = (0f'BSB /9q) = 0, we obtain A\; = pJ2¢" /2, X =
pI2gh /2.

Here we set the parameters Jy, h again to Jo = h = 0. At low tem-
perature, we naturally assume ¢; < 0 (;\1 = 0),q0 = 1 (;\0 = pJ?/2)
and xy = 1. Substituting these conditions into (1.86) and evaluating the
integral with respect to y at the saddle point in the limit of p — oo,
we obtain the free energy density in this phase, which will be referred to
as SGI, as fsgr = —BsJ%x/4 — log2/(Bx). Substituting the solution of
(0fscr/0x) = 0, namely, x = 24/log2/(JTy) into fsa, we obtain the free
energy density which specifies SGI as fsgr = —J+/Iog 2.

Let us summarize :

2

J
PI (para) : fj=——— —Tylog2 (x=1,¢q=0)
4Ty
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Fig. 1.138. The I'-dependence of the bit-error rate for p = 3,---,6 and 12 (left).
For p = 6, the I'-dependences of the bit-error rate for 8; = 0.2,---,1.2 are shown
in the right panel.

I
PII (para) : frr = —Tjlog2 — T log cosh ( Tﬁ) (X! =q=0)
J

SGI (spin glass) : fsgr = —J+/log2 (x=q=1)

We illustrate the phase diagram in Fig.1.14 (left).

As the phase transitions between arbitrary two phases among these three
(PLPII,SGI) are all first order, each phase boundary is obtained by balancing
of the free energy density. Namely, Ieg = T; coshfl(e‘]z/‘*Tf) (Ty > T¢) for
PLPII, Ty = Tycosh™ ' (e/V1°62/T1 )2y (T} < T,) for PILSGI and T; =
J/2+/1og2 =T, for SGI-PL

We next consider the case of Jy # 0. This case is much more impor-
tant in the context of error-correcting codes. For the case of absence of the
external field o = 0, the phase transition between the error-less phase and
the random guess phase is specified as the ferro-paramagnetic (or spin glass)
phase transition. From reasons we mentioned above, our main purpose here
is to determine the transition point (Jy/J). below which the ferromagnetic
phase is stable. The critical SN ratio (Jy/J). is important because as we
mentioned before, the error-less decoding is possible when the channel ca-
pacity C' and the transmission rate R satisfy the inequality R < C. The
channel capacity for the Gaussian channel we are dealing with is given by
C = (1/2)logy(1 + JG/J?) with Jy = Jop!/NP~1 J = J?pl/2NP~1, that is,
C ~ J3p!/(J2NP~1log?2) in the limit of N — oo for a given p. On the other
hand, the transmission rate R is given as R = N/Ng = N/nC, ~ p!/NP~L.
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Fig. 1.14. The phase diagrams in the limit of p — oco. In the case of Jy = 0, there
exist three phases, namely, PI,PII and SGI. Below the critical point (T7/J). =
(1/2J+/log2), the replica symmetry is broken (the left panel). The right panel
shows the critical SN ratio (Jo/J), above which (labeled FIin the panel) decoding
without errors is achieved, is given by +/log 2.

Therefore, the error-less decoding is possible when the following inequality :

R J\?
T (Z) 10e2<1 1.
C <J0> og2 < (1.87)

holds and the question now arises, namely, it is important to ask whether the
above inequality is satisfied or not at the critical point (J/Jy).. In following,
we make this point clear.

We start from the saddle point equations which are derived from the
free energy density of the one step RSB (1.86). These equations are given
explicitly as

- /oo Dwffooo Dz (ffooo Dy2 coshﬁJé)mil ffooo Dy (%) 2sinh 3,5
—o0 /= Dz (ffooo Dy2coshﬂ1é)m

o /oo Dwffooo Dz (ffooo Dy2 coshﬁ]é)x_2 (ffooo Dy (;%) 2sinh5J§)2
—o0 ffooo Dz (ffooo Dy2coshﬁJé)

qlz/oo ffoooDz(ffoooDy(%)ZsinhﬂJé)m ’

e Duw =, Dz (ffooo Dy2coshﬂ1§)m

(1.88)
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oo 7. Dz (ffooo Dy2 COShﬁJé)w = Dy (%) 2sinh 8,5
:/ D ;
f Dz (f Dy2 CoshﬁJ_)
FSHTJ/OO DwffoooDz (ffoooDyQCOShﬂJé)m . Dy (2s1nh,3J_)
7. D= (ffooo Dy2 coshﬂJE)

(1.89)
with
¢ J’U)ql—ql +JZ’/§ 1}%)(17 1_ +pJ0mp 1
(1.90)
and £ = (;32 + I'2;. When the number of product p of the estimate of

the original bits is extremely large and J/Jy, m is positive, é = pJomP~!
and the solutions of the above saddle point equations lead to m = ¢y =
q1 = 1 and x = 1. Thus, the system is in the ferromagnetic phase and the
replica symmetry is not broken (go = ¢1). Substituting the replica symmetric
solution m = ¢ = 1 into (1.75) and evaluating the integral with respect to
w at the saddle point in the limit of p — oo, we obtain the free energy
density in this phase (let us call FI) as fr; = —Jo. We should notice that
this free energy density does not depend on the effective amplitude of the
transverse field Iog at all. From the argument of Jy = 0 case, the phase
specified x = 1,T; < T. = (2y/log2) is spin glass phase. Therefore, the
condition (1.87) is satisfied and the ferromagnetic error-less phase exists for
(Jo/J) = (Jo/J)e = V1og 2, where (Jp/J) is determined by balancing of the
free energy densities fr; = fsgr. As the result, we conclude that the error-
less decoding is achieved if the SN ratio (Jo/J) is greater than the critical
value (Jo/J). = +/log2 and the condition is independent of Ieg. To put
it into another word, the Shannon’s bound is not violated by the quantum
uncertainties in the prior distribution in the limit of p — oco.

The details of the analysis, including the numerical RSB solutions for
finite p will be reported in the conference and in forth coming article [28].

1.5 Quantum Markov chain Monte Carlo simulation

In the previous section, we investigated the performance of the MAP and the
MPM estimations for the problems of image restoration and error-correcting
codes by using analysis of the mean-field infinite range model. In Sourlas
codes, the infinite range model is naturally accepted because we do not have
to consider any structure in the bit sequence {¢}, and in that sense, the range
of interactions in the parity check {&;1 ---&p} is infinite.
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On the other hand, in image restoration, there should exist some geomet-
rical structures in each pair in the sequence of the original image {£}. Then,
we should introduce appropriate two dimensional lattice on which each pixel
is located. Therefore, in this section, we carry out computer simulations for
the two dimensional model system to investigate the qualities of the MAP
and the MPM image restorations quantitatively.

1.5.1 Quantum Markov chain Monte Carlo method

Let us remind of readers that our effective Hamiltonian for image restoration
is described by Heg = —Om Z<ij> ojoi—h > Tio;—I"Y ", of. In this section,
we suppose that each pixel o7 is located on the two dimensional square lattice.
To evaluate the expectation value of arbitrary quantity A in the quantum spin
system
trygy Ae et
(4) =t —— (1.91)
tr{o_} e eff
we use the following ST formula [24] to carry out the above trace in practice
as
. A B
exp(—fHeg) = lim (eM eM) (1.92)
M—oo

where we defined
A=p(Bm Y oio; +hY_ mof) = —BHE"", B=pTY of. (1.93)
<ij> i i

We should keep in mind that these two terms A and B are easily diagonalized.
Then, by inserting the complete set : Z{Ujk} Hojx})({ojx}| = 1, the par-
tition function Z,; for a fixed Trotter size M leads to

Zn = trpgy (efef) = 37 (o tle® {op i{og et [{ose} x -+
{ojr==1}
x o x (o Ye® {oiar} Y({oar e [{o}) (1.94)

where [{ojx}) is M-th product of eigenvectors {c} and is explicitly given by
Hoje}) =loj1) ®loj2) ® -+ ® |ojm).

By taking the limit of M — oo, we obtain the effective partition function
Zege of the quantum spin system with B = (1/2) log coth(8I'/M) as follows.

ZeffE lim Z]y[
M—o0

BB k_k_ Bh Kk k _k+1
= lim (a]w)N Z e v Zuk 9i o5 TN ik 170 +BZi,kU’i %
M—o0
{ojr}==%1
= lim (aM)N

M —o00
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% Z exp ﬂeff ﬂmZJfa;?—l—hZTiUf—i—BMZJfgf-‘rl

{ojr==%1} ij,k ik ik
(1.95)

where we defined ap; and By as ay = {(1/2)sinh(28egI)}'/2, By =
(1/20g) log coth(BesI”) and introduced the following effective inverse tem-
perature : PBeg = (/M. Thus, this is the partition function of a (d + 1)-
dimensional classical system at the effective temperature Tog = ﬂe_ﬂl.

Let us think about the limit of I — 0 in this expression. Then, the cou-
pling constant of the last term appearing in the argument of the exponential
becomes strong. As the result, copies of the original system, which are de-
scribed by the HElassical and located in the Trotter direction labeled by F,
have almost the same spin configurations. Thus, the partition function is now
reduced to that of the classical system at temperature T = 37 1.

We should not overlook that when we describe the same quantum system
at T = 0 of the effective Hamiltonian HZ*“"*™™ by analysis of Schrédinger
equation : iR (9|y(t))/0t) = H(t)|1(t)) for the time dependent Hamiltonian :
H(t) = =Pm doijs 070F —h )y mof — I'(t) 32, 0f , the inverse temperature
0 does not appear in the above expression. Therefore, we can not use 3 in
the quantum Monte Carlo method to simulate the quantum system at 7" = 0.

To realize the equilibrium state at the ground state T' = 0 for a finite
amplitude of the quantum fluctuation I" # 0, we take the limit 8 — oo, M —
oo keeping the effective inverse temperature S = O(1). Namely, effective
parameters to simulate the pure quantum system by the quantum Monte
Carlo method are B.g and M, instead of 8 and M. This choice is quite
essential especially in the procedure of quantum annealing [16] because the
quantum annealing searches the globally minimum energy states by using
only the quantum fluctuation without any thermal fluctuation. Therefore, if
we set the effective inverse temperature feg as of order 1 object in the limit
of M — oo (we can take into account the quantum effect correctly in this
limit) and f — oo (the thermal fluctuation is completely suppressed in this
limit), we simulate the quantum spin system at the ground state T = 0.

1.5.2 Quantum annealing and simulated annealing

According to the argument in the previous subsection, we construct the quan-
tum annealing algorithm to obtain the globally minimum energy states of our
effective Hamiltonian HEss%a!, To realize the algorithm, we control the am-
plitude of the transverse field as

Quantum Annealing (QA) : I' =0 for feg =1, M —

We should notice that the simulated annealing (thermal annealing) is achieved
by controlling the parameter 3 as
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Simulated Annealing (SA) : f — oo for finite M and I" = 0.

As we mentioned, the scheduling of T'(¢t) and I'(t) might be essential in the
simulated annealing and the quantum annealing. Although we know the op-
timal temperature scheduling T'(t) ~ (logt)~!, however, we do not yet obtain
any mathematically rigorous arguments for I'(¢) as in the simulated anneal-
ing. Therefore, in this section, we use the same scheduling for I'(¢) as that
of the simulated annealing, namely, T'(¢) = I'(t). The justification of identi-
fication of I'(t) and T'(t) comes from the results we obtained in the previous
section, that is, the shape of the bit-error rate at T = 0 as a function of I”
is almost same as the bit-error rate for the thermal one. Thus, we assume
that I and T" might have the same kind of role to generate the equilibrium
states for a given I' and T. However, the mathematical arguments on the
scheduling of I" are quite important and should be made clear in near future.

1.5.3 Application to image restoration

We investigate the MAP and MPM estimations by the quantum Monte Carlo
method and the quantum annealing for the two dimensional pictures which

are generated by the Gibbs distribution : P({¢}) = o Licigs 5ig"A/Z(ﬁs). It
must be noted that in the above sum > _,_ (--+) should be carried out for
the nearest neighboring pixels located on the two dimensional square lattice.
A typical snapshot from this distribution is shown in Fig. 1.16.

Thermal MPM estimation versus quantum MPM estimation

Before we investigate the performance of the simulated annealing and the
quantum annealing, as a simple check for our simulations, we demonstrate the
thermal MPM estimation for the degraded image with p, = 0.1 of the original
image generated at Ty = 2.15 by using the thermal and the quantum Markov
chain Monte Carlo methods. We show the result of the T;,-dependence of
the bit-error rate in Fig.1.15. We carried out 30-independent runs for system
size 100 x 100. We set h/fB,, = Tsf: = (Ts/2)log(l — p;/p-). From this
figure, we find that the best performance is achieved around the temperature
T, =Ts =2.15. In Fig.1.16, we show the original, the degraded and restored
images. From this figure, we found that the restored image at relatively low
temperature 7}, = 0.6 is pained in even for the local structure of the original
images. On the other hand, at the optimal temperature T, = 2.15, the local
structures of the original image are also restored.

We next investigate the quantum MPM estimation. In Fig.1.15, we plot
the bit-error rate for the quantum MPM estimation of the original image
generated by the Gibbs distribution for the two dimensional ferromagnetic
Ising model. We control the effective transverse field I'.g on condition that the
inverse temperature [ is setting to 8 = B.g M, namely, the effective inverse
temperature Beg = 1. The hyperparameter 3,.! = T,,, and h are fixed to their
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Fig. 1.15. The bit-error rate py for the thermal MPM estimation as a function of
the temperature T, (left). The plots were obtained from 30-independent runs for
the system size 100 x 100. We set the temperature of the original image Ts = 2.15
and the noise rate p, = 0.1. The right panel shows the bit-error rate for the quantum
MPM estimation for the system size 50 x 50, and the Trotter number M = 200 for
the same noise level p, = 0.1 as the left panel. The error-bars are obtained from
50-independent runs.

Fig. 1.16. From the left to the right, the original, the degraded (pr = 1), and the
restored at 1), = 0.6 and T}, = Ts = 2.15 pictures are displayed.

optimal values T, = Ts = 2.15 and h = 5, = (1/2) log(1 — p;/p;). To draw
this figure, we carry out 50-independent runs for the system size 50 x 50 for
the Trotter size M = 200. The Monte Carlo Step (MCS) needed to obtain
the equilibrium state is chosen as t = Mt, where ¢ = 105 is the MCS for the
thermal MPM estimation. One Monte Carlo step in calculation the quantum
MPM estimate takes M times evaluations of spin flips than the calculation
of the thermal MPM estimate. Thus, we provide a reasonable definition of
the time ¢ of which the quantity is plotted and compared as a function as
t =t (thermal) and t = Mt (quantum).
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From this figure, we find that the lowest values of the bit-error rate for
the quantum and the thermal MPM estimations are almost the same value
as our analysis of the mean-field infinite range model predicted, however, the
I’-dependence of the bit-error rate is almost flat. We display several typical
examples of restored images by the thermal and quantum MPM estimations
in Fig. 1.17 From this figure, we find that the performance of the quantum

F

Fig. 1.17. From the left to the right, 50 x 50 original image generated at Ts = 2.15,
degraded images (p- = 0.1), and restored image by the thermal MPM estimation,
and the restored image by the quantum MPM estimation. Each bit-error rate is
p» = 0.06120 for the thermal MPM at T, = Ts = 2.15 and p, = 0.06040 for the
quantum MPM estimation with I" = 0.8 (at the nearest point form the solution of
mo = m([)), respectively.

MPM estimation is slightly superior to the thermal MPM.

Simulated annealing versus quantum annealing

In last part of this section, we investigate how effectively the quantum tunnel-
ing process possibly leads to the global minimum of the effective Hamiltonian
for the image restoration problem in comparison to temperature-driven pro-
cess used in the simulated annealing. It is important for us to bear in mind
that the observables we should check in the problem of image restoration are
not only the energy on time E but also the bit-error rate p,. As we men-
tioned, the globally minimum energy state of the classical Hamiltonian does
not always minimize the bit-error rate. Therefore, from the view point of im-
age restoration, the dynamics of the bit-error rate is also relevant quantity,
although, to evaluate the performance of the annealing procedure, the energy
on time is much more important measure. In this article, we investigate both
of these two measures.

In our simulations discussed below, we choose the temperature and the
amplitude of transverse scheduling as I'(t) = T(t) = 3/+/t according to
Kadowaki and Nishimori [16]. To suppress the thermal and the quantum
fluctuation at the final stage of the annealing procedure, we set I' =T = 0
in last 10% of the MCS.
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In Fig. 1.18, we plot the time development of the bit-error rate and the
energy on time, namely, By = —83,, > _;;o 0707 — h); 707, where we de-
fined 07 = (1/M)Y, oF for the quantum annealing. As the MCS t for
the quantum annealing is defined by t = Mt for the MCS, where ¢t is
the MCS for the SA, we should not overlook that the initial behavior of
the first M-th MCS in the quantum annealing is not shown in this fig-
ure. We carried out this simulation for system size 50 x 50 with Trotter
size M = 200. The noise rate is p, = 0.1. We set 3, = Ty = 2.15 and
h = (1/2)log(l — p,/p,) = 1.1. From this figure, we find that the mean
value of the bit-error rate calculated by the quantum annealing is smaller
than that of the simulated annealing. However, the energy on time of the
simulated annealing is slightly lower than that of the quantum annealing.
Although this result is not enough to decide which annealing is superior, the
simulated annealing with temperature scheduling 7'(t) = 3/v/t seems to be
much more effective than the quantum annealing with the same scheduling of
the amplitude of the transverse field for finding the minimum energy state.
Of course, we should check more carefully to choose the optimal or much
more effective scheduling of I'. This might be one of the important future
problems. In Fig.1.19, we display the resultant restored images by the sim-
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Fig. 1.18. The time dependence of the bit-error rate for the simulated annealing
(SA) and the quantum annealing (QA). The MCS t for the quantum annealing is
defined by t' = Mt for the MCS, where t is the MCS for the SA. The right panel
indicates the dynamical process of the energy function by the SA and the QA. We
carried out this simulation for system size 50 x 50 with the Trotter size M = 200.
The noise rate is pr = 0.1. The error-bars are calculated by 50-independent runs.
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ulated annealing and the quantum annealing. For this typical example, the
performance of the quantum annealing restoration measured by the bit-error
rate is better than that of the simulated annealing. The difference of the cor-
rect pixels is estimated as An = 50 x 50 x Ap, = 2500 x 0.0084 = 21 (pixels),
where Apy, = pp(SA) — pp(QA). From reasons we mentioned above, the MAP
estimate obtained by the quantum annealing is not a correct MAP estimate,
however, the quality of the restoration is really fine.

=

Fig. 1.19. From the left to the right, the original image (75 = 2.15), the degraded
image (p- = 0.1), and typical restored images by the simulated annealing and the
quantum annealing. The resultant bit-error rates are p, = 0.066400 for the SA and
py = 0.058000 for the QA.

1.6 Summary

In this article, we investigated the role of the quantum fluctuation intro-
duced by means of the transverse field extensively. From the analysis of the
infinite range model, we showed that the performances of the quantum MAP
and MPM estimations are exactly the same as those of the thermal one.
We derived the Nishimori-Wong condition on the effective amplitude of the
transverse field and this information might be useful to determine the opti-
mal amplitude of the transverse field for a given degraded image data. We
also investigated the tolerance of the Sourlas codes to the quantum uncer-
tainties in the prior distribution and discussed the condition on which the
error-less ferromagnetic phase exists. We found that the Shannon’s bound is
not violated by the quantum fluctuation in the limit of p — co. The analytic
results of the image restoration were checked by the quantum Markov chain
Monte Carlo method. The results supported the analysis of the infinite range
model finely.

I hope that the present work provides some useful information for deep
understanding of the optimization method based on the quantum fluctuation
which is essentially different mechanism from the thermal hill-climbing.
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