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Abstract—During the last years, High Performance Computing
(HPC) resources have undergone a dramatic transforation,
with an explosion on the available parallelism andhe use of
special purpose processors. There are internationahitiatives
focusing on redesigning hardware and software in aer to
achieve the Exaflop capability. With this aim, the HPC4E
project is applying the new exascale HPC techniquds energy
industry simulations, customizing them if necessaryand going
beyond the state-of-the-art in the required HPC exscale
simulations for different energy sources that are e present
and the future of energy: wind energy production ad design,
efficient combustion systems for biomass-derived &ls
(biogas), and exploration geophysics for hydrocarbo
reservoirs. HPCAE joins efforts of several institubns settled in
Brazil and Europe.
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l. INTRODUCTION

New energy sources, if untapped, might become alruci
in the mid-term. Intensive numerical simulationsdan
prototyping are needed to assess their real valdénaprove
their throughput. The impact of exascale HPC anth da
intensive algorithms in the energy industry is well
established in the U.S. Department of Energy docime
“Synergistic Challenges in Data-Intensive Scienaad a
Exascale Computing” [1], for example.

The High Performance Computing for Energy (HPCA4E)

project aims to provide these new exascale HPC datd
intensive algorithms to three energy sources: vandrgy,
biomass, and oil. To do so, several European aadilmn
institutions are closely working, fostering in thigay a
collaboration that can be extended to other coemir Latin
America as the computational solutions provided Wwé
useful to many scientific and industrial fields wsll as to
other software and middleware developers.
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Moreover, the current collaboration embraces bathlip
and private companies who are leaders in theiresg
sector. The industrial sector is formed by REPSIBé&rdrola
Renovables Energia, TOTAL, and PETROBAS, who prtesen
a solid activity and presence in many Latin America
countries. Regarding the public sector, Brazilian
(COPPE/UFRJ, LNCC, ITA, UFRGS, UFPE) and European
(BSC-CNS, INRIA, UNLAC, CIEMAT) institutions
belonging to the HPC and the energy fields arecsaprted.

All of them aim to collaborate with other Latin Anean
entities who will be interested in the developmerasried
out as part of HPC4E in both the computer and trergy
sciences.

Il.  CONCEPT ANDAPPROACH

As previously stated, the main objective of HPC4Hoi
develop beyond-the-state-of-the-art high  performeanc
simulation tools that can help the energy indusiryespond
future energy demands and also to carbon-related
environmental issues using the state-of-the-art Idj&fems.
This Brazilian-European collaboration also aims
improving the usage of energy using HPC tools bingat
many levels of the energy chain for different eyesgurces:
Exploitation: In wind energy (respond to
demand peaks, output prediction)

Efficiency: In biomass-derived fuels (develop
more efficient and renewable fuels, reduce
green-house gas emissions, reduce hydrocarbon
dependency and fuel cost)

Exploration: In wind energy (resource
assessment) and in hydrocarbons (improve
available reserves, explore with less financial
and environmental risk).

Another main objective is to improve the cooperatio
between energy industries from EU and Brazil, goteing
that the Technology Readiness Levels (TRL) of the
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particular project technologies will be very hidtis will be
done via a strong collaboration between the prgjadners.

Regarding scientific technical objectives, this Iwike
addressed in the sections below.

Ill. A DISRUPTIVEEXASCALE COMPUTERARCHITECTURE

The project will set up a disruptive exascale cotapu
architecture to study the mapping and optimizatibrthe

schemes for Partial Differential Equations (PDE)arse
linear solvers, adaptivity, and data management.
Particularly the first topic is concerned with stdé
implementations of high order schemes for wave qgagion
models. The second topic will develop and demotestitze
benefits of generic (i.e. algebraic) parallel sadvéor large
sparse linear systems of equations. The third tagiresses
mesh and (local) time-step adaptive algorithms rigleo to

codes proposed for each energy domain on novelptimize the use of computational resources. Thetlio

architectures for exascale, as well as developmiantke
underlying software infrastructure. In order to gedy test
this infrastructure, porting, tuning, and testirfipes of the
different simulations codes will be previously ¢agrout.
Specifically, four lines of action will be pursued.

topic focuses on leveraging techniques to suppowlation
data management as required by the pre- and posgsiog
steps involved in highly complex simulations.

Regarding scalable high order numerical schemes, tw
families of innovative high order finite element timeds and

The selected computing kernels of the codes coming family of (standard and mimetic) finite differenschemes

from the energy sector will be optimized for arebttires
based on accelerators. The goal will be to optintlze
performance but keeping a high degree of portgbilihe
ratio flops/watt obtained in each platform will bealyzed.
The main target architecture platforms are thossedban
Xeon Phi and NVIDIA GPUs, but other platforms based
embedded processors will be also analyzed. To gtesdhe
maximum portability of the codes we will use pragimag
models and tools like openCL, ompSs and BOAST.

The selected kernels will be also ported to archites

will be considered for both time-domain and frequen
domain. These numerical schemes exhibit a highl lefre
parallelism. In particular, they are well suited aomixed
coarse grain/fine grain (MIMD/SIMD) parallelization
targeting many-core (Xeon Phi/GPU) systems. Rivstwill
implement and demonstrate the benefits of a recentl
designed class of high order multiscale methodse Th
common core approximation framework is the Multisca
Hybrid-Mixed  (MHM) methods combined  with
Discontinuous Galerkin (DG) or Stabilized Contingou

based on symmetric multicore processors with NUMAGalerkin (SCG). For frequency-domain problems, wi w

memory. The goal will be to optimize the performanthe
main target architectures will be Intel, AMD and ISGut

perform the same analysis with the so called hyteitl DG
formulations that drastically reduce the numbeglobally

also new platforms based on ARM processors will becoupled degrees of freedom. Both types of solvegstime-

analyzed. Thus, the key point will be the load halag and

domain and frequency-domain) are linked to the

data placement, takin into account new schedulingimulation/inversion framework for subsurface inmapi

algorithms able to improve locality too.

The management of the MPI level parallelism in the

codes coming from the energy sector will be guaeshtfor
achieving a high scalability of the applications HPC
clusters with millions of cores: The main topics hbe
analyzed will be: creation of tools for migratioh ranning
parallel tasks inside clusters; hierarchical MRPUcUres to
manage coupled multiphysic problems; parallel
optimization; design of efficient check-pointingaegies;
and, fault tolerance strategies at MPI level.

Last, performance analysis will be focused on theheterogeneous

performance analysis of the different applicatioasd
kernels. The proper environments and tools (Payavéra,
Ocelotl, TAU, etc.) will be deployed to analyze dfe
parallel levels in the applications. Inside a cotafianal
node roof-line analyses will be done to understéine
bottlenecks of the architectures. At the clusteellenetwork
traffic, /0 traffic and load balancing will be dgaed to
guarantee the application scalability. Also perfance
prediction tools will be used to analyze the pa#ritenefits
of architecture or algorithm modifications. Diffate
proposal of exascale architectures will be studimdthe
selected applications as well.

IV. SIMULATORS FOREXASCALE COMPUTATIONS
Innovative computational algorithms well suited the

proposed in the geophysics domain.

With respect to scalable sparse linear solversgta is
to provide state of the art parallel solvers foarsplinear
systems of equations or numerical schemes adoptddei
simulation software associated to the applicatioaming
from the energy field. Both direct and hybrid difgerative
solvers will be considered. Regarding the formévesatype,

IJothe PaStiX software [2] will be adopted. It is bdsmn a

supernodal approach and has been implemented ooftop
various runtime systems enabling an efficient ude o
manycore  platforms.  The  hybrid
iterative/direct strategy will be made availableotigh the
MaPHyS software [3] that implements algebraic domai
decomposition ideas and relies in parallel on pelraparse
direct solvers such as PasStiX for each subprob@mtop of
those two solvers, Krylov subspace methods
implemented either for the iterative refinementpsteof
PaStiX or to solve the reduced Schur complemenesyn
MaPHYyS. Finally, the high performance dense liredgebra
kernels on which those solvers are relying wilbdie part of
the project but no specific action is foreseen bnThis
software stack will be made available through aeceht and
flexible APl where the matrices can be provided thg
application in various format such as centralized o
distributed, assembled or unassembled.

Optimal numerical schemes for PDEs involve adapting

are

numerical simulation of complex phenomena on exascathe grids in space and time to minimize errors he t

architectures will be introduced. These refer tanarical

simulation. The activity on this topic will then lbe explore



libraries to support adaptivity such as the libMéistary [4].
libMesh provides a framework for the numerical detion
of partial differential equations using arbitrargstructured
discretizations on serial and parallel platformsaptive
time stepping controlling strategies will be alsodsed. The
objective here is to demonstrate the applicabitifysuch
strategies to large-scale parallel computations tioé
simulation of polydisperse mixtures typically fouid the
geological processes.

stability (robustness) and the convergence behafidheir
HPC implementation.

The statistical downscaling approach will be
complementary to the dynamical downscaling. Statibt
downscaling models will be developed using local
observations and large scale circulation and wislti$ in
the wind farm region.

A compilation of the available data and an evatratf
the quality issues that might affect the succeedinglyses

Big Data management and analysis of numericalill be accomplished, for this purpose is necesstry

simulations will be explored by the use of threstems:
SimDB, UpsilonDB and Chiron. The first is being ideed
to manage spatialtemporal time series predictiva é@m
numerical simulations, represented as a multidimeas
array. The second system, UpsilonDB, is currentlyearly
stage prototype aiming at managing the uncertaory
numerical simulation data, integrated with a prolistic
database system, MayBMS. UpsilonDB supports sinoulat
post-processing analysis. Chiron is a scientificrifiow
management

identify an appropriate metrics that account fore th
deviations in the wind power production predictions
Transfer functions between wind and wind power &hdoe
determined and serve as reference to translateititeinto
wind power estimates for the rest of analyses.

On the other side, In order to efficiently plug difarm
power production to a distribution electricity net it is
mandatory a forecast of the power production thatva the
network operator to manage the electricity resaurbethis

system focused on managing scientifisense, wind power short-term prediction within hpuo

dataflow with provenance data support. Chiron gron daily time scales is of fundamental importance. rieglels,

support in data analytics at runtime, allowing fynamic
configuration fine-tuning, including
quantification data steering.

V. ATMOSPHERE FOFENERGY

The fundamental knowledge barriers to further peegr
in wind energy are defined as scientists’ undedstey of
atmospheric flows, unsteady aerodynamics and statiine
dynamics and stability, and turbine wake flows aelhted
array effects. The use of computational fluid dyi@m

(CFD) large-eddy simulation (LES) models to analyze

atmospheric flow in a wind farm capturing turbinekes
and array effects requires exascale HPC systems.

In this way, microscale atmospheric models are dase
CFD solvers adapted to simulate the AtmosphericnBaty
Layer (ABL) in order to approach two fundamentahevi
energy problems: analysis (mainly focused on wigburce

assessment and wind farm design) and forecast Igmain

focused on short-term prediction for wind farm digh to
the electricity network). Both problems will studkey
aspects concerning microscale modelling simulaticas

standalone CFD models or in connection with medesca

models, by developing dynamical and statistical mgsaling
strategies. All models, methods and techniquesldeed for
analysis will be tuned to produce short-term onforecasts
of the wind farms output.

The objective is then to have the CFD models ready

exascale systems in order to overcome the presatdtions
and increase the accuracy on the evaluation ohteshand
economic feasibility of wind farms.

methods and techniques developed for wind farm ttinge

uncertainty will be tuned to produce short-term online foresast the

wind farms output. Efficient use of HPC resourcesritical
to have these forecasts online. We will developradast
based on dynamical and statistical downscalingegies.

A. Improving CFD microscale models

In order to achieve such an improvement, the falgw
actions will be made:

 For RANS/LES models, study the turbulence
closure models for ABL simulations as an
alternative to the existing parametrizations.

» Implementation of a canopy model [5]

e Validate the HPC implementation using
experimental data from the New European
Wind Atlas project (ERA-Net)

e Wind farm modelling: Currently, farm models
simulate downwind effects of rotors by
extracting axial momentum at the turbines. In
this simplistic approach, the rotor characteristics
are incorporated trough velocity-independent
drag coefficients obtained from tunnel
experiments. This tasks aims at characterizing
numerically the downwind effects of rotors by
solving complex turbulent rotating flows.

B. Dynamical Downscaling strategies

Boundary conditions for solving wind flow on micoade
domains are typically assumed steady and homogseneou
over the computational inflow. These limitationsnche

Regarding dynamical downscaling in order to assesgvercome by dynamically coupling microscale CFD elsd
wind resource, CFD models must account for the leoup With mesoscale simulations furnishing initial anithe-

effects of complex terrain, Coriolis forces, thelsibility,
presence of forests, and wind turbines. Modificatioeed to
be made to the RANS/LES CFD models including tuebtl
closures for ABL. The objective is to characteritee
accuracy of the different ABL-CFD models, the nuicedr

dependent boundary conditions at the computational
boundaries. The following will be made:

» Blending between mesoscale (WRF) and CFD
computational meshes to have consistent terrain
information (topography and roughness) at the
computational margins. The topography will be



interpolated in such a way that it will be mechanisms imposes an important limitation for ficat
coincident with the CFD resolution in the inner applications of turbulent combustion. These medmsi
zone and coincident with the mesoscale (WRF)nclude both slow and fast chemical reactions ivvng a
over the boundaries; large number of species leading to a highly castignerical

« Initial condition and time-dependent CFD problem. Besides, the effects of turbulence and fitrain
boundary conditions consistent with the also contribute to a complex interaction betweeenabtry
mesoscale outputs that will drive the CFD and fluid mechanics that has to be accurately cepred by
model through boundary conditions; CFD codes. In order to reduce the stiffness ofciiremical

+ Study the use of nudging strategies based ofroblem, skeleton and reduced mechanisms will be
introducing a force term over the momentumdeveloped so it can be integrated into a multigtsysiode.
equation in the CFD model close to the The reduction technique will be based on flame-gEed
boundary in order to enhance consistencymanifolds (FGM) and quasy-steady state (QSS)
between models near the boundaries: approximation for operating conditions of interest.

« Validate the methodologies for different site ~ For studying the combustion dynamics of laboratory
conditions, onshore and offshore, consideringflames and comparing it with available data angragon of
benchmark validation cases from other projectghe chemical schemes developed in the previoustsaimd
such as IEA-Task 31 [6] Wakebench and FP7the corresponding validation using benchmarkingsasill

NEWA [7]. be performed. Several cases using experimental ofta
laboratory flames will be investigated and the @feof fuel
VI. BIOMASS FORENERGY variability on the flame dynamics will be investige.
Another important challenge is to develop a vabidat Regarding industrial applications of biomass fuils

predictive, multi-scale, combustion modeling cafigbto ~ Practical systems, numerical simulation of an indals
optimize the design and operation of evolving fughe next ©nginé burming biomass will be carried out. Differe

exascale HPC systems will be able to run combustioRP€rating conditions and fuel compositions will be
simulations in parameter regimes relevant to imilst examined. The activities will be focused on prowigddetails

applications using alternative fuels, which is iieggi to ~ Of the system performance to develop industriatigiines

design efficient furnaces, engines, clean burnifgates and  TOF the use of biomass derived gaseous fuels.
power plants Last, applications of biomass-derived gaseous fuel

Thus, in order to obtain a thorough understandingne ~ cOmbustion in portable reformers for hydrogen poidn
effects of fuel variability on energy utilizatiorf biomass-  Will be explored as well. Limitations to the miniazation of
derived gaseous fuels, a coupled approach whictersoy hydrogen production reformers are linked to thegdar
three distinct areas of development will be empibye Surfaceto-volume ratio, which enhances heat logwesigh
generation of chemical kinetic mechanisms for bigsaa the walls. Additional measures, such as heat reation,

derived fuels, integration of the schemes into D@Bde, catalytic combustion, reactant preheating etc.,n@eded to

and creation of efficient algorithms for data exofea that ~SUStain their proper operation. The activitieshis Task will
can run efficiently in HPC platforms. consist in numerical studies of the stability ofrdmustion in

The activites include analyzing the physical small size reformers, with the objective of imprayithe
characteristics of bio-syngas flames, assessment &ftderstanding of their operation and determinirg stable
performance in practical systems and providingtimized ~ @nd more efficient regimes as a function of thel fue

industrial guideline for biomass derived gaseousl fu COMPosition. The reduced chemical mechanisms deedlo

compositions and performance. The application stena N the aforementioned paragraphs as well as theusC
corresponds to industrial devices of the energytosec Shall prove essential to this large parametric nicak

stationary gas turbines, fumaces and portable getitm ~ nvestigation.
devices.
Generation of detailed chemical schemes that rejped _ Vil GEOPHYSK_:S FORENERGY _
accurately the oxidation of biomass-derived gasdoets The third energy sector is related to oil as anrgne

will be developed and assessed via detailed chékiitics ~ Source. Huge computational requirements arise ffoln
mechanisms that can predict the oxidation process a wave-form modelling and inversion of seismic and
species formation with certain level of accuracevéal electromagnetic data. By taking into account thelete
well-established mechanisms (GRI 3.0, San Diegedse Physics of waves in the subsurface, imaging tomsahle to
etc_) will be examined and Compared for differenelf reveal information . about the Earth's interior ) with
compositions and the accuracy at predicting referen Unprecedented quality. Nevertheless, actual wawvgsigh
species and radicals will be provided for differeperating has a high cost in terms of computational intensitisich
conditions. These mechanisms are the starting point can only be matched by using the exascale HPCragste
reduction or tabulation techniques. In this sense, the capacity for imaging accuratbky
Also, development of skeleton and reduced chemicdrarth’s subsurface, on land and below the sea fisan
schemes for biomass combustion for engine operatinghallenging problem that has significant economic

conditions will be carried out. The use of detaitédmical  implications in terms of resource management, itieation
of new energy reservoirs and storage sites as agetheir



monitoring through time. As
petroleum become harder to find the costs of dglland
extraction increase accordingly. Thus the oil aasl igdustry
needs more detailed imaging of underground gecdbgic
structures in order to find the best representatbrthe
subsurface in terms of which model sticks bettetheodata
recorded during acquisition surveys. This involvesearch

recoverable deposits of

rapid deployment in the partner current
production systems.
» Establishing transnational “numerical

laboratories”, which are cheaper, safer and
faster than real-life experiments.
HPC4E will have some general impacts derived from
collaboration of EU and Brazil teams that can besilga

based on advanced methods combining mathematicextrapolated to other Latin American countries:

geophysics and scientific computing. Such multigigtary
collaboration is essential to the design of nunagric
simulation codes capable of delivering the cleapessible
picture of the subsurface.

The data types involved in geophysical imaging are

mostly seismic (acoustic or elastic) and electrame#g.
Modern imaging techniques (RTM, FWI ...) rely on
intensive usage of full 3D physical modeling engirtéence,
in order to attain results in a reasonable times¢hengines
must use, as efficiently as possible, the fastestvhare
architectures in a massively parallel way. On tbfhat, the
larger and more complex the scenarios become, itpads
which attain results with low computational comtexor
few degrees of freedom become preferable.

The main goal is, then, attaining the sharpestipless
images of the subsurface with the best possiblatdatve
content (i.e. parameter estimation, uncertaintylyasig in
the shortest possible time. In addition, in thesesée era,
power efficiency is becoming ever more a cruciatda in
establishing the usability of HPC in industrial hpgtions.
The main developments will involve geophysical irsien
of elastic and electromagnetic waves using higkeiord
structured and unstructured computational grid gypeest-
driven code development will allow us to put a spefocus
on having detailed comparisons and benchmarks eeta#
possible approaches in the most
Architecture-oriented programming optimizations
expected to play a crucial role in
cost/accuracy/complexity relationships which willelfh
delineate the future directions of geophysical iimgdn the
exascale era.

A framework to share know-how and solutions
to common HPC problems with a long-term
establishment or consolidation of collaborations
between EU and Latin American academic
researchers in the field of HPC in the broad
sense, on multi-disciplinary projects involving
applied mathematics, computer science and Big
Data topics.

Reinforce the ties between EU and Latin
America in critical aspects for society such as
energy, which will help making the way
towards their energetic independence in the
following decades.

An impulse to EU and Latin American economy
by increasing the competitiveness of their key
energetic players in a globalized world

Under these expectations, several liaisons in Latin
America could be established in order to fostelabalration
between HPC4E and those institutions and initiatitieat
could be interested in the project’s outcomes.

Regarding computer science, it is noteworthy thatjo
action that can be carried out with the Servicio de
Computacion Avanzada para América Latina y el @arib
(Advanced Computing Services for Latin America dhd
Caribbean) [9]. In this sense, HPCA4E plans to pes#ly

realistic - scenariogyform SCALAC about the different advances thatl i
. &@€zchieved so it could be easily adopted by the LAtirerican
establishingpc community; such an information exchange will be

seamlessly developed as several
involved in SCALAC.
It is also important to remark that the industpartners

HPCA4E partners are

Specific - sub-objectives will  be: development andof HPCAE have a strong business activity in Latmetica,

optimization of high-order finite-element schemes 8D
elastodynamics; development and optimization ofsital
extrapolation schemes in 3D; uncertainty estimatin
petrophysical quantities; Synthetic benchmarking>ascale
geophysical problems; and, Industry validation.

VIIl.  GENERAL AND LATIN AMERICAN IMPACT

HPCA4E lifetime is of two years and has recentlytsth
in December 2015. As it can be easily inferred,intpact
goes beyond the three selected energy sources eas
computing solutions proposed will be able to beliagpto
other scientific and engineering domains.

Some general impacts derived from the efficient afse
exascale HPC and simulation technology can be derei:
Vast improvement in simulation efficiency in

where most of their downstream research is expaitiiig
tested. Being so, these continental regions witkatly
benefit from the project advances in terms of wiadns,
biomass plants and oil exploration.

At the same time, new contacts could be set up thith
United Nations Industrial Development Organization
Observatory for Renewable Energy in Latin Amerind the
Caribbean [10], who is currently operating in 13imvies of
the region. All the advances achieved in the ensaptors
identified by HPC4E could be applied by the Centefs
Excellence on Renewable Energy in Latin Americéwiite
support of this Observatory.

Last but not least, several dissemination actwitie
scientific forums will be carried out by the prdieso
specific collaborations with Latin American institins in

terms of Watts needed per execution andany of the topics addressed by the project will dasily

reduced time-to-solution. This will be applied to

defined. In this context, at least two HPC4E megstiwill be

critical aspects of the energy value chain, withorganized in Brazil.
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