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Abstract—In this paper, the structure of the highest level of a 
hierarchical control architecture for micro-grids is proposed. 
Such structure includes two sub-levels: the Energy Management 
System, EMS, and the tertiary regulation. The first devoted to 
energy resources allocation in each time slot based on marginal 
production costs, the latter aiming at finding the match between 
production and consumption satisfying the constraints set by the 
EMS level about the energy production in each time slot. 
Neglecting the efficiency of the different energy generation 
systems as well as that of the infrastructure for electrical energy 
distribution, the problem dealt with by the EMS sub-level is 
linear and can be solved by well known Linear Programming 
optimization procedures. The tertiary sub-level, below the EMS, 
optimizes mainly technical objectives and requires the solution of 
the Optimal Power Flow problem. After a review of the state of 
the art on the topic, the higher control sub-levels are described 
and an application is proposed. The application shows the 
efficiency of Mixed Integer Linear Programming methods for 
cost minimization of the energy production systems for micro-
grids. Also the formulation of the OPF problem is briefly 
outlined to describe the interaction between the two sub-levels 

Index Terms—Energy management systems, micro-grids, 
optimization, linear programming.  

I. INTRODUCTION 
HE problem of creating a control architecture for micro-
grids operation is a quite debated subject on the literature 

[1]. However the role of the higher levels in such architecture 
is not yet very well clear. Some papers argue that their role is 
mostly related to generation units scheduling for economic 
purposes and do not care about technical criteria [2-4], others 
only argue that the aim is primarily related to technical 
features such as power losses minimizations [5-6] 

Copyright (c) 2011 IEEE. Personal use of this material is permitted. 
However, permission to use this material for any other purposes must be 
obtained from the IEEE by sending a request to pubs-permissions@ieee.org. 

Di Silvestre M. L., Riva Sanseverino E., Quang N. N. and Mineo L.are 
with the University of Palermo (corresponding author: 003909123860262; 
fax: 0039091488452; e-mail: eleonora.rivasanseverino@unipa.it). 

Guerrero J.M. , Luna A.C., and Vasquez J. C. are with the Institute of 
Energy Technology, Aalborg University, 9220, Denmark. 

Graelles M. is with Chemical Engineering Department, Universitat 
Politècnica de Catalunya (e-mail: moises.graells@upc.edu). 

synchronization issues and grid detection [7-9]. Such higher 
levels are either referred to as Energy Management Systems in 
the first case, to Tertiary regulation, in the second case.  

Only a few cases in the literature are concerned with 
consider integrated architectures with the lower levels of the 
overall control system which account for technical issues such 
as power loss optimization and stability [10].  

The aim of this paper is to propose a new structure of higher 
levels control, composed of two sub-levels: the energy 
manager and the optimal power flow optimizer. See figure 1 
below. The first sublevel gives the lower sublevel the inputs 
for the optimal power flow solution.  

To cope with the uncertainties related to the inherent 
unpredictability of renewable sources and loads, the 
algorithms supporting the sub-levels can be run with a rolling 
horizon approach, continuously updating predictions and thus 
schedulings. 

II. ENERGY MANAGEMENT PROBLEM FORMULATION

It is well known that both in transmission and in distribution 
systems the basic problem of voltage and frequency regulation 
arises when generation cannot follow with the required speed 
and the loads variations.   

 

In micro-grids [11], where generation and consumption are 
quite close and where Renewable Energy Sources, RES, is 
strongly present, the problem is very serious, especially in 
islanded condition. Moreover, it is a crucial issue in small 
systems how such load following activity is partitioned 
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Fig. 1 Higher control levels for micro-grids. 
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between the different generation units, also based on their 
ability to follow the loads and RES dynamics. 

In some networks, in fact, the main power oscillations are 
caused by the renewable injections [4],[12]-[23]. In this case, 
the amount of energy provided for the regulating purposes, 
called regulating energy, should be evaluated according to the 
power fluctuations deriving from Renewable Energy Sources.  

This regulating energy, assumed with negligible economic 
impact or at least much less than that for supplying the base 
load, cannot be scheduled according to economic criteria, but 
should be made available according to technical constraints; 
the latter being stricter when the system operates in islanded 
mode. Such value is also defined based on the elementary time 
interval chosen for the energy manager to solve the problem: 
the regulating energy is as smaller as the elementary time 
interval for scheduling is tight since there is less need for 
regulation, if scheduling of energy resources and match 
between production and consumption is almost real time. 

Usually, the elementary time interval for scheduling is 15’ 
or one hour. In the present paper it is assumed a time slot 
h=1h. 

 

A. Generation Unit classification 
In a micro-grid, such as in standard power transmission 

systems, a broad classification of generation units can be done 
referring to the dynamic of the generation units (also storage 
units can be classified accordingly, based on their response 
times and on their storage capacity) in [24], [25]: 

 

1. Those providing the base load; these have slow ramping 
times, typically tens of minutes (Base units). 

2. Those providing the regulation service to match 
generation and demand (fluctuations); these have fast ramping 
times, typically seconds (Peaking units). 

3. Those providing both services; these have fast ramping 
times, typically seconds. 

 

The first type of generators cannot be controlled every few 
minutes and typically work at rated power, supplying the base 
load of the scheduling horizon. Having slow response times, 
they can be scheduled hourly or every fifteen minutes. 

The second type of generators will share the amount of 
power that can vary within the elementary time interval of ten 
to fifteen minutes. The control laws of the primary regulators 
in type 2 generators are of this type: 
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The third type of generators can both supply the base load 
and the regulating service contributing to regulation with a 
dynamic that depends on the generator’s type and interface. 
The control laws of the primary regulators in type 3 generators 
are of this type: 
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B. Loads management 
Also loads can take part to regulation and can be managed 

according to economic criteria. They can be divided into two 
different classes: 

 

- Manageable loads 
- Unmanageable loads. 

 

The first type of loads is essentially deferrable loads. For the 
sake of simplicity, the Energy Manager will consider a 
manageable load as an energy block, whose area represents 
the energy ( minU ) required by its working cycle in 1 hour. 
If load Li consists of a single shiftable appliance, the total 
energy required, EtLi_s, in 24 h is set as: 
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where ELi_shift(h) is the energy supplied to the i-th load at hour 
h, )(hLiδ  is a binary variable taking the value 1 if the 
manageable load is working in h time slot, 0 otherwise. 
If load Li is composed of a set of appliances of which only 
some are deferrable (partially manageable load), the energy 
required by the load at hour h can be described as: 
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In this case, the shiftable part )(_ hE shiftLi is a multiple of 
the amount of energy kminU  requested by each of the Ksh 
appliances constituting the deferrable load. )(hkLiδ  is a 
binary variable taking value 0 or 1 respectively if the k-th 
appliance is on or off at time h; )(_ hE noshiftLi  is the energy 
of the non-shiftable part of the load. 
The total energy in 24 h is the maximum energy that is 
required to supply all the shiftable appliances of the 
considered load iL . It can be set as: 
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C. Problem Formulation  
Let’s assume that the regulation is carried out through VSC 

converters interfacing the generation units [1] and let’s assume 
that all generation units of type 2 and 3 have this type of 
interface to the grid. In each time slot h, the EMS will decide: 

 

- which deferrable load will be supplied 
- what type 1 and 3 units are to be turned ON and what 

energy they will have to inject in the micro-grid 
 

Let’s assume that the studied micro-grid is islanded and 
includes Gn  generators and Ln  loads. Loads 1, 2 … dn  are 
deferrable loads (of which pn  are partially manageable 

loads). 1Gn generators are of type1, 2Gn  generators are of 
type 2 and 3Gn generators are of type 3, with: 
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Objective Function: 

The Energy Manager must solve the linear problem 
described by the following equation: 
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where: jGC _1 , jGC _2 and jGC _3  are the unitary cost 

of energy supplied by the j-th unit of type 1, type 2 and type 3 
respectively; jGE _1 (h), jGE _2 (h), and jGE _3 (h) are the 

generated energy at each time h by the j-th generator of type 1, 
type 2 and type 3 respectively. 

Constraints 

In each time slot h=1, 2…24, the problem is subjected to 
the following constraints: 

 

1) Energy balance between loads and generation. The 
energy supplied by generation units must equal the 
energy required by the loads. 
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The total energy of the loads, )(hEL , is composed by: 
- the total shifted energy of the dn  shiftable loads 

(included the shifted parts of the p partial manageable 
loads of Ksh kind); 

- the total energy of the non-shiftable part of pn  

partially manageable loads; 
- the total energy of dL nn − non shiftable loads. 
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2) Constraint on power supplied by type 1 Generators (as 
gas micro-turbines generators), that have to range 

between gminP
 and gmaxP

:  

31,,)( =Δ⋅≤≤Δ⋅ jtPhEtP gmaxgigmin                            (11) 

where Δt is the width of the elementary time interval. 
3) Constraint on each storage unit: 

- constraint on power charge and discharge )(hPsto  
from and to the battery:  

)()( _ hPhPP maxstosto sto_min ≤≤                     (12) 

- constraint on the saved energy )(hEsto : 

)()()( __ hEhEhE maxstostominsto ≤≤             (13) 

)(hEsto_max  is the capacity of the storage unit; 

)(hEsto_min takes into account the fact that the battery must 

have enough energy available in the event of fluctuation to 
support the system if necessary, according to its dynamic 
characteristics (see subsection A, paragraph II) 

 
- the energy saved in the battery is equal to the energy in 
the previous time (h-1) minus the energy that is being 
used:
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where Charge is the initial condition of the storage unit. 

-the charge at the last elementary unit of time has to be 
equal to the charge at the first elementary unit of time: 
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The energy delivered in 24 hours by a storage system must
equal zero. The constraint about the number of maneuvers is 
neglected because it is hypothesized that the battery is li-ion 
based technology. 

III. APPLICATION

The test system, shown in figure 3, is a LV system not 
connected to the main grid and is supplied through three 
generation buses. 

 
 
 
 
 
 
 
 
 
 
 
 
 
The test system includes two type I generators, DG1 and 

DG3; they are microturbines with rated power comprised 
between 10 and 30 kW. The ramping time is of 10-15 minutes. 
They can be scheduled every hour. The generator DG2 is a 
storage system. It has a ramping time of less than a minute, 
therefore it is a type 3 generator and has a capacity of 40 kWh. 
At the same bus there is a photovoltaic plant (PV plant) with 
peak power 40 kWp. Its Energy profile along 24 h is reported 
in figure 4. 

Load 1 and Load 2 at buses 4 and 5 are residential loads 
partially manageable, with peak power of 22.5 kW. Their load 
profile is shown in figure 5. The shiftable part in the time h 
consists of three appliances of the same kind, with
Umin=0.75 kWh. Load 3 is not manageable. Thus, the inputs 
describing the loads are 5 sets of data:

 
Fig. 3.  6 bus test system 
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Fig. 7.  State of charge of storage 
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A. Results and discussion 
The solver used is based on Mixed Integer Linear 
Programming and the model is implemented in GAMS. The 
operating cost obtained with the optimizer by using the 
parameters that are included in the Table I in 24 hour is 8.5037 
€.  
 

TABLE I
INPUT PARAMETERS  

Parameter Value 

 [kWh] 20 
[€/kWh] 0.01 
 [€/kWh] 0.013 

 [kWh] 40 
[kWh] 4 
 [kW] 8 

 [kW] -4 

 
 
 
The scheduling of the energy generated by the generation units 
are presented in the figure 7. Generator 3 is used less time than 
the 1 because it has a slightly higher operating cost per unit.  
Generator 2 comprises a PV generator and a storage system. 

As a matter of fact, the energy of generator DG2 (magenta) is 
indeed composed by the addition of the energy of the PV plus 
the energy of the storage, see figure 6. The state of charge of 
the latter is shown in figure 7. Between h=8 and h=15, part of 
the energy produced by the PV is used to charge the battery 
rather than to feed the grid. 
The load is scheduled as shown in figure 8.
The demand and generation are compared in figures 9. The 
majority of demand is shifted to the time when generator 2 
provides more energy. 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Therefore, hour by hour, the OPF of tertiary regulation will 
get a new economically devised optimal operation set point for 
generator DG2 which is an inverter interfaced unit. The 
operating point will range around the economic set point 
defined through the EMS. Starting from the set point devised 
by the EMS, the OPF [5] adjusts the generation to follow the 
unexpected loads and generators fluctuations. The power set 
points of the generators are reported in table II below. 
 

TABLE II 
INPUT PARAMETERS  

 
 Generation (kWh) 

time Generator 1 Generator 2 Generator 3 
1 11.2261 8 10 
2 16.6547 0 10 
3 14.0833 0 10 
4 13.0547 0 10 
5 14.2975 0 10 
6 13.3119 0 10 
7 19.6547 0 10 
8 18.05884 2.95306 10 

 
 

Fig. 5. Loads profile before optimization for the 6 bus test system 

  
Fig. 4. Energy profile for the PV plant at bus 2 in the test system   
 

 
Fig. 6. Scheduling of the energy generated by the generation units 
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9 10.73919 17.55831 10 
10 10.59923 28.38887 10 
11 30 46.67285 28.37715 
12 10.41414 35.29536 10 
13 10.5542 30.1483 10 
14 10.12563 20.16717 10 
15 21.00036 6.94964 10 
16 28.4881 0 10 
17 30 0.71197 23.46413 
18 30 3.1309 10 
19 30 0 19.4405 
20 30 6.6239 10 
21 30 6.5 10 
22 30 3.0333 10 
23 28.4047 0 10 
24 24.0333 0 10 

 
 
 
 
 
 

 
 
 
Fig. 8  Scheduling of the loads 
 

 
 
Fig. 9 Demand and generation comparison 
 
 

 
 

CONCLUSION 
In this paper a MILP based EMS has been described and 

implemented. The idea is to provide a complete two levels 
architecture for higher level control of islanded micro-grids 
and the EMS here proposed is one of them. The EMS indeed 
provides the operating set points to the OPF that finely adjusts 
the latter to keep frequency within required boundaries and 
voltage drops below given threshold. In this way, secondary 
regulation can be skipped and primary regulation can reduce 
its range of action, limiting the size of the storage of the 
generation units that have to provide power service to the 
micro-grid. Further work will be addressed towards the 
definition of the complete architecture and the execution of 
laboratory tests on it. 
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