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F
ourth-generation (4G) communication 
systems based on orthogonal frequency 
division multiplexing (OFDM) and the 
proposed backwards compatible fifth-
generation (5G) variants, like filter-bank 

multi-carrier (FBMC), are based on modulation tech-
niques that allow significantly increased spectral ef-
ficiency and capacity in mobile radio access networks 
(RANs). However, the use of these modulation tech-
niques impacts the requirements of the radio base sta-
tions,  which have been traditionally the most energy 
consuming-element of mobile networks, accounting 

for up to 80% of the energy consumption of RANs 
[1]. Non-constant envelope-modulation techniques 
with high peak-to-average power ratios (PAPRs) re-
quire highly linear power amplifier (PA) amplitude 
and phase responses to fulfill stringent spectral mask 
and modulation accuracy requirements. This is often 
achieved with significant PA back-off, which consid-
erably reduces PA efficiency because the PA’s maxi-
mum efficiency is achieved near the saturation point. 

The adoption of gallium nitride (GaN) PA tech-
nologies and use of digital linearization techniques 
are playing a key role in building more efficient base-
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station and backhaul radios. GaN devices feature 
improved linearity and power-conversion efficiency, 
and higher RF power densities, switching speeds, and 
bandwidth (BW) at a smaller size and required heat 
sink. By combining GaN PA devices with digital pro-
cessing techniques such as crest-factor reduction (CFR) 
and digital predistortion (DPD), the classical linearity 
versus power efficiency tradeoff can be mitigated for 
wireless infrastructure equipment dealing with high 
PAPR waveforms.

CFR reduces the peaks of the modulated wave-
form to a satisfactory level to better enable the use 
of the PA. Due to in-band and out-of-band distortion, 
CFR does not introduce system gain; but, thanks to 
reduction in the peaks, it is possible to operate the 
PA at higher average power and therefore closer to 
its saturation point, where it is most efficient. CFR is 
combined with DPD in order to mitigate the PA dis-
tortion and maximize the power efficiency. 

DPD relies on digitally cascading a nonlinear sys-
tem before the PA, which provides an inverse response 
to the PA that then provokes a linear response at the 
output of the cascaded system, including the PA [2]. 
These techniques may have a positive impact at prod-
uct level due to the following: 

 • First, because the transmit (Tx) system linearity 
is improved, these techniques allow the use of 
cost-effective and lower-power-consuming PA 
solutions with less expensive board, enclosure, 
and heat sink designs as well as simplified power 
supply and cooling subsystems. 

 • Second, by combining DPD and CFR, system 
performance can be enhanced therefore extend-
ing the reach and robustness against interference 
of radio access equipment, which maximizes the 
system efficiency [2]. 

 • Third, closed-loop DPD may enable transmit-
ter self-calibration and correction performance,  
thereby reducing the product validation and 
yield costs, increasing its operating stability, and 
minimizing the number of maintenance opera-
tions.

DPD Competition Details
At the 2015 IEEE Microwave Theory and Techniques 
Society (MTT-S) International Microwave Symposium, 
the student design competition in the category PA Lin-
earization through Digital Predistortion, jointly spon-
sored by MTT-9 Technical Committee on Digital Signal 
Processing and MTT-11 Technical Committee on Micro-
wave Measurments [3], was an excellent opportunity for 
the competing teams to deploy DPD strategies to linear-
ize a GaN PA in a scenario that could fit 4G or future 5G 
radio base stations operating with high-PAPR OFDM-
based burst-like waveforms. 

The student teams had to predistort 40-MHz BW 
signals at the output of a GaN PA operating at a 2.14-
GHz carrier frequency and showing substantial mem-
ory effects due to trapping phenomena [4]. To evaluate 
the effectiveness of the predistortion schemes, the 
organizers provided the following formula:
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The first figure of merit is the NMSE ,weighted  which is 
a normalized mean square error calculation quantify-
ing the likelihood estimate between the baseband Tx 
waveform before applying any digital linearization 
technique and the baseband received (i.e., post-PA 
down-converted and time aligned) waveform. The 
second figure of merit is the adjacent channel power 
ratio (ACPR) that quantifies the worst-case power 

Figure 1. The DPD competition measurement setup from [4].
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ratio between any of the adjacent channels and the 
main channel and therefore accounts for the spectral 
regrowth due to the PA distortion. The third figure of 
merit is the mean power level reached at the output of 
the PA. The score is penalized if the target values of 
-50-dBc ACPR and +27-dBm output power level are 
not met.

The measurement setup in Figure 1 consists of a 
National Instruments modular PXI platform with an 

embedded host PC controller, a 65-MHz–6 GHz vec-
tor signal transceiver (VST) featuring 200-MHz maxi-
mum instantaneous BW, and two dc power supplies. 
The maximum signal BW was limited to 160 MHz to 
avoid distortion in the signal generation process and 
filtering at reception. Between the RF Tx and Rx ports 
of the VST, a 40-dB linear driver amplifier is followed 
by the Cree 6W GaN PA testboard that has to be linear-
ized; a 30-dB attenuator is placed at the output to lower 
the PA level to the VST. 

The embedded PC is in charge of interfacing with 
the PXI VST and dc power modules. A key feature of 
the measurement setup is the ability to enable remote 
operation through an Internet connection. The over-
all platform is called the WebLab [4] and was made 
available by the GigaHertz Center at the Microwave 
Electronics Lab at Chalmers University of Technology, 
Gothenburg, Sweden. Some MATLAB scripts are avail-
able to facilitate the generation, upload, and download 
of waveforms and calculate the score. 

Initial Measurement Setup Considerations 
We built a statistical characterization block giving 
information about the waveform PAPR distribution 
that stores test signals for predefined PAPR ranges 
of interest. Test signals having a PAPR of around 13.5 
dB (the PAPR distribution is shown later in the arti-
cle) will be used to have statistical significance. Once 
desirable test signals are made available, the initial 
characterization of the PA through the measurement 
setup is performed by observing the AM (amplitude 
modulation)-AM and AM-PM (phase modulation) 
characteristics, the spectral shape (see Figure 2), and 
measurement parameters such as the normalized 
mean square error (NMSE) and the adjacent channel 
power atio (ACPR). To evaluate this data, proper time 
alignment between the Tx and receive (Rx) waveforms 
is required. To find the fractional time delay between 
them, the two waveforms were upsampled by 100, 
time-aligned by means of a circular cross-correlation, 
and downsampled by 100.

Preliminary Digital Linearization Architecture
In a DPD scheme, three relevant aspects need to be 
taken into account: the PA behavioral model being 
used, the parameter estimation architecture, and the 
parameter estimation method. We have evaluated the 
memory polynomial (MP) [5], dynamic-deviation-
reduction-based Volterra (DDR-Volterra) [6], and gen-
eralized memory polynomial (GMP) [7] models. GMP 
has been chosen since it outperformed MP and DDR-
Volterra in our scenario. For parameter estimation, 
our DPD scheme followed the direct learning (DL) 
approach [8], using the linear least squares (LS) solu-
tion as the estimation method because while the DPD 
function is nonlinear, it is linear in the parameters. DL 
was chosen instead of the simpler and widely used 
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Figure 2. Evaluations of the GaN PA’s linear performance 
[Tx versus Rx waveforms (WFMs)] with statistically 
representative test signalS: (a) AM-AM, (b) AM-PM, and 
(c) conversion and power spectral density.
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indirect learning  architecture because it performs bet-
ter [9]–[10]. 

The initial MATLAB testbench and DPD architec-
ture and formulation to combat the GaN PA nonlin-

earities are shown in Figure 3, where it can be seen 
that the DL parameter extraction follows a closed-loop 
architecture employing the feedback signal /y n G06 @  
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(G0  being the linear gain of the PA) together with the 
input signal u[n] to extract the DPD coefficients. 

The predistorted signal x n6 @ is derived from sub-
tracting the distortion signal [ ]d nGMP  to the original 
signal ,u n6 @  both having L  samples, in the GMP behav-
ioral modeling and DPD block. The classical GMP for-
mulation to provide [ ]d nGMP  is shown in Figure 3. The 
first term is the MP expression having P MA A  DPD 
coefficients; the second and third terms introduce 
both negative and positive cross-term delays to the 
MP model, having P M QB B B and P M QC C C  coefficients, 
respectively (PA B Ce e  are polynomial orders, while MA B Ce e  
and QB Ce  relate to memory depths). The GMP expres-
sion is reformulated using vector notation in Figure 3. 

In order to calculate the DPD coefficients, the DGMP  
matrix is sent to the DPD coefficient estimation and 
adaptation block. This block iteratively calculates the 
DPD coefficients wGMP  toward minimizing the differ-
ence between the original signal u n6 @ and the received 
signal (taken at the PA output), after proper alignment 
and accounting for the linear gain ,G0  by using LS. 
With the closed –loop DL architecture employed, the 
coefficients from a previous estimate are used and 
partially updated with a weighting factor n  (between 
0 and 1) that decreases with the number of iterations. 
The DPD coefficients are finally sent to the DPD block, 
which calculates d[n] and the resulting predistorted 
signal.

With the previous architecture, multiple experi-
ments with the Weblab have been conducted in order 
to tune the best GMP parameters and have the best 
coefficients after training the DPD for the statistically 
representative signals. The coefficients are stored and 
used against different PAPR test signals to evaluate 
the stability of the score for similar PAPR range sig-
nals and the degradation suffered when signals with 
higher PAPR are employed, to estimate the impact of 
potential cases used in the final competition. Figure 4 
displays the score, NMSE, and ACPR values after con-
ducting a measurement campaign. 

The results show that for test waveforms with PAPR 
of up to 13.5 dB, the NMSE and ACPR values are rea-
sonably stable, but small variations in the ACPR lead 
to visible variations in the score (i.e., up to between 
five and six points). Considering that the mean output 
power levels are stable and very close to the +27 dBm 
goal, some further work is required to improve the 
NMSE by a few dB and push the ACPR to values below 
-50 dBc to increase the score and reduce its variance. 
For waveforms with PAPR 13.5–14 dB, a slight degrada-
tion and increase in the variance of the performance 
is noticed. Beyond 14-dB PAPR values, degradation in 
the score is produced because the NMSE and, more 
importantly, the ACPR decrease significantly, which 
demands mitigation countermeasures.

Techniques Targeting Performance and 
Results Stability

Decomposed, Piecewise GMP/MP DPD 
Modeling
The AM-AM characteristic of the PA in Figure 2 shows 
a different behavior according to the amplitude (or 
alternatively, power) level. At low amplitude levels, we 
observe some gain expansion, while at high amplitude 
levels, gain compression occurs. Since high amplitude 
values occur less frequently, a simplified (in terms of 
memory taps) behavioral model can be considered, 
which favors the robustness of the extracted DPD coef-
ficients. 

First, the input signal was decomposed into two 
subsignals, as shown in Figure 5(a). Following the 
same principle presented in [11], we introduced piece-
wise curve-fitting, dividing the DPD function into two 
segments for high and low input amplitude levels. The 
segment of low amplitude values was modeled with 
the previously detailed GMP model, while for the high 
amplitude values we relaxed the complexity by using 
a MP model as seen in (2). 

 .d D D wwPW GMP
low

GMP MP
high

MP= +  (2)

Long-Term Memory Effects Modeling
By taking into account the bursty nature of the test 
signal, we considered the possibility of also modeling 
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long-term memory effects. The memory effects make 
the output of a power amplifier at a given time depend 
not only on the on the present input value but also on 
previous output and input values. The bursty nature of 
the PA input signal may induce dynamic effects such 
as bias circuit modulation, self-heating, and charge-
trapping phenomena that feature time constants much 
larger than the period of the RF carrier frequency (and 
fall closer to the time scale of the envelope or modu-
lation signal [12]), which are not tracked by the DPD 
coefficients unless a long-term dependence is intro-
duced in the estimation process. 

Following the same principle presented in [13], an 
estimate of the long-term variable was created (s[n]), 
consisting of the average input power over a finite 
window. The number of samples chosen to define the 
window determines the long-term memory depth.
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Considering the previous decomposed, piecewise 
modeling and the long-term memory effects, the non-
linearities are modeled as follows:
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The number of coefficients grows significantly 
when taking into account all the features described 
(e.g., hundreds of coefficients). Model order reduction 
techniques such as the ones based on the principal 
component analysis (PCA) theory may be very useful 
in simplifying the computational complexity of the 
DPD [14].
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Waveform Expansion and Mesh-Selecting
The optimality of the extracted DPD coefficients using 
LS strongly depends on the number of samples used in 
the computation. A priori, the LS estimator may need a 
large number of data samples (or equations) to obtain 
the best approximation of the coefficients. From a com-
putational complexity point of view, we want the num-
ber of data samples be as small as possible. However, 
using short sequences of data samples leads to [15] 

1) the ill-conditioning problem due to the rank defi-
ciency of LS matrices

2) the statistical mismatch problem, because the 
short data sequence often cannot fully represent 
the statistical property of the input domain (accu-
racy problem). 

Assuming that our data matrix has no problems of 
rank deficiency, we can address the accuracy problem 
by extending the number of observations (i.e., extend-
ing the number of required waveforms to ,N   shown 
later in Figure 7) before extracting the DPD coefficients 
with the LS algorithm, and then by selecting those 
samples that are more statistically representative of 

the input domain for each of the observation wave-
forms. With the so-called mesh-selecting method [16], 
given a fixed length of data (rows of the data matrix), 
we can extend the number of observations and, after 
proper selection of the most statistically representative 
data, build the data matrix providing robustness to the 
DPD parameter extraction. 

Peak Cancellation Crest-Factor Reduction
CFR has been used as protection to minimize the 
effects of having a signal with PAPR larger than the 
statistical mean value at which the predistorter has 
been previously trained during final tests (to avoid 
highly penalizing ACPR degradation). The peak can-
cellation (PC) technique described in [17] has been 
chosen as a clipping and filtering CFR method. 

The PC algorithm employs different A  (threshold) 
and a  (subtraction factor) settings according to pre-
established PAPR ranges to optimize the ACPR val-
ues without significant NMSE degradation for each of 
the cases. Figure 6(a) shows the PAPR distribution for 
100,000 waveforms created with the MATLAB func-

N - 
Align.

N.

1/G0

Results 
Display

D
P

D
 B

ypass P
ath

Final Tests and PAPR $ 14 dB

DPD Coeff.
Estim. and 

Adapt.
Algorithm

(Weighted LS)

s[n]
Final Matlab 

DPD Testbench
Architecture

Clipper

Noise 
Filtering

A

Z-D s[n - D]
a

+
+#

-

+
+#

u[n]

u(n)

u[n]

x[n]

y[n]

e[n]

s[n] p[n] pf[n] uc[n]

c[n]

p[n] = s[n] - s[n]c[n] uc[n] = s[n - D] - apf[n]

uc[n]
uc[n]

u1(n)··uN(n)

CFR Peak 

Cancellation 

Basic Cell

CFR 
Peak

Cancellation

Test WFM STAT.
Analysis and

Design

GEN WFM

Score

PWR
COND

WFM TX
-----------
WFM RX

WFM 
Expansion

Mesh-Selecting 
and NW-FM 

Grouping

Longterm
BM

DPD

Decomposed
Piecewise BM

DMP_H
High

DGMP_L
Low

DMP_H1
High1

DGMP_L1
Low1

DMP_HN
HighN

DGMP_LN
LowN

··

··

DGMP_LT 1
Long1

DMP_H1, BMP_L1,GMP_LT1
High1–Low1–Long1

DMP_HN, BMP_LN,GMP_LTN
High N–Low N–Long N

DMesh_H–L–LT1,f,Mesh_H–L–LTN
Meshed_High1–Low1–Long1 f,HighN–LowN–LongN_Grouped

DGMP_LTN
LongN

DGMP_LT
Long

··

·· Note: WMesh = WMesh_H–L–LT1,f,Mesh_H–L–LTN

WMesh WMP_H,GMP_L,GMP_LT

DMP_H, GMP_L,GMP_LT
High–Low–Long

c[n] = 

1 ifOs[n]S # A

ifOs[n]S > A
A

Os[n]S

Figure 7. The complete DPD architecture, including a detail of CFR scheme and formulation. 



IE
EE

Pr
oo

f

January 2016  9

tion made available to generate the DPD competition 
OFDM-like signals. The plot in Figure 6(b) shows the 
NMSE degradation versus PAPR reduction for dif-
ferent PAPR signals (parallel grouped lines) and the 
threshold and subtraction factor values (from 1 to 0.5 
in 0.05 steps), helping to set desirable PC configu-
rations for each PAPR range according to a specific 
maximum allowed NMSE degradation. 

The five stages of the basic PC cell shown in Figure 
7 (bottom) have been used before entering the DPD 
blocks and applying the coefficients.

Overall Digital Linearization Architecture and 
Final Competition Approach
The final DPD architecture to face the challenges of 
the competition is shown in Figure 7. After analyzing 
the measurement process, one can see that the results 
show now much better stability. The score mean has 
been improved three to four points, as seen in Figure 
8(a) <Au: Please make sure that Figure 8 text refer-
ences are accurate as edited.> and is above 40 points 
for PAPRs below 14 dB.

The final competition provided each competitor 
15 minutes to, first, adjust the initial power level after 
measuring the gain and then tune the predistorter 
gain (i.e., in the DL and weighted LS methods) with 
a short training, and, second, perform the best DPD 
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parameters tuning and long training possible given 
the available time with the user’s own test signals. 

After this period, the final competition test signal 
(not known in advance) was loaded into the workspace 
and 15 minutes were given to apply the DPD coeffi-
cients and build the predistorted signal, the perfor-
mance of which was evaluated with the measurement 
setup. The overall architecture shown in Figure 7 per-
forms well in targeting good performance at reason-
able speed (considering the time predefined for each 
stage of the final competition) using a high-end com-
puter. 

In the final competition, however, the teams had 
to bring their script on a USB memory stick and load 
them into a laptop featuring lower end specifica-
tions. That forced the deactivation of the DPD block 
in charge of waveform long‐term effects mitigation. 
Similarly, the waveform expansion and mesh-select-
ing technique were deactivated due to the previously 
established time and computing limitations (i.e., for 
each LS iteration at which the DPD coefficients were 
updated, at least three to five iterations had to be real-
ized by the waveform expansion and mesh-selecting 
block at Figure 7).

Further Considerations and Conclusions
The score achieved in the final competition was  
39.1 points, which falls very close to the target value 
of 40 points. This is a remarkable result because a 
challenging test waveform with near 14.5-dB PAPR 
was employed by the organizers and the measure-
ment time and computational resource limitations 
required disabling some DPD blocks. For future 
occasions the use of the PCA technique may help 
in partially overcoming time and resource con-
straints [18]. The CFR mechanism provided protec-
tion against the final test waveform, since the NMSE 
degradation was almost negligible; but preventing 
the ACPR degradation was highly beneficial.

The PA linearization through digital predistortion 
student design competition is an excellent opportu-
nity for the competing teams to work on linearization 
solutions enhancing the performance of radio infra-
structures, considering the technology constraints and 
challenges and the many tradeoffs involved in real-life 
application scenarios. In this work, we have presented 
some techniques targeting performance improvement 
and robustness against the strong nonlinear behavior 
and memory effects of a GaN PA under high PAPR 
OFDM-like bursty waveforms such as those in 4G/5G 
scenarios. The proposed schemes increase the com-
putational resources required in baseband processing 
and signal conversion stages, but nonetheless can be 
combined with resource minimization strategies like 
PCA or mesh-selecting. 
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Callouts:

DPD relies on digitally cascading a nonlinear system 
before the PA, which provides an inverse response to 
the PA that then provokes a linear response at the out-
put of the cascaded system, including the PA.

The student teams had to predistort 40-MHz BW sig-
nals at the output of a GaN PA operating at a 2.14-GHz 
carrier frequency and showing substantial memory 
effects due to trapping phenomena.

We built a statistical characterization block giving 
information about the waveform PAPR distribution 
that stores test signals for predefined PAPR ranges of 
interest.

The score achieved in the final competition was  
39.1 points, which falls very close to the target value 
of 40 points.

The proposed schemes increase the computational 
resources required in baseband processing and signal 
conversion stages, but nonetheless can be combined 
with resource minimization strategies like PCA or 
mesh-selecting.


