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Abstract—There is an untapped potential in the Wi-F_i® The design of Wi-Fi NAN draws on previous work
radios embedded in our smartphone and tablet devices. related to low duty cycle MAC protocols for Wireless
In this paper we introduce the Wi-Fi Neighbor Awareness Sensor Networks (WSNs), like [2] and [3]. However, the

Networking (NAN) technology, being standardized in the . . t . f i toh
Wi-Fi Alliance ®, which leverages this potential by allowing YN'dU€ Tré€quirements spawning Irom current smartphone

handheld devices to continuously discover other interesting Platforms and from the expected mobility patterns justify
services and devices, while operating in the background in the need for the novel solutions devised in Wi-Fi NAN.

an energy efficient way. In addition, we present a thorough  The paper is organized as follows. Sectiorintroduces
performance evaluation based on packet level simulations that the architecture of Wi-Fi NAN. Section lll contains a
illustrates the performance of Wi-Fi NAN to be expected in detailed d L f th .I .
realistic scenarios. etaile _escrlpnon 0 the nove MAC_: arspec?s in NAN,
and Section IV describes the way applications interact with
the technologySection V contains a detailed performance
evaluation based on packet level simulations. Finally; sec
tion VI concludes the paper.

Index Terms—Wi-Fi NAN, Service Discovery, Low power,
Synchronization

I. INTRODUCTION

The Wi-Fi technology is currgntly embedded in most of Il WI-FI NAN ARCHITECTURE
the smartphone and tablet devices that people carry around
while on the move. These embedded radios though arelThe Wi-Fi NAN is built upon the interaction of NAN
usually only operated when the user directly interacts wifevices grouped in clusters. Clusters are automaticadly cr
the device, for instance to access the Internet. Hencee thated by nearby NAN devices that cooperate to synchronize
is a large spectrum of novel applications that could be d& & common Discovery Window (DW) schedule. During
vised if the Wi-Fi radios in our devices would continuouslyhat DW, all NAN devices participating in the cluster are al-
operate in the background discovering interesting deviclgyved to exchange service frames describing or requesting
or services on behalf of their users. a service. A NAN device is any Wi-Fi capable device sup-

The biggest hurdle to a continuous background operatigfrting all required NAN protocol mechanisms. The NAN
is the fact that current radio technologies, like Wi-Fi, arétack has two main components, the Discovery Engine
power hungry and do not allow a handheld device to keépPE), providing basic Publish/Subscribe mechanisms to
its radio continuously active without heavily impacting/pper-layer services or applications, and the NAN Medium
battery life. Access Control (MAC), responsible for the maintenance

In order to address this challenge, in this paper w@& NAN Clusters (creating, joining or merging clusters),
present the Wi-Fi Neighbor Awareness Networking (NANfor preserving synchronization in the NAN Cluster, and
technology, currently being standardizedtiie NAN tech- for providing transmit and receive services to the DE.
nical group ofthe Wi-Fi Alliance [1],with the contributions Within a NAN cluster, a NAN device can operate under
from major device vendor and chipset manufacturers. Aftéifferent roles which entail different responsibilitiédaster
evaluating and discussing alternative proposals for efich@ Non-Master. The upper part of Figure 1 illustrates the
the goals of the protocol, the NAN specification is currentl§rchitecture of a NAN device.
in a stable state with only minor aspects being tied up, and

the technical group is working towards finalizing a testapla I1l. THE NAN MAC
with the goal of launching a NAN certification program .
(called Wi-Fi Awaré™) in 2015. A. NAN Cluster Discovery

b C Mur (daniel Deatnet) is with the i2CAT Rlati NAN devices discover NAN clusters through scanning in
in Baroslona, Suga(in‘fm'e camps@izcat.net) is with the | " a particular pre-defined channel: chanfdR.437 GHz) in

E. Garcia-Villegas (eduardg@entel.upc.es) and E. Lopguitdra the 2.4 GHz band, channel4 (5.220 GHz) in the5 GHz
(elopez@entel.upc.es) are with Universitat Politcnica @atalunya - |ower band §.150 — 5.250 GHz), channell49 (5.745 GHz)

BarcelonaTech (UPC) in Barcelona, Spain. .
P. Loureiro (loureiro@neclab.eu) is with NEC Network Ladtories in in the 5 GHz upper band5('725_5'825 GHZ)’ and channel

Heidelberg, Germany. 149 if both 5 GHz upper and lower bands are allowed.
P. Lambert (paul@marvell.com) is with Marvell Technology im&a In order to allow NAN cluster discovery each NAN
Clara, USA. !

A. Raissinia (alirezar@qualcomm.com) is with Qualcomm in SaFjewce operating In MaSt_er role broadcasts a SPeC'f'C man-
Diego, USA. agement frame called Discovery Beacon outside the DW
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set of roles or states: Anchor Master, Master, Non-Master
Sync or Non-Master Non-Synén addition, the device in
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|App.1| |App.2|...|App4N|

Discovery Engine (DE) request/response Master role holding the highest NAN Master Rank, which
3 will be later defined, is known as the Anchor Master.
) ey Vedium e o To achieve synchronization, all devices in a cluster need
3 SIS, 3 to follow the same clock source. Thus, in NAte Anchor
Master device is the maientity responsibléor maintaining
the synchronization used to align the DW for service
[—— syncBeacons —---- > Discovery Beacons - > Service Discovery frames] discovery functions, and thus, all devices in the cluster

follow the Anchor Master’s time reference through their
i Time Synchronization Function (TSF). Even though a NAN
cluster may temporarily have different Anchor Masters, the

alll

PE——
PE———
Em——

r——-- procedures of the NAN protocol ensure that a NAN cluster
pwiem pw1ems) always converges to having only one Anchor Master.
DWinterval (~524ms) NAN Devices operating in Master role are responsible

for propagating both synchronization and discovery in-
formation of the cluster by sending Synchronization and
Discovery Beacon frames respectively.

(with an average transmission period 160 ms), as illus- Devices in Non-Master Sync role participate in the prop-
trated inthe lower part ofFigure 1. In order to minimize agation of Synchronization Beacon frames but are relieved

the energy required to transmit Discovery Beacons, sucﬁrgn:j tfransrr]mttmg Discovery Beacon frames.f Indeer(]:l, ;he
transmission is prioritized in front of other regular wi-Fineed for the Non-Master Sync state stems from the fact

transmissions, and it is skipped in case the intended trarq%@t’ due to their location within the cluster, some d.e'
mission time overlaps with the DW of the correspondinfc€S must be eventually forced to forward synchronization
NAN cluster. Thus, discovery of NAN clusters is achieve forr_nann n c_>rder to keep the cluste_r synchronlzed_,
by having NAN devices passively scan for Discovery Bedi€spite expressing a lower preference. Finally, devices in

cons with a frequency decided by each implementation, fBlron—Mas_ter Non-Sync roIe. are relieved -frdrtme task of
instance, according to the device’s power budget. propagating both Synchronization and Discovery Beacons

The Discovery Beacon frame is based on the Origﬁrj addition, Non-Master Non-Sync devices need not be
nal IEEE 802.11 Beacon management frame format | wake during all DWs and can therefore benefit from larger
modified to include NAN specific information such as th&M€r9y savings. .

Cluster ID. The Cluster ID, included in all NAN protocol '_Fhe a§3|gnmecrjwt(jc)f states _to -deV|((j:les by_the_ NAmeech—
transmissions, is randomly chosen by the device startiff!Sms IS Intended to maximize dissemination o Syn-

the NAN cluster; thus, different IDs are generated for th ronization Beacons and the range Of. D|scovery_ Bea-
identification of different clusters. cons throughout the whole cluster, while employing a

If, after the passive scan, a recently initiated NA,\rlmmber of Master and Non-Master Sync devices as low

device does not detect any cluster, it can start a new NARY possd}zle, hencle minimizing the Eumbr(]ar of transm|ttedh
cluster. Instead, if more than one cluster were discoveré%facon rames. In consequence, For these reasons, the

the device chooses the cluster to connect according tdn chanism used to arbitrate the state transitions of aelevic
selection method specified in the standard (cf. Ill-D). which determines how devices share the burden of Beacon

transmission) is one of the key components of NAN.
i In order to fairly distribute energy savings, each NAN de-

B. NAN Device States vice manages AIAN Master Rankzalue, which is ensured

Two mechanisms are essential in a NAN cluster. Firdh be unique while balancing preference and fairness; the
NAN devices must be able to discover existing NANNAN device with the highest Master Rank in the cluster
clusters with a minimal power consumption. Second, NAKecomes the Anchor Master. The Master Rank value is
devices in a cluster must be able to synchronize theiomputed as a function of three components: a Master Pref-
clocks in order to maintain their DWs aligned and berence value (that may change in time), a Random Factor
able to exchange service discovery frames. For these twalue (that is periodically updated) and the device’'s MAC
purposes,NAN devices transmit Discovery (cf. IlI-A) and address. A higher value of the Master Preference means
Synchronization Beacons (cf. 11I-C). A core responsipilita device’s higher preference to serve as a Master. In this
of the NAN protocol consists in distributing the task okense, devices with less stringent battery requirements ar
Beacon generation among the devices in a cluster. Treeommended to choose larger Master Preference values.
mechanism designed allows devices to express a preferefbe Random Factor guarantees that devices with equal
towards Beacon generation (e.g. devices without battevaster Preference will have equal chance of assuming the
restrictions could express higher preferences) whilehat tMaster role.
same time, fairness among devices with the same preferenchitially, when a NAN device joins a cluster, it assumes
is achieved. For this purpose, the NAN protocol specifiesthe Master role. The device transitions its role to Non-

Fig. 1. NAN Architecture and operation in DW
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RS: 0 Syn[A,C,D] AND < 3 Syn[B,C,D] (Master Rank of Beacon Transmitter > Master Rank of device))

E: Master Rank of Beacon Transmitter > Master Rank of device | e ,
\ on-Sync

* RSSI corresponds to Receiver Signal Strength Indication \\ MR=7
RSSI_close and RSS/_middle values are defined in the specification ..

Fig. 2. The left part depicts the NAN state machine, where tégkl transition rules are given in the arrows between statkile the formal rules
R, are described underneath. For each milethe expressiom Syn [A, B, C| reads ageception ofn Synch.Beacons, where each Beacon complies
with conditionsA, B and C. The right part depicts an example of NAN state allocatioregia specific topology and Master Rank (MR) values.

Master Sync when it becomes aware of the presence ofNAN synchronization can be understood as a procedure
one or more Master devices in proximity that manage whereby the clock reference of the Anchor Master is
higher Master Rank. On the other hand, a Non-Mastpropagated throughout the NAN cluster by means of a
device (either Sync or non-Sync) assumes the Maswibset of selected nodes (Master and Non-Master Sync
role in case it does not detect any Master device nearlogvices) that form a tree structure rooted at the Anchor
Transitions between Non-Master Sync and Non-Sync statdaster.Note in the right part of Figure 2 how such clock
depend mainly on the Hop Count to Anchor Master (distribution occurs among devices in Master state.
measure of the distance between each device and th&ynchronization relies on the transmission and process-
Anchor Master); that is, the device with lower number oing of Synchronization Beacon frames, sent by the An-
hops to the Anchor Master is more likely to be chosethor Master, Master and Non-Master Sync devices. The
to propagate synchronization information. A Non-Mastegynchronization Beacon frame is based on the original
Non-Sync device changes to Sync role in case it dogSEE 802.11 Beacon management frame format, limited to
not detect any Non-Master Sync device nearby. Notig28Bytes, and modified to include different NAN attributes,
that, although the ternmearby is used looselyin the namely the device’s Master Preference, Cluster ID, Anchor
text, detection of Master and Non-Master Sync devices Master Rank, number of hops to the Anchor Master and
actually based on objectively measurable data: the sigmaichor Master Beacon Transmission Time (AMBTT). As
strength of received Synchronization Beacon frames; if th&plained in 1lI-E, given the key role of Synchronization
signal strength exceeds a given threshold, the transmitBacons, they are given a higher transmission priority.
of that Beacon is considered to be clo3te left part of  The information contained in Synchronization Beacons
Figure 2 illustrates the NAN state machine and the exagf ysed to determine the Anchor Master and, hence, the
transition rules between the different statasd the right {jme reference to which all NAN devices in the same
part of Figure 2 illustrates an example NAN state allocatioflyster must synchronize their clocks. First, in order to
given a topology and Master Rank allocation. The interest@gdse the convergence of the Anchor Master selection al-
reader is referred to [1] for a detailed description of thgorithm, all NAN devices keep a record of the current
NAN state transition rules and previous Anchor Masters. The latter is kept to detect
stale Synchronization Beacons referencing an older Anchor
L Master. The current Anchor Master Record includes the
C. NAN Synchronization rank of the current Anchor Master, the Hop Count, and the
NAN synchronization comprises the mechanisms thiatest observed AMBTT. Then, the selection of the Anchor
enable all devices in a cluster to find the time and chanriister is as follows.
(i.e. the DW) on which they should meet to announce or to Any NAN device will adopt a new Anchor Master (and
discover available services. Synchronization is designedits clock reference) upon reception of a Synchronization
maintain DWs among devices aligned, in orderaaghieve Beacon announcing an Anchor Master in the same cluster
reduced discovery latency with minimum power consumpvhose rank is higher than that of the current Anchor Master.
tion and medium occupancy. On the other hand, Beacons referencing other Anchor Mas-



ters with lower rank than the current one are disregardetie new oneln case the NAN device operates in Master
Note that, since NAN devices change their Master Rardt Non-Master Sync role in the previous cluster, it sends
every1 to 2 minutes by modifying the Random Factor, th@ne Synchronization Beacon containing the information
current Anchor Master may eventually show a lower rank iof the new cluster in the DW of the old cluster, hence
Synchronization Beacons and hence it may lose its Anchimiggering the merging process for the devices in the ctuste
Master status. Finally, Synchronization Beacons refengnc with lowest CG grade. Note that the size of a cluster can
the current Anchor Master are used to maintain clodbe limited by setting a maximum allowed Hop Count to
synchronization, but also to update the Hop Count, whidknchor Master. This threshold is implementation specific.
reflects the position of a device within the synchronization Hence, two or more NAN clusters wigventually merge
tree, and the AMBTT value, which represents the mogito a common cluster when their areas of influence over-
recent Synchronization Beacon that has been observedap. The members of two overlapping clusters will converge
the synchronization tree. to a single cluster, thus allowing the exchange of service
NAN devices adjust their internal clocks using the timegaformation over a wider audience and, at the same time,
tamp present in the appropriate Synchronization Beacomsducing medium occupancy when two decoupled DWs
that is, Beacons that: 1) belong to the same cluster, 2) aven into one.
not stale (AMBTT values are used to state the freshness
of the Anchor Master's Synchronization Beacons), and o ]
3) reference the highest-ranked Anchor Master. Howevér, NAN Operating in the Discovery Window

when none of the received Beacons in a DW meet all |n a DW, Synchronization Beacon and Service Discovery
these three conditions, NAN devices employ a default rufeames are transmitted. Service Discovery frames, which
to adjust their clocks to the highest TSF present amorg@n be transmitted by any NAN device regardless of its
the Synchronization Beacons received during the last D¥4le, are used to announce services to other stations and to
belonging to the same cluster and referencing the curregbk for services offered by other devices in the cluster.
Anchor Master. In order to achieve efficiency and scalability of frame
NAN synchronization also considers the case when th&nsmissions in the DW, different transmission rules are
Anchor Master becomes missing (e.g. when the devicefiilowed depending on the type of frame to be transmitted.
switched off or moves away). Under that circumstancgqore precisely, the transmission of Synchronization Bea-
none of the Beacons sent in the cluster will contain newsns is prioritized over Service Discovery frames due to

(i.e. larger) AMBTT values. After three consecutive DWshe fact that synchronization is fundamental for the cdrrec
without updating the AMBTT value of the current Anchofgperation of a NAN cluster.

Master Record, a NAN device will assume itself as the new NAN transmissions are fully compliant with the IEEE

Anchor Master. 802.11 [4], although additional rules apply. Before irtitig
a frame transmission in the DW, each NAN device senses
D. NAN Cluster selection and merging the channel during a time period called Distributed Inter-

Current Wi-Fi standards do not mandate scanning b@me Space (DIFS). Afterwards, a backoff counter is set

havior, and let the decision of what network to join alf & value uniformly chosen in the interval CW], where
an implementation choice. This approach, though, woufd"V s called Contention Window. In case the backoff
jeopardize the ultimate goal of NAN that is to create ad-hdunter does not arrive tq zero before the end of the current
clusters of synchronized devices, even when there is no V. frame transmission is aborted. S
lation of trust amonghembeyond the NAN protocol itself. 1 herefore, prioritization of frame transmissions in the
Therefore, NAN specifies a cluster selection algorithm thRW can be achieved through the selection of the corre-
ensures that devices will converge to a common cluster thtRonding backoff counter: a largéfV value is employed
increasing the opportunities dfscovering wanted services for Service Discovery frames, thus increasing the proba-
Upon discovering one or more already existing NA,@lllty that Synchronlzatlon Beacons are tr_ansmltted at the
clusters through the scanning of Discovery Beacons, a NAKgInning of the DW. Besides, a NAN device suspends the
device joins the cluster with the highest Cluster Grg@ie) Packoff counter for a Service Discovery frame whenever
value and adopts the corresponding cluster parametets, siiiere is  Synchronization Beacon waiting for transmission
as Anchor Master information and TSF [1] CG is In order to quickly propagate updated synchronization
computed as a function of the Master Preference of tHiformation within the DW, prioritization among Synchro-
Anchor Master, and the cluster TSRvhich are both carried Nization Beacons is also necessary (recall that Beacons are
in Discovery Beacons. CG is very likely to be unique, andansmitted by different devices in a NAN). The highest
can therefore be used to arbitrate cluster selection.  Priority is given to the source clock by assigning the
Cluster merging is realized when a NAN device particishortestCW to the Anchor Master. In addition, Beacon
pating in a cluster discovers a new cluster with a higher c&ansmission is scheduled as a function of the device’s
Then, the device leaves the current NAN cluster and joifitoP Count value, thus allowing devices to first receive

10G = 2644, + Ag, with A; the Master Preference of the Anchor 2Notice that merging time cannot be guaranteed as it heavilgmtip
Master, andAs the 8-octet TSF value of the NAN cluster. on the dynamics of the involved devices.



an updated timestamp from devices higher in the synchri®ubscribe function may be configured to operate either in

nization tree (i.e. closer to the Anchor Master), and thgmassive (waiting for corresponding Publish messages sent
forward this updated timestamp to the lower levels of they other devices) or in active mode (transmitting Subscribe

synchronization tree. messages).

On the other hand, concurrent transmission of ServiceFollowing the discovery of a service, a NAN device may
Discovery frames within a DW may potentially result in aneed to establish a connection with a peer device outside the
large number of collisions when the number of synchraNAN. The NAN Connection Capability attribute, present
nized NAN devices is high. Hence, in order to mitigatén Service Discovery frames, may assist the connection
intra-cluster collisions, NAN devices employ a large CVéetup. In this way, the NAN Connection Capability attribute
to contend for channel accessi{’ = 511). However, such informs about the different Wi-Fi-based connection meth-
a large CW may prevent NAN devices from transmittingds supported by that NAN device (e.g. through WLAN
when legacy Wi-Fi traffic using a small CWO(V = 15) infrastructure, Wi-Fi Peer to Peeretc.). Note that Wi-
is present. Thereforefor service discovery frames theFi NAN and Wi-Fi Peer to Peer technologies complement
following algorithm is usedIn addition to the previous each other: whereas the former enables background service
backoff NAN devices run a second backoff counter thadiscovery, the latter allows data interchange among nearby
uses a small CW value(// = 15), but it is only started if devices.
the frame could not be transmitted before a given deadline,
which is randomly chosen between the beginning tred i
end of the DW. After this deadline, only the backoff®- Security Aspects
counter having the shortest value is considered. Notice thaThere are several security aspects to take into account for
this double backoff strategy effectively avoids intraster the correct operation of a NAN. Security in a NAN needs
collisions, while ensuring transmission opportunitiegrev to be built into the applications using the NAN primitives,
with legacy traffic and reducing unnecessary long backaihd is independent of IEEE 802.11 MAC security.
delays when only few NAN devices are present. The licit transmission of Synchronization Beacon frames

Finally, in order to increase channel efficiency, differerin a NAN is fundamental. A malicious device could disrupt
service descriptors (i.e. service announcement or reguelie synchronization process by sending corrupted Beacons
coming from the same NAN device can be aggregated iimcluding false cluster information. Due to the fact that
a single Service Discovery frame. In addition, since a D\WWynchronization information is broadcast by several desic
can accommodate only a limited number of transmissioria,a NAN (cf. Section I1I-B), the process is robust enough to
the NAN specification presents a procedure according dé@ercome individual and specific malicious Beacon frames.
which a NAN device transmits one Service Discovery framidowever, a continuous transmission will lead to a denial
in only a subset of the DWSs, thus minimizing the numbesf service. Mechanisms to detect false synchronization

of transmitted frames in each DW. information are implementation specific.
Discovery is an inherently open process where Publish
IV. THE NAN DISCOVERY ENGINE and Subscribe methods include Service ldentifiers. The

. Service Identifiers are truncated hashes of a more humanly
A. NAN Service Model / API readable Service Name. The Service ldentifiers are opaque
As illustrated in Figure 1, services and applicationgnd if not known by a device the identifiers are not

communicate with the NAN Discovery Engine (DE) inreadily identified as belonging to a particular application
order to access to service information through the usageTiis opacity allows private groups to be formed that use
service primitives. On the other hand, the DE communicatgéfeir own unique Service Identifiers. The group unique
with the NAN MAC, which is responsible for handlingidentifier can be created by mixing a shared group key with
NAN Service Discovery frames. the Service Name, thus defining a group specific Service
Services are identified by their Service ID, which is #&entifier. Confidentiality of the information carried in WA
6 Byte long hash of the service name (a UTF8 strinfames may be supported by applications. Encryption of
uniquely identifying the service). The duration of a SeevicNAN fields and the required group key distribution are out-
Discovery frame is limited tol00us, which allows other of-scope of the NAN specification and are managed by the
devices’ transmissions in the DW and thus assures netwejiplications using NAN.
scalability. Privacy is an important security concern affecting NAN
There are two basic NAN service primitives, which argevices. The fixed MAC address of a Wi-Fi device enables
carried in NAN Service Discovery frames: Publish andasy identification and tracking of users. To improve Wi-Fi
Subscribe. Publish-related methods are used to makeyrivacy, the NAN specification allows the use of randomly
service discoverable for other devices. A call to the Pabliselected local MAC addresses, which should be changed
method can be translated either to a periodic broadcagtasionally toavoid address tracking. The means and
of Publish messages announcing the service, or limitg@quency of address changing are implementation specific.
to the generation of a response only when a Subscripe occasional changing of MAC addresses should not
message is received for that service. Subscribe methods
allow NAN devices to search for a given service. The 3wi-Fi Peer to Peer is also known commercially as Wi-Fi Dif&ct



interfere with the inherent robustness of the NAN synchr@nly the device with the highest Master Rank transitions

nization procedure. to Master state. It is also worth noting in Figure 3(a) that
some devices (dark red dots) are isolated. These are devices
V. PERFORMANCEEVALUATION that lost track of the Anchor Master and reset themselves
A. Simulation Set up in Anchor Master state.

In this section we use packet level simulations to il- In order to further understand the dynamics of the
lustrate th rforman pf the Wi-Fi NAN technol synchronization trees formed in NAN, Figure 3(b) depicts
ustrate e periormance ot the Vil echno Og%yer time (limited to 1000 seconds for clarity) the size of

In a realistic scenario. I_n partlcular, we consu_jer a se_t fhe two biggest synchronization trees that exist conctigren
300 users carrying a Wi-Fi NAN enabled device moving = - ccenario. We can see in Figure 3(b) how most

at pe_destnan speeds through the streets of O.saka do‘@fg\'/ices tend to follow the same Anchor Master and belong
town illustrated in Figure 3(a)Our packet level simulator to the same tree (blue line), which is the goal of the
is based on OPNET [5] where we have developed tlﬁ: ’ .
. . . . AN pr I. However mall percen f devi
protocols described in Section Ill, and on MobiReal [6], protocol. However, a small percentage of devices,

o - o hil longing to th luster, t ily foll
which is used to generate realistic mobility pattebased . lle belonging to the same cluster, temporartly Toflow a
on embirical measurements performed in Osaka downto dr%ﬁerent Anchor Master. This behavior is to be expected in
The r?lslical la eruin OPNEF% has bee:1 modified ixvordvéﬁ extremely dynamic environment like the one considered

phy Y . X .~ our experiments where devices may lose sight of their
to properly model the scenario layout depicted in Figu

. . r,%nchor Master Beacons, due to mobility or because of
3(a). In particular, for each transmission the number %gdates in the Master Rank values
L .

walls traversed by the LoS component is computed, & The left part of Figure 3(c) illustrates, with a cumulative

tThr? path;jloshs dg mll(lad accclnrdmg to thte To?ﬁ | defined in [tgistribution function (CDF), the time difference betwebp t
€ used pnysical fayer also accounts for tne power cap L\j/&gke—up times of each device in our scenario for all DWs

effect described in [8]in addition, the transmission POWET, cross several simulation runs. Notice that, if all devices

ﬁ;;éﬁﬂ;oewug;\i\é ?PTS ?g Atet(r:\(rele\{sehcs)leﬁnsclzt;lv?i/ni?;tigr?%n would wake up at exactly the same time, this CDF would
q . . . be zero. However, the previous is not possible given that a
represents3000 seconds of simulated time, and multiple ock tolerance of:500 ppm may introduce a clock drift
runs are considered to ensure that results are statiyticz%l} up t00.5 milliseconds between DWs. Indeed, we see in
significant, Figure 3(c) thaB0% of the devices have a synchronization

Regarding NAN parametersn our simulations each L .
: er{or below 2 milliseconds, which guarantees a correct
device randomly selects a Master Preference value tha

. . ti in the DW. H h ini f
is updated everyl’, with 7" chosen randomly by eachgpe_ra ‘on n t c | owevehr, t_e r_emalmrit\r;)? 0 h
device betweer? and 10 minutes.We consider for each o\ o> CxPEMIeNCe farger sync ronization errors dueeto t
NAN device a constant clock driﬁ uniformly distributed in]caCt that they may be temporarily following a different
the interval of+500 pom. which is the wo);st case cIockAnChor Master, as illustrated in Figure 3(b). In addition,
. '~ ppm, . we measured how much time of a DW is spent in the

accuracy defined in the NAN specification [Hach NAN . o .

. . A - ... transmission of the Synchronization Beacons required to
device performs passive scanning #00 milliseconds with

an interval randomlv chosen betwesn and 20 seconds maintain synchronization in the NAN cluster. Our results
Nterv . y . W ' showed that in90% of the DWSs the Synchronization
No limit is set in the maximum hop count to the Ancho

. acons overhead is below1d% which, given the pre-
(';Aee\‘lsi(t;g ?:?;gnosit(;aef:lec doiT?rrwt}h;rrwntur}Zt?Onnigenerated by N'Aﬁnous synchroni;atiqn perfor.mance, guarantees that there
' is enough effective time within a DW for NAN devices to
exchange Service Discovery frames.

B. Results The right part of Figure 3(c) illustrates, with a CDF,
We start discussing the performance of Wi-Fi NANhe duty cycle experienced by the NAN devices in our
by looking at Figure 3(a) that depicts a snapshot of experiment, where we can observe a median duty cycle
typical NAN synchronization tree obtained by means of theround4%, which is a worst case in practice because, in
algorithm described in section IlI-C, where a tree is a seur experiment, all devices (even those in Non-Master Non-
of NAN devices following the same Anchor Master deviceSync state) wake up and listen every DW. Considering

Figure 3(a) depicts, for a particular time instant, the paisi a modern mobile device battery capacity 2600 mAh

of each user in Osaka downtown as dots, and the relati@® powered at4 V [10], and the Wi-Fi chipset power
between a NAN device and its parent in the synchronizati@onsumption model used in [3], the duty cycle CDF curve
tree as solid lines, where the parent device is the deviceFigure 3(c) can be translated to a power consumption
that sent the Beacon used for synchronization. As a resGIDF curve, which we do not include for the sake of
of our experiment we observed that in the considereghace, from which it can be derived that, disregarding other
scenario the maximum number of hops between any devieeurces of power consumption, devices in our experiment
and the Anchor Master was found to be five. In additiorcould afford more than ten days of continuous NAN op-
we observed that devices tend to cluster around a singlation, hence validating the original intent of the NAN
synchronization parent, which is a device in Master staterotocol of achieving a continuous background operation.
Recall from section IlI-B that within a local neighborhoodNotice that mechanisms exist in Bluetooth, such as the
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Fig. 3. NAN performance in Osaka downtown

Service Discovery Protocol (SDP), or the Attribute Protoco VI. CONCLUSIONS
(ATT) defined in its Low Energy (BLE) specification,
which are more energy efficient than Wi-Fi NAN; devices
battery lifetime could achieve some years of operation.[11
However, BLE and Wi-Fi NAN have different scope an

There is an untapped potential in the Wi-Fi radios
mbedded in smartphone and tablet devices. If background

hence need different approaches; the former will allow eration of these radios could be made energy efficient,

user to discover devices in the same room and exchar{ gse devices could continuously advertise and discover
small amounts of data, while the second will enable servi feresting services on behalf of their users. Wi-Fi Neighb

discovery over a wider area, facilitating very high datara wareness Networkmg .(NA’.\I) is a novel technology being
communications. developed in the Wi-Fi Alliance that attempts to solve

this problem. In this paper we have provided a thorough
overview of the MAC layer mechanisms that underpin this
Finally, Figure 3(d) illustrates with a complementaryechnology, and have provided a performance evaluation

CDF the probability that a NAN device spends a certaithat illustrates the performance to be expected from future
percentage of its time in a given NAN state. Recall thdyAN devices in realistic scenarios.
the NAN protocol described in section Il consisted of four Being NAN a technology still under development, there
different NAN states: Anchor Master, Master, Non-Masteare plenty of aspects that deserve further attention fram th
Sync and Non-Master Non-Sync. The purpose of the NAMsearch community such as: i) coexistence between NAN
states is to let devices share in a fair way the burdelevices and legacy Wi-Fi devices, evaluating the effeetive
of generating Beacons, while allocating a higher sharess of the channel access mechanisms described in section
of work to devices with higher Master Preference valuell-E, ii) experimental evaluation of NAN prototypes in
Consequently, we can see in Figure 3(d) how devices tetetims of energy performance and discovery delay, and iii)
to operate most of their time in Non-Master Non-Sync statapalysis and modeling of the dynamics of NAN cluster
which validates the design of the NAN protocol. formation in realistic scenarios.
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