
1 

 

NUMERICAL COMPUTATION OF THE ELECTROMAGNETIC 
BIAS IN GNSS-R ALTIMETRY 

Ali Ghavidel1, Student Member IEEE, Domenico Schiavulli2, Student Member IEEE, 

Adriano Camps1, IEEE Fellow  
Email: ali.ghavidel@tsc.upc.edu, domenico.schiavulli@uniparthenope.it, camps@tsc.upc.edu  

 

Abstract 

In radar altimetry the electromagnetic (EM) bias is originated by the smaller reflectivity of 
wave crests than troughs, thus the average sea surface height is under-estimated. Bias 
uncertainty is currently the largest factor in altimetry error budgets. The EM bias in a bistatic 
forward-scattering configuration at L-band, such as in Global Navigation Satellite Systems-
Reflectometry (GNSS-R) altimetry, remains one of the major sources of uncertainty in the 
altimetry error budget. In this work the EM bias is computed using numerical simulations. 
To do so, a time-dependent synthetic non-Gaussian sea surface is created using the Pierson-
Moskowitz and Elfouhaily sea surface height spectra and spreading function. The sea surface 
is then discretized in facets and “illuminated” using a Right Hand Circular Polarization 
(RHCP) GNSS signal, previously recorded by an up-looking antenna connected to a data 
logger. The waves scattered from each facet are then computed using the Physical Optics 
(PO) method under the Kirchhoff Approximation (KA), and the radar cross-section of each 
facet is computed. The scattered electric fields are “collected” by a down-looking Left Hand 
Circular Polarization (LHCP) antenna, and the electromagnetic bias (EM bias) is computed 
based on its fundamental definition. The numerical model is validated against Millet’s model 
(a combined model of the Weakly Non-Linear and Modulation Transfer models) with real 
data at C- and Ku-bands. Then, the numerical model is applied at L-band, for bistatic 
configurations, including different azimuth angles, and different wind speeds. It is found that 
the EM bias is almost insensitive to the sea surface spectra selected and increases with 
increasing wind speed and incidence/scattering angle (up to ~20 cm at θi,s = 45° and 
U10 = 12 m/s), and it also exhibits a non-negligible azimuthal dependence, that must be 
accounted for in the error budgets of upcoming GNSS-R altimetry missions. 
Index Terms electromagnetic bias, GNSS-R, ocean altimetry, scattering. 
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1. INTRODUCTION 

Satellite altimeters measure the distance from the satellite to the sea surface by measuring 

the round-trip time of a radar pulse, typically in a nadir-looking configuration. The amplitude 

and shape of the so-called waveform (cross-correlation of the signal received by a down-

looking antenna and the locally-generated replica of the transmitted signal) include 

information of the characteristics of the surface where the scattering takes place. 

Conventional radar altimeters use a nadir-looking configuration, high transmitted power, 

large bandwidth, and high carrier frequency to be less sensitive to ionospheric effects. On the 

other hand, upcoming GNSS-R altimeters use a bistatic (off-nadir) configuration, much 

lower transmitted power, narrower bandwidth3, and use frequency bands allocated for radio-

navigation4. 

As compared to conventional radar altimeters, these limitations translate into a poorer height 

resolution (σh = 20-30 cmrms),, although the spatio-temporal sampling is maximized by 

receiving reflected navigation signals from a wide range of incidence angles, typically up to 

35°  [1]. Usually, a GNSS-R receiver in a Low Earth Orbit (LEO) can track more than 10 

different GPS reflections at the same time, therefore providing a much larger swath, and a 

much more reduced revisit time. This concept is illustrated in Fig. 1, where a space-borne 

GNSS-Reflectometer is receiving multiple scattered signals from different navigation satellites 

and constellations. In conventional GNSS-R only the reflected signal has to be collected, which 

is then cross-correlated with a locally generated replica of the transmitted one, while in 

interferometric GNSS-R both the direct and the reflected signals are collected, which is then 

cross-correlated among them.  

                                                           
3In conventional GNSS-R (cGNSS-R) the bandwidth is limited to the bandwidth of the publicly available codes 
(e.g. ~2 MHz for the GPS L1 C/A code). In interferometric GNSS-R (iGNSS-R) the bandwidth is limited to the 
bandwidth of the whole navigation signals (e.g. ~25 MHz for the GPS composite signal resulting from the 
combination of the C/A, P and M codes), or up to 51 MHz if the E5 AltBOC signal is used. However, while the 
altimetry accuracy depends on the bandwidth, the EM bias does not. Note: C/A stands for Coarse/Acquisition, 
P for Precise, and M for Military pseudo-random noise (PRN) codes. 
4Typically L1 (1575.420 MHz) and L2 (1227.600 MHz), or L1 and L5 (1176.450 MHz), in order to compensate 
for ionospheric effects. 
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Fig. 1. GNSS-R concept. 

 

At the same time, GNSS-R instruments can also be used to infer other ocean surface 

properties such as the sea state (significant wave height), and the wind speed by comparing 

the shape and amplitude of the waveform of the reflected signal to that of the direct one [2]. 

In a GNSS-R instrument, the observable is obtained by the complex cross-correlation of the 

scattered signals either with a locally-generated replica of the transmitted signal 

(conventional GNSS-R or cGNSS-R), or with the direct down-looking signal (interferometric 

GNSS-R or iGNSS-R) during the coherent integration, followed by an incoherent integration 

to reduce speckle noise. The time delay of the scattered wave can be estimated from the delay 

of the maximum derivative of the waveform [3].  

In addition to the geometric delay to be measured, there are several other contributions to the 

estimated average delay: the clock offsets of receiver and transmitter relative to GPS time 

scale, and the tropospheric, and the ionospheric delays. The tropospheric dry delay has an 

average value of 2.3 m, and a residual error of ~0.7 cm, and the tropospheric wet delay is 

highly variable, typically from 5 to 30 cm, and it is computed using atmospheric models or 

microwave radiometers, with a precision of ~1.1 cm. The ionospheric delay is also highly 

variable, typically from 1 to 20 m, and it is computed using dual-frequency observations with 

a precision of ~ 0.5 cm. 

In [4] a detailed altimetry error budget for an iGNSS-R instrument was performed to assess 

the rms altimetry precision. The main results are summarized in Table 1. 
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Table 1. Instrument performance for a PARIS IoD – like instrument at levels 1 (range precision) and 2 (height 
precision) including ionospheric corrections for GPS and Galileo at θi = 0° and 35°, assuming 1 ms coherent 

integration time, 14500 incoherent averages, and typical satellite transmitted powers (modified from [4]). 
 

Altimetry precision [cmrms] σh @ θi = 35° σh @ θi = 0° 

Level – 1 Lower band (L5+E5) 

LB = 1186.6 MHz 

L5: 56.0  

E5: 15.5  

L5: 29.7 

E5: 8.3 

Level 1 – Higher band (L1 + E1) 

LH = 1575.42 MHz 

L1: 37.2 

E1: 26.6 

L1: 16.4 

E1: 12.8 

Level 2 

(LB + LH + ionospheric corrections) 

L1&L5: 60.5 

E1&E5: 27.7 

L1&L5: 30.5 

E1&E5: 13.7 

  

As it will be shown, the estimated EM bias is on the order of magnitude of the expected rms 

altimetry precision. 

 

In order to perform a study as realistic as possible, a true direct (multipath-free) GPS signal 

was first recorded to simulate the signal illuminating a synthetic sea surface. The scattered 

wave is then computed for each facet using the Physical Optics (PO) method under the 

Kirchhoff Approximation (KA) because of its higher accuracy [5] as compared to the 

Geometric Optics [6]. The scattered signal is then used to compute the radar cross-section 

density (σ0) to be used in Eqn. (1). 

In conventional satellite altimetry, the EM bias is one of the most difficult errors to 

compensate for, and it requires models to be compensated for. The EM bias was first reported 

in [7]. A number of studies on the EM bias have been performed so far for nadir-looking, and 

small off-nadir angles, but because of its significance, it is still a matter of research. In 

general, there are two approaches to estimate the EM bias: the Weakly Non-Linear (WNL) 

theory [8], and the Modulation Transfer Function (MTF) model [9]. Jackson [10] applied the 

WNL theory to estimate the EM bias in one-dimension. In the reflection of radar pulses from 

the sea surface at near-vertical incidence angles, non-Gaussian ocean wave statistics were 

accounted for using the joint probability density function (PDF) of the surface’s height and 

slope computed using the Longuet-Higgins theory [11]. In addition to the sea surface height, 

the nature of the altimeter's response to a rough sea surface allows to infer also other 

parameters such as the significant wave height, the wind speed, while the backscatter 
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coefficient or return power can also be used to determine topographic changes over ice sheets, 

lakes, rivers, and deserts, or to estimate ice and snow thickness [11–14]. 

 

The estimation of the EM bias for a two-dimensional surface using the WNL theory was 

proposed in [15, 16], although it is applicable only for long waves. To overcome the previous 

limitations, in [8] a modified WNL theory was proposed to estimate the EM bias applying a 

unified directional sea surface spectrum that was able to account for long and short waves 

[17]. 

Later, an analytical model to compute the EM bias was also studied based on the two-

dimensional hydrodynamic modulation [9]. The strong point of the hydrodynamic 

modulation theory relies on the linearization of the wave action balance equation. This 

linearization yields to the so-called modulation transfer function or MTF. In the Fourier 

domain, the MTF is a function of both the long and the short wave-numbers, and it has also 

been used to estimate the EM bias in two-dimensional surfaces [18]. 

The EM bias for a monostatic configuration and for small off-nadir incidence angles was 

considered in [19, 20], and more recently in [21, 22] using a combination of the WNL and 

MTF models. In [21] a theoretical formula was proposed that showed that the EM bias 

depends on the incidence angle, and it was demonstrated experimentally. 

Recently, a Monte-Carlo study on the EM bias has been performed using non-linear 

numerical hydrodynamic simulations [23], and applying the KA PO method to simulate the 

scattered signal [24]. This work showed a non-negligible impact of the short waves on the 

EM bias for different frequencies, and a nadir-looking configuration in a one-dimensional 

scale. 

In this work, in order to assess the impact of the particular sea surface spectra, the Pierson-

Moskowitz [25] and the Elfouhaily et al. [26] spectra, are used to generate a synthetic two-

dimensional sea surface, including the spreading function (the up-wind and cross-wind 

asymmetry) [27]. The non-linearity of the generated sea surface is assessed in [28]. The 

surface is illuminated by a GPS signal, the scattered wave is computed using KA PO method, 

from which the scattering cross-section is estimated [21, 22, 29, 30]. 
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The above mentioned method (combined WNL and MTF) has been implemented and 

validated with higher frequency data (C- and Ku-bands), first (Fig. 6). Then, the method is 

applied to the calculation of the EM bias at L-band for off-nadir incidence angles such as in 

GNSS-R systems (Fig. 7), and the results at L- and Ku-bands are satisfactorily compared to 

the numerical model proposed in this work (Fig. 10). Once the numerical model is validated, 

the obtained EM bias is computed as a function of the wind speed, incidence/scattering, and 

azimuth angles. The proposed method is numerically efficient and stable, and because of the 

large spatial averaging, it only requires a modest number (10) of Monte-Carlo simulations to 

provide statistically meaningful results.  

This work is organized as follows. Section 2 gives the background for the EM bias 

computation, the generation of the non-Gaussian sea surface, and the illumination of the 

generated sea surface by a RHCP (GPS-like) electromagnetic wave, and the computation of 

the scattered wave using the KA-PO. In Section 3, the off-nadir EM bias combined model 

(WNL+MTF) is validated at C- and Ku-bands, and then applied at L-band. Section 4 presents 

the results of the proposed numerical method, which are validated against the combined 

model, and discusses them as a function of the sea surface spectra model, frequency band (L- 

C-, and Ku-band), surface discretization, wind speed, incidence/scattering and azimuth 

angles. Finally, Section 5 summarizes the main conclusions.  

 

2. EM BIAS COMPUTATION 

In order to estimate the EM bias, three main simulator blocks have to be implemented: 

1) the generation of a time-dependent non-Gaussian realistic sea surface,  

2) the generation of the RHCP direct signal (in this case an actual GNSS signal collected 

using an up-looking choke-ring antenna mounted on the tip of a mast in the roof of the 

building connected to a data logger) that illuminates the sea surface, and  

3) the computation of the scattered signal using, for example, the KA-PO method [5, 21, 22, 

29]. This method has proven to be quite accurate for forward scattering even for 

polarimetric studies. 

These steps are considered separately in the next sections, after reviewing the existing 

methods to compute the EM bias. 
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2.1. Summary of existing analytical methods to compute the EM bias 

There are three main methods to estimate the EM bias: the Weakly Non-Linear (WNL) theory 

[8], the Modulation Transfer Function (MTF) [9], and a combined model (WNL & MTF). 

1. The EM bias was first estimated using an improved WNL theory, which involved both 

long and short waves effects. The impact of long waves is a modulation of the radar cross-

section density (σ0) by the waves’ slopes, which is actually correlated to the surface’s 

elevation, because of the non-linear processes caused by the wave-wave interactions. The 

coupling effect between long and short waves is also accounted for in the EM bias 

computation [8, 10, 15, 16, 24]. 

2. The MTF model was used to estimate the EM bias on the two-scale hydrodynamic 

assumption [31]. The MTF separates the long and short waves spectrum, which shows 

separately the impact of both the long and the short waves on the EM bias.  

3. In GNSS-R, the incidence angle may be quite large (35°-45°), and its impact has to be 

considered. Then, a suitable method to estimate the EM bias has to be derived. A 

combined method that included the improved WNL and the MTF model, was 

implemented by Millet et al. [21, 22] to estimate the EM bias at Ku-band. In this method, 

the impact of long waves is computed as the contribution of the improved WNL theory, 

while the impact of short waves is accounted for using the MTF model.  

The combined model (WNL + MTF) is validated with real data and it is considered in this 

work as a reference to estimate the off-nadir EM bias at other frequencies and geometries, 

accounting for the long and short waves EM bias contributions separately [32–37]. 

In [21], the off-nadir EM bias model was computed as a function of the long wave surface 

statistics (Gram-Charlier series [15]), and modified by the small wave coefficient. The small 

wave coefficient was computed from the short wave surface scattering obtained using the PO 

method. The incidence angle was included in the computation of the small wave scattering 

[21] (Appendix A). 

In the off-nadir EM bias model, the composite surface scattering model used a cut-off 

wavenumber 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 to divide the surface into long and short wave scales. Because of the weak 

sensitivity to 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠, the unified Elfouhaily' spectrum was considered. For short wave scales, 
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the significant slope of spectrum was used to separate the wavelengths over a wide range of 

wind speeds [21, 32, 33]. 

This combined EM bias model is first validated at Ku-band (14 GHz), and C-band (5.2 GHz). 

It is then extrapolated at L-band (1.575 GHz) for GNSS-R applications, and used for inter-

comparison with (validation of) the numerical results obtained later. Results are presented in 

Section 3. 

 

2.2 Numerical Computation of the EM bias 

The EM bias basic definition is simply the ratio of the average of the radar cross-section 

density (𝜎𝜎0) times the sea surface elevation (𝜉𝜉), divided by the average 𝜎𝜎0 [17]: 

𝛽𝛽𝐸𝐸𝐸𝐸 = 〈𝜉𝜉𝜎𝜎0〉
〈𝜎𝜎0〉

.       (1) 

To evaluate Eqn. (1), the surface wave height and 𝜎𝜎0 are required. The sea surface wave 

height and orientation for each facet are known, since they are the outputs of the sea surface 

generator (Section 2.2.1). The value of 𝜎𝜎0 is computed using the KA PO method (Section 

2.2.3). 

 

2.2.1. Generation of a synthetic non-Gaussian sea surface 

The assessment of the average EM bias [14] cannot consider the ocean surface as a Gaussian 

surface. As a matter of fact, wave crests are more peaked than the wave troughs, and this 

effect translates into a surface height PDF with a non-symmetric behavior, that has a non-

zero skewness coefficient [25]. There are several methods to generate a non-Gaussian surface 

(e.g. [23]), with benefits and drawbacks (mainly the large computational time), that have 

been investigated in [38]. 

In this work, two directional sea surface height spectra (Pierson-Moskowitz and Elfouhaily) 

are selected, and then converted to directional spectra using a cosine-shape, and a unified 

spreading model function, respectively [25, 26]. In order to assess the non-Gaussianity of the 

generated surface, the numerical method proposed in [28] is applied here.  

A snapshot of the non-Gaussian sea surface is shown in Fig. 2, using the parameters listed in 

Table 2.  
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Table. 2. Parameters used to synthesize the (non-Gaussian) time-domain sea surface. 

 
 

 

 

 
Fig. 2. Snapshot of the non-Gaussian sea surface generated using Elfouhaily's spectrum for a  

wind speed=5 m/s, and wind direction φ= 45o. Upper right corner: zoom of the central part to better 
appreciate the wavy structure. Color bar indicates the sea surface height of each pixel. 

 

Finally, the non-Gaussian surface height PDF is obtained for three different wind speeds 5, 

10, 15 m/s, and it is presented in Fig. 3. The estimated PDF's are similar to the Edge-Worth 

expansion, demonstrated experimentally, and theoretically in [28, 39–46], and deviate from 

the Gaussian model as the wind speed increases.  

Parameter Value/Unit 
Patch area 1000 x 1000 m2 
Wind Speed 5 m/s 
Wind Direction 45° 
Sea Surface Spectrum Elfouhaily [26] 
Anisotropic Spectrum 
 

Unified Spreading Function 
(up-wind/cross-wind asymmetry) 
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Fig. 3. Computed sea surface height PDF (normalized) from 10 realizations for different wind 

speeds (5, 10, 15 m/s). Note that the PDF departs from Gaussian as wind speed increases. 
 

2.2.2. Generation of the direct signal 

GPS satellites transmit RHCP waves5 at L1 (1575,42 MHz), modulated using the 

Coarse/Acquisition (C/A) code for civilian applications. In order to be more realistic, a direct 

multipath-free GPS signal was recorded using a GPS antenna, an L-band microwave 

amplifier, and a data logger. 

 

2.2.3. Computing the scattered wave using the Kirchhoff Approximation under the scalar 

approximation (Physical Optics -PO- method) 

The KA PO method has been implemented in the forward scattering scenario to estimate the 

EM bias [21, 22, 29, 30]. Once the time domain sea surface (Appendix B) is illuminated, the 

instantaneous scattered field is computed for each facet in which the three-dimensional 

surface is discretized. Each point of the sea surface is described by its displacement with 

respect to the flat surface (height), a unit normal vector 𝒏𝒏𝑙𝑙� perpendicular to each facet, where 

the tilting angle from the �̂�𝑍 axis is given by  𝜃𝜃 = arccos (�̂�𝑍.𝑛𝑛𝑙𝑙� ), and the rotation angle 𝜑𝜑 (Fig. 

4).  

                                                           
5The residual left-hand circularly polarized (LHCP) transmitted signal is neglected in this study. 
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In addition, a finer sea surface discretization is applied to study the impact of short-waves on 

the radar cross-section. The scattered wave then is computed by summing up coherently all 

the contributions from all facets (Appendix C). 

The basics of the KA model assumes that locally the surface can be approximated by an 

inclined plane. The surface correlation length must be larger than electromagnetic 

wavelength, and the standard deviation of the surface height must be small, so that the 

average radius of curvature is much larger than the electromagnetic wavelength [5, 29]. 

 
Fig. 4. Representation of the surface facet discretization. 

 

It has been proven that, at L-band, in a forward scattering scenario6, cross-polar terms can be 

also accurately described using the KA PO method [5, 29]. The facet size height and 

orientation are discussed (Appendix C), and the facet surface is assumed as non-metallic 

(dielectric constant 𝜀𝜀𝑟𝑟 = 73 + 𝑗𝑗57.5) [47]. In this study, the generated sea surface is 

discretized into facets of an equivalent size close to the electromagnetic wavelength 

(~20 cm). The validation of this approach is assessed in Section 4.2. 

This procedure is implemented over a square synthetic sea surface of 6 𝑘𝑘𝑘𝑘 side, much larger 

than the electromagnetic wavelength, and then the wavelength of the sea waves, even for 

strong winds and developed seas. For computational purposes, the surface was divided in 

blocks of 1000 m x 1000 m each one, discretized in 25 × 106 points, for which each of the 

10 Monte Carlo realizations takes about 27 min. 
 

 

                                                           
6 The scattered wave is mostly LHCP for an incident wave at RHCP. 
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3. Validating the off-nadir EM bias combined model 

To validate the combined model with the few existing data (scatter plot in Fig. 6 in terms of 

the significant wave height), the relationship between the significant wave-height and the 

wind speed was obtained first using Elfouhaily et al.’s spectrum (Fig. 5). This relationship is 

applied to estimate in the off-nadir EM bias using the combined model at C- (5.2 GHz) and 

Ku- (14 GHz) bands, and to compare these results with the few existing experimental data 

[21] (Fig. 6). The agreement between the simulation results and the experimental data is 

pretty good. Once the implementation of the combined model is validated, the EM bias at L-

band (1.575 GHz) can be computed. Results are presented in Fig. 7, now in terms of the wind 

speed. At ~12 m/s, the EM bias increases with decreasing frequencies: ~-12 cm at Ku-band, 

~-17 cm at C-band, and ~-19 cm at L-band. 

 

   
Fig. 5. Significant wave-height vs. wind speed computed using Elfouhaily’s spectrum [26]. 
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Fig. 6. The EM bias computed (𝜃𝜃 = 0°) at C- and Ku-band using the combined model, and 
validation with existing experimental data (scatter plot in subplot on the low left corner from [21, 

Fig. 8, Eqns. 14, 15]). 
 

 
Fig. 7. EM bias vs. significant wave-height at three difference frequencies obtained using the 

combined model [21], the blue and red ones are the same as in Fig.6, but with the horizontal axis in 
terms of wind speed [21, Fig. 8, Eqn. 14, 15]. The green one is the extension at L-band.  
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4. Simulation Results and Discussion 

In this Section, results of the EM bias combined model and the numerical method are 

presented and compared to validate the proposed numerical method, based on the direct 

evaluation of Eqn. (1). Finally, the effect on the EM bias of some parameters such as: the 

frequency, incidence/scattering angle, wind direction, sea surface height spectra model, and 

discretization, are investigated using the proposed numerical method and discussed. 

 

4.1 Effect of the sea surface height spectrum  

The impact on the EM bias of two both well-known sea surface spectra (Pierson-Moskowitz 

[25], and Elfouhaily spectra including the spreading function [26]) is examined using the 

proposed numerical method for an incidence/scattering angle of 25o, and wind directions 0o 

and 45o (Fig. 8). Error bars indicate the 95% confidence levels. 

 
Fig. 8. Comparison of the EM bias (at L-Band) vs. wind speed using the Pierson-Moskowitz [25] 

and Elfouhaily spectra (facet size 20 cm) [26]. 
 

It is apparent that the trend is similar, and results are very similar, although for moderate 

wind speeds there are differences as high as ~2 cm. The results in Fig. 8 indicate that the 

actual sea surface spectrum is not critical. From now on, the Elfouhaily et al.'s spectrum is 

used throughout this work. 
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4.2 Impact of surface discretization  

The effects of the short-wave components on the radar cross-section have been investigated 

experimentally in [48], and they have shown that it is nearly independent on the wind speed 

at near-nadir incidence angles. However, at larger incidence angles, σ0 increases with 

increasing wind speeds.  

In order to investigate the impact of the short-wave components on the EM bias, the surface 

is discretized into smaller facets (10 cm side) and compared to the nominal discretization (20 

cm side). Simulation results at L-band, wind direction of 45o, incidence/scattering angle of 

0o are presented in Fig. 9. 

 
Fig. 9. Comparison of sea surface discretization impact on the EM bias (Elfouhaily et al.'s spectra). 

 
 

As it can be appreciated, the EM bias difference is negligible for very low wind speeds 

(U10 ≤ 6 m/s), but it increases with increasing wind speeds, the EM bias being larger with the 

10 cm discretization, than with the 20 cm one, due to the presence of short wave components: 

~2-3 cm up to 18 m/s, and ~6 cm at 20 m/s. However, the largest contribution to the EM bias 

is coming from the long waves, in agreement with [21]. 
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4.3 Investigating the incidence angle impact on the EM bias 

In order to investigate the impact of the incidence angle on the EM bias, the EM bias 

combined model is used to simulate and investigate several incidence/scattering angles 0o, 

25o, and 45o at Ku-band [21, 22] (Fig. 10). As the incidence angle increases, the EM bias 

(𝛽𝛽𝐸𝐸𝐸𝐸) increases as well, approximately as a cosine function. This is due to the extra transit 

time ∆t from transmitter to receiver when the surface is displaced a height h: ∆𝑡𝑡 = 2ℎ 𝑐𝑐⁄ ·

𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃. The EM bias is then computed at L-band using our numerical method for the same 

incidence/scattering angles 0o, 25o, and 45o (Fig. 10). The EM bias is larger at L-band than it 

is at Ku-band, but the trend with incidence angle is the similar. 

 

 
Fig. 10. Comparison of incidence angle impact on the EM bias at L- and Ku-bands using the 

combined method (Millet et al. method) [21, 22] and the proposed numerical method. Error bars not 
included for the sake of clarity. 

 

4.4 Effect of Azimuthal Angle on the EM bias 

Most analytical models do not predict the dependence with the incidence angle, and only the 

combined model is able to predict it. However, none is able to predict the azimuthal signature 

that is induced by the angle between the look angle and the wind direction, the dependence 

on σ0. In this section, the azimuthal dependence of the EM bias vs. the wind direction is also 

investigated using the basic definition (Eqn. (1)). Results are shown in Fig. 11 for 𝜃𝜃𝑖𝑖,𝑠𝑠 = 25°, 

and for three different wind speeds 5, 10, and 15 m/s. As it can be appreciated, the EM bias 



17 

 

dependence exhibits a non-negligible azimuthal dependence (~1.5-2 cm peak-to-peak at 10 

m/s, and ~5 cm peak-to-peak at 15 m/s). The effect of the wave asymmetry is evident, and it 

has to be taken into account as well in the error budgets of future GNSS-R altimeters [4]. 

 

 
Fig. 11. EM bias vs. wind direction using non-Gaussian sea surface and incidence angle of 𝜃𝜃𝑠𝑠 =

25° for U10 = 10, 15 and 20 m/s. 
 

5. CONCLUSIONS 

In this work, Millet’s EM bias combined model (WNL + MTF) has been implemented 

including the effect of incidence angle. It has then been validated at C- and Ku-bands with 

existing experimental data, and then it has been extrapolated at L-band. An efficient 

numerical approach to compute the EM bias is proposed based on the numerical evaluation 

of EM bias basic definition, for a realization of the sea surface using the KA PO scattering 

method. Monte Carlo simulations have been performed to reduce the uncertainty of the 

estimations. The proposed numerical technique has been validated against Millet’s combined 

model, and it allows to predict the dependence with frequency, incidence/scattering angle, 

azimuthal angle, and wind speed, which may explain some of the differences found, since 

analytical models do not account for the azimuthal dependence.  
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The impact of the sea surface spectra used is negligible. The impact of the facet size has been 

evaluated by discretizing the synthetic sea surface at 10 cm and 20 cm side. It is found that 

discretization effects are negligible for low wind speed conditions, but not for high wind 

speeds, which confirms that long waves have a stronger impact on the EM bias than the short 

waves, although the short ones do contribute as well.  

The general trend is that the EM bias increases with decreasing frequency, increasing 

incidence angle, and increasing wind speed, and it exhibits an azimuthal angle modulation as 

well, that somehow mimics that of σ0. At L-band, and for 12 m/s wind speed, the EM bias at 

nadir (θi,s=0°) can be as high as 13 cm, but at large incidence angles (θi,s=45°) it can increase 

up to 19 cm (Fig. 10). 

These values are very important and will dominate the altimetry error budget of future GNSS-

R altimeters [4], unless properly corrected for. The EM bias correction requires a precise 

knowledge of the geometry (incidence/scattering angle), and the wind speed and azimuthal 

angle with respect to the incidence plane, as auxiliary information. 
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APPENDICES  

A. The off-nadir EM bias 

The off-nadir EM bias model has been estimated using the standard composite scattering 

model to computing the scattering cross-section [32, 33], It should be emphasized the 

multiple scattering impact is neglected. Considering the off-nadir EM bias model definition, 

the following is proposed in [21]: 

𝜖𝜖 = ∬𝜁𝜁𝜎𝜎0(𝜁𝜁,𝜃𝜃+𝜃𝜃𝑙𝑙)𝑃𝑃(𝜁𝜁,𝜃𝜃𝑙𝑙)𝑑𝑑𝜁𝜁𝑑𝑑𝜃𝜃𝑙𝑙
∬𝜎𝜎0(𝜁𝜁 ,𝜃𝜃+𝜃𝜃𝑙𝑙)𝑃𝑃(𝜁𝜁,𝜃𝜃𝑙𝑙)𝑑𝑑𝜁𝜁𝑑𝑑𝜃𝜃𝑙𝑙

 ,                                                       (2) 

where 𝜁𝜁 is the sea surface elevation, 𝜃𝜃 is the incident angle, 𝜃𝜃𝑙𝑙 is the local long wave tilt 

angle, 𝜎𝜎0 is the scattering cross-section, 𝑃𝑃(𝜁𝜁,𝜃𝜃) is the joint long wave height tilt distribution, 

which is estimated by a Gram-Charlier series [15]. The short wave scattering is modeled 

using PO [21]: 

𝜎𝜎0(𝜓𝜓) = 𝑘𝑘𝑒𝑒𝑒𝑒 
2 𝑐𝑐𝑐𝑐𝑠𝑠2𝜓𝜓

4𝜋𝜋 ∬𝑒𝑒𝑖𝑖𝑘𝑘𝑏𝑏𝑥𝑥 𝑒𝑒−Γ�1−𝐶𝐶(𝑥𝑥,𝑦𝑦)�𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,                                          (3)  

where 𝜓𝜓 is the local incidence angle of the illuminating electromagnetic wave, 𝑘𝑘𝑏𝑏 =

2𝑘𝑘𝑠𝑠𝑒𝑒𝑐𝑐𝑠𝑠𝑛𝑛𝜓𝜓, and Γ = (2𝑘𝑘𝑠𝑠𝑒𝑒ℎ𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝜓𝜓)2, C is the correlation function, which is obtained by the 

Fourier transform of the short wave Power Spectral Density (PSD), ℎ𝑠𝑠2 is the small wave 

height variance, and 𝑘𝑘𝑠𝑠𝑒𝑒 is the electromagnetic wavenumber. Finally, an analytical EM bias 

is given [21]: 

𝜖𝜖(𝜃𝜃) =  −𝐻𝐻[𝛾𝛾(𝜃𝜃). 𝜈𝜈. 𝑆𝑆 +  𝜏𝜏(𝜃𝜃). 𝜆𝜆12],                                                    (4) 

where 𝛾𝛾(𝜃𝜃), 𝜏𝜏(𝜃𝜃) are the short wave coefficients, 𝑆𝑆 is the RMS slope of the long waves, 𝐻𝐻 

is the significant wave height, 𝜆𝜆12 is the long wave tilt modulation, 𝜈𝜈 is assumed about 0.7 

(it is computed from the RMS wave slope).   

In the off-nadir EM bias, based on composite scattering surface, the cut-off wavenumber was 

not sensitive enough, so the unified Elfouhaily et al.’s spectrum was considered.  
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B. Generating a two dimensional time-domain sea surface 

Synthesizing the sea surface includes two main procedures: generation the sea surface 

spectrum, and converting the spectrum into the time domain. The sea spectrum is generated 

assuming deep waters (waves are not affected by the seabed), a given intensity, fetch, and 

direction of wind speed (Pierson-Moskowitz and Elfouhaily spectrum models [25, 26]). 

Based on the realistic situation, the sea surface is varying instantaneously. In fact, sea state 

and time must be involved in the sea surface simulation. To assessment the spectral 

components of the sea surface, the deep-water transport equation is given [49]:  

    𝜕𝜕
𝜕𝜕𝜕𝜕
Ψ(k,𝜃𝜃; 𝑑𝑑, 𝑡𝑡) + 𝑐𝑐𝑔𝑔.∇Ψ(k,𝜃𝜃; 𝑑𝑑, 𝑡𝑡) = 𝑆𝑆𝑖𝑖 + 𝑆𝑆𝑑𝑑 + 𝑆𝑆𝑛𝑛𝑙𝑙,                                       (6) 

where k is the mechanical wavelength, 𝜃𝜃 is the traveling wave direction along the distance 

𝑑𝑑, during a time 𝑡𝑡, 𝑐𝑐𝑔𝑔 is the group velocity, and 𝑆𝑆𝑖𝑖, 𝑆𝑆𝑑𝑑, 𝑆𝑆𝑛𝑛𝑙𝑙 are the wind energy, the dissipation 

energy, and the dispersive transference energy. The statistical properties of the sea surface 

have been used to present the roughness spectrum Ψ(k,𝜑𝜑) as the Fourier transform of the 

autocorrelation function of the sea surface. It includes both the radial spectrum 𝑆𝑆(k) and the 

angular spreading function Φ(k,𝜑𝜑). The angular spreading is approximated using a Fourier 

series expansion of an even real function [26, 49]:  

Ψ(k,𝜑𝜑) =  
1
k
𝑆𝑆(k).Φ(k,𝜑𝜑),                                                         (7) 

Φ(k,𝜑𝜑) =  
1

2𝜋𝜋 �
1 +  �𝑎𝑎2𝑛𝑛

∞

𝑛𝑛=1

. cos(2𝑛𝑛𝜑𝜑)� ,                                                 (8) 

Φ(k,𝜑𝜑) ≈  
1

2𝜋𝜋
[1 + 𝑎𝑎2 cos(2𝜑𝜑)].                                                 (9) 

The generation of the time domain sea surface is performed by generating an initial two-

dimensional random process which are filtered by the directional sea surface spectrum [50]. 

It means, the random phase filtered by Ψ(k,𝜑𝜑), and the propagation each frequency that is 

computed according to the deep water dispersion relationship.  
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C. The Physical Optics Model  

First, from the conception that a circular polarized wave (either right or left handed) is a basic 

combination of two orthogonal linear polarized waves with 90º phase shift, i.e. H-pol and V-

pol [30]: 

𝐸𝐸𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐 = �𝐸𝐸𝑉𝑉����⃗  ± 𝑗𝑗 𝐸𝐸𝐻𝐻������⃗ � exp(−𝑗𝑗𝐤𝐤r),                                                         (10) 

The sea surface scattered field can be found using the KA PO method (Kirchhoff 

Approximation – Physical Optics). The induced current on the sea surface is: 

𝚥𝚥𝑠𝑠��⃗ = 2𝑛𝑛� × 𝐻𝐻�,                                                                                         (11) 

where 𝑛𝑛�, 𝐻𝐻� are the normal vector, and the magnetic field vector of the incidence wave, and 

𝐤𝐤 = 𝑘𝑘.𝑘𝑘�  (𝑘𝑘 is the wave vector). Then, the scattering over a finite metallic rectangular plate 

size (𝑎𝑎 × 𝑏𝑏) is: 

𝐸𝐸𝑟𝑟𝑠𝑠 ≅ 0,                                                                                                                  (12) 

𝐸𝐸𝜃𝜃𝑠𝑠 = 𝐶𝐶
𝑒𝑒−𝑗𝑗𝑘𝑘𝑟𝑟

𝑟𝑟
 �cos 𝜃𝜃𝑠𝑠 sin𝜙𝜙𝑠𝑠 � 

sin(𝑋𝑋)
𝑋𝑋

� � 
sin(𝑌𝑌)
𝑌𝑌

�� ,                                     (13) 

𝐸𝐸𝜑𝜑𝑠𝑠 = 𝐶𝐶
𝑒𝑒−𝑗𝑗𝑘𝑘𝑟𝑟

𝑟𝑟
 �cos 𝜃𝜃𝑠𝑠 � 

sin(𝑋𝑋)
𝑋𝑋

� � 
sin(𝑌𝑌)
𝑌𝑌

�� ,                                                 (14) 

𝑋𝑋 =
𝑘𝑘𝑎𝑎
2
𝑐𝑐𝑠𝑠𝑛𝑛𝜃𝜃𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑𝑠𝑠,                                                                                           (15) 

𝑌𝑌 =
𝑘𝑘𝑏𝑏
2

(𝑐𝑐𝑠𝑠𝑛𝑛𝜃𝜃𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑𝑠𝑠 − 𝑐𝑐𝑠𝑠𝑛𝑛𝜃𝜃𝑖𝑖),                                                                        (16) 

𝐶𝐶 = −𝑗𝑗𝑗𝑗
𝑎𝑎𝑏𝑏𝑘𝑘𝐻𝐻0

2𝜋𝜋
,                                                                                                 (17) 

where 𝐻𝐻0 is the magnitude of the incident magnetic field, and 𝑗𝑗 is the intrinsic impedance, 

𝜃𝜃𝑠𝑠 and 𝜑𝜑𝑠𝑠 are scattered field elevation and azimuth angles. In the case of a non-metallic 

surface, the scattered field can be computed using the Impedance Boundary Condition (IBC) 

as in Eqns. 10-17, multiplying Eqns. 13 and 14 by the Fresnel reflection coefficients [47].  

Finally, a 5 × 5 microstrip patch array with 𝜆𝜆
2
 element spacing is used to simulate the 

receiving antenna at 5 km height.  
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