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Abstract

The main objective of this thesis is to develop a constraint algorithm for sin-
gular k-cosymplectic field theories. We begin by reviewing the Hamiltonian
and Lagrangian formalisms for autonomous and nonautonomous mechanics
and field theory. Then we present the constraint algorithms for presym-
plectic and precosymplectic systems, which are geometric frameworks for
singular autonomous and nonautonomous mechanical systems. We also re-
view the constraint algorithm k-presymplectic systems, which are geometric
models for singular autonomous field theories. Finally, the last part of the
work is devoted to defining the concepts of k-precosymplectic manifold, prov-
ing the existence of Reeb vector fields in these manifolds, k-precosymplectic
Hamiltonian system and to develop a constraint algorithm in order to find a
submanifold where the existence of solutions of the field equations is assured.

Keywords: k-cosymplectic manifold, k-precosymplectic manifold, constraint
algorithm, field theory, Hamiltonian formalism, Lagrangian formalism.
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Introduction

The main theories in modern physics can be formulated in geometric terms
using geometric mechanics and geometric field theory. The natural frame-
work for autonomous mechanical systems is symplectic geometry, whereas
the nonautonomous counterpart can be nicely described using cosymplectic
geometry. These two formulations admit generalizations to first order clas-
sical field theory using k-symplectic geometry for the autonomous case and
k-cosymplectic geometry for the nonautonomous case. Moreover, this can be
generalized even more by using multisymplectic geometry. Some references
for these topics are [1] and [12].

Recently, singular systems are gaining importance because of their role
in modern physics and control theory, both in mechanics and in classical
field theory. In fact, some of the most important physical theories of the
20th century are singular: Maxwell’s Theory of Electromagnetism, Einstein’s
Relativity and Classical String Theory are the most relevant examples but
there are many more. One of the problems of singular systems is that in
general, there are no global solutions to the system of differential equations
which describe the system. This problem is usually solved by trying to find
a submanifold N of our phase space manifold M where we can assure the
existence of global solutions tangent to N. Usually this is done with what is
known as constraint algorithms. These procedures add some constraints to
the system at every step until we can ensure the existence of global solutions
in the final constraint submanifold.

One of the firsts to find a constraint algorithm to solve the problem for the
Hamiltonian formalism of singular mechanics was P. Dirac [I3]. After this,
many people tried to geometrize this algorithm and this was finally done by
Gotay et al. [14] and [I5]. These works dealt with the symplectic formulation
of autonomous mechanics. This was later generalized by D. Chinea, M. de
Leén et al. to nonautonomous systems [5], [7] and [8] in different ways
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using the Poincaré-Cartan 2-form available in the cosymplectic formulation
of nonautonomous mechanics.

Some years later, these algorithms were generalized to the context of
classical field theory by M. de Ledn et al. to the multisymplectic formalism
[6], [9] and by X. Gracia et al. to the k-symplectic formulation of singular
classical field theories [16].

The aim of this thesis is to complete the constraints algorithms stating
a constraint algorithm for singular k-cosymplectic field theories. In order
to do this, we define the concepts of k-precosymplectic manifold and k-
precosymplectic Hamiltonian system and we develop a constraint algorithm
generalizing the ones commented before to find an iterative process which
will allow us, adding some constraints in every step, to find a final constraint
submanifold where the existence of global solutions to the k-precosymplectic
Hamiltonian system is assured.

The first chapter of this thesis is devoted to reviewing the geometric for-
mulations of mechanics [1] and classical field theory [10], [I1] and [12]. The
first section presents the autonomous Hamiltonian and Lagrangian mechan-
ics which use symplectic geometry to model the phase space of autonomous
mechanical systems. We also introduce in this first section the presymplectic
manifolds which model the phase space of singular autonomous mechanics.
On the other hand, in the second section we present the nonautonomous
counterparts of Hamiltonian and Lagrangian mechanics using cosymplectic
geometry to model the phase space of nonautonomous mechanical systems.
In the same way as in the previous section, precosymplectic manifolds model
the phase space of singular nonautonomous mechanical systems. In the third
and fourth sections we introduce the k-symplectic and k-cosymplectic for-
mulations of classical field theory. In both cases we begin introducing the
manifolds involved: k-symplectic and k-cosymplectic manifolds respectively,
which model the phase spaces for autonomous and timedependent field the-
ories. We also study the canonical models of these manifolds: (7}})*@ and
R* x (T}))*Q. This presentation begins with the Hamiltonian formalism and
at the end we also present the Lagrangian counterpart. In the third section
of Chapter 1 we also introduce k-presymplectic manifolds, which model the
phase space of singular k-presymplectic field theories.

In the second chapter, we review the constraint algorithms for singular
mechanical systems. In the first section we study the singular autonomous
mechanical systems and give a brief review of the algorithm by Gotay et
al. [I5]. In the second section we present with some detail the development
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of the constraint algorithm for nonautonomous singular mechanical systems
developed by D. Chinea et al. [5].

In the third chapter we present the constraint algorithms for k-presymplectic
and k-precosymplectic field theories. The algorithm for k-presymplectic field
theory was developed by X. Gracia, R. Martin and N. Roméan-Roy [16] as
a generalization of the first algorithm by Gotay et al. [I5]. Finally, the
goal of this thesis is in Section 3.2., where we define the concept of a k-
precosymplectic manifold and introduce the Darboux coordinates in these
manifolds. We prove the existence of Reeb vector fields in k-precosymplectic
manifolds and find a type of manifolds where we have these vector fields
uniquely determined. With all this in mind, we develop a constraint algo-
rithm to find a final constraint submanifold in singular k-precosymplectic
systems.

All the manifolds and mappings appearing in this thesis are assumed to
be smooth. Also, sum over crossed repeated indices is understood.
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Chapter 1

Foundations

In this first chapter we present a review on Hamiltonian and Lagrangian me-
chanics. We begin with the symplectic approach for autonomous systems,
while the cosymplectic approach is used to model nonautonomous systems.
They generalize to the k-symplectic and k-cosymplectic approaches respec-
tively. Some references on these topics are [1], [2] and [12].

1.1 Autonomous Hamiltonian and Lagrangian
mechanics

In this first section we review the geometric formulation of autonomous
Hamiltonian and Lagrangian mechanics. In order to do this, we will make
wide use of symplectic geometry, and in particular of the canonical struc-
tures of the tangent bundle 7'Q) and the cotangent bundle 7*(@Q of a smooth
manifold Q).

1.1.1 Autonomous Hamiltonian mechanics
We begin the presentation of autonomous Hamiltonian mechanics by intro-

ducing our most important tool: symplectic manifolds. Throughout this
subsection, M will be a finite-dimensional manifold.

5
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Symplectic geometry

Definition 1.1.1. Let w € Q*(M), we say that w is a symplectic form if
it is closed (dw = 0) and nondegenerate, that is, for everyp € M, ix,w, =0
if and only if X, = 0. If the form w is degenerate, we say that it is a
presymplectic form. Let w be a symplectic (resp. presymplectic) 2-form
on M. Then the couple (M,w) is called a symplectic manifold (resp. a
presymplectic manifold).

Notice that every symplectic manifold must be even dimensional and
orientable (for instance w™ is a volume form). The first important fact about
symplectic manifolds is given by Darboux’s Theorem, which basically says
that every symplectic manifold is locally diffeomorphic to a cotangent bundle.

Theorem 1.1.2 (Darboux’s Theorem). Let (M,w) be a symplectic mani-
fold of dimension 2m. Then, for every x € M, there exists a local chart
(U, q",pi)i=1...m such that € U and the local expression of the symplectic
form w in this chart is

wl,, = dg' A dp;.

These local charts are called symplectic charts and its coordinates are
called canonical coordinates or Darboux coordinates of the symplectic
manifold M.

Proof. The proof of this Theorem can be found in [17]. [
For presymplectic manifolds we have a similar result:

Theorem 1.1.3 (Darboux’s Theorem for presymplectic manifolds). Let (M, w)
be a presymplectic manifold such that dim M = 2m + n and rankw = 2m.
Then, for every x € M, there exists a chart (U, q",p;, 27 )i=1... myj=1,..n Such
that © € U and the presymplectic form expressed in this chart is written as

wl,, = dg' A dp;.

These charts are called presymplectic charts and its coordinates are called
canonical coordinates or Darboux coordinates of the presymplectic
manifold M.

Example 1.1.4. Let Q) be an m-dimensional manifold. Consider the canon-
ical 2-form w € QUT*Q). Then, (T*Q,w) is a symplectic manifold.
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Given a presymplectic manifold (M,w) we can consider the following
morphism of C*°(M)-modules

b X(M) — QYM)
X — IxWw

Notice that if w is a symplectic form, the morphism b is also an isomorphism
and its inverse is denoted by £ = b1

Hamiltonian systems

Definition 1.1.5. A regular (resp. singular) symplectic (resp. presym-
plectic) Hamiltonian system is a triple (M,w,~y) where (M,w) is a sym-
plectic (resp. presymplectic) manifold and ~ is a closed 1-form called the
Hamiltonian 1-form of the system.

Taking into account Poincaré’s Lemma, for every p € M, there exists an
open neighbourhood U of p and a function h € C*(U) such that |, = dh,
called the local Hamiltonian function of the system. If the Hamiltonian
1-form y is exact, then there exists a function h € C*°(M) such that v = dh.
In this case we say that h is the global Hamiltonian function of the
system.

Given a symplectic Hamiltonian system (M,w, ), there exists a unique
Hamiltonian vector field vector field X, € X(M) such that

(X)) =ix,w="y (1.1)

or, equivalently, X} = fi(7). Consider a canonical chart (U, ¢’, p;) and let X
be an arbitrary vector field on M, whose local expression in this chart is

X|, = Aiaii + Bia%i.
Imposing that X must satisfy (L.1)), which in coordinates looks like
i (Aiaaqi + BZ%) (dg' Adp;) = g;i dg’ + g;zdpm
we get that
B —_ Ooh
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Hence, the local expression of the Hamiltonian vector field in a canonical

chart is
~Oh 0 oh 0
" Opidg g Opi
In case the form w is presymplectic, equation may not have a solution
defined on the whole manifold M, but just on some points of M. In this case
we can use a constraint algorithm in order to find a submanifold N — M
such that equation has solutions in the submanifold N, if possible. We
will see these algorithms later on in the second chapter of this work.

1.1.2 Autonomous Lagrangian mechanics

In this subsection we will give a brief presentation of the canonical structures
in the tangent bundle of a manifold M. For more detail on this subject see
[1] and [2].

Let ) be an m-dimensional manifold. Consider the bundle T'Q) as our
phase space. Recall that in the tangent bundle we have the vertical endo-
morphism and the Liouville vector field whose coordinates in a natural
chart of coordinates of T'Q) are

J = ® dg’

0
ov'

ovt
A =’

where (¢*,v") are the canonical coordinates on T'Q.

We want to make the tangent bundle T'Q) into a symplectic manifold. In
order to do this we consider a Lagrangian function £: T'() — R. Using
this Lagrangian function we can construct the Poincaré-Cartan forms. First,
consider the 1-form 0, € QY(T'Q) defined by

O =dLo J

Now we can define the Poincaré-Cartan 2-form w, € Q*(TQ) as w, = —df,.
Notice that the 2-form w, is closed. The matrix of w, is

O*L B O*L 0*L
d¢giovt  Oq¢idvi  Qvidvi
B 0*L 0

oviovI
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It is important to note that the 2-form w, is nondegenerate if and only if the

82
matrix ( 500 j) is non singular. This motivates the following definition:
v'ov

Definition 1.1.6. A Lagrangian function L is said to be regular if the form
we 18 nondegenerate.

Proposition 1.1.7. A Lagrangian function is reqular if and only if the ma-
i 0?L , maul
riT —— | is non singular.

ovtovi I

If the Lagrangian is regular, then w, is symplectic and thus we can con-
sider the isomorphism

be: X(TQ) — QNTQ)
X — ixWe.

with inverse fiz = b, '.
Given a Lagrangian function £, we can define the energy function E,
as the function

Er = A(L) - L.

With this last definition we can write the equation
b[;(XL) = iX£w£ = dEg. (1.2)

It can be seen that if the Lagrangian L is regular, there exists a unique
solution X, of equation (|1.2)) and it is a second order differential equation,
i.e., it satisfies the condition J X, = A.

Proposition 1.1.8. If L is reqular, there exists a unique solution X, of
equation and it is a second order differential equation, i.e., it satisfies
the condition JX; = A. Moreover, its integral curves are the solutions to
the Euler-Lagrange equations

oL d

oo — —

oq* dt|,

<6£.oo'4>:0, 1< <m.
o’

Hence, equation ([1.2)) is just a geometric version of the Euler-Lagrange
equations.
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1.2 Nonautonomous Hamiltonian and Lagrangian
mechanics

In this section we will consider the case of time-dependent mechanics. Some
references on this subject are [I], [4] and [5].

1.2.1 Nonautonomous Hamiltonian mechanics

As in the case of autonomous Hamiltonian systems, we will begin introducing
the geometric tools needed in order to give an intrinsic description of the
problem. We wil begin with a brief introduction to cosymplectic geometry.

Cosymplectic geometry

The main object of study of cosymplectic geometry are cosymplectic mani-
folds, which are somehow an odd-dimensional counterpart of symplectic man-
ifolds. Some references on cosymplectic and precosymplectic geometry are
[1] and [4].

Definition 1.2.1. Let M be a smooth manifold of dimension 2m + 1 and
w e (M), n € QYM) be closed differential forms. If w and n are such
that rankw = 2r and w"™ An # 0 we say that the triple (M,w,n) is a pre-
cosymplectic manifold of rank 2r. If, in addition, w™ A n # 0, we say
that (M,w,n) is a cosymplectic manifold.

Let (M,w,n) be a cosymplectic manifold. From the definition it is clear
that M is orientable as w™ A 1 is a volume form. Consider the following
morphism between C* (M )-modules

b: X(M) — QY M) (1.3)
X  — ixw+ (ixn)n. '
It is clear that b is an isomorphism and we will denote its inverse by # = b1,

Remark 1.2.2. Notice that if M s a precosymplectic manifold, this mor-
phism b is also defined but it is no longer an isomorphism.

Now we define the characteristic distribution of w as

kerw ={v € TM |i,w = 0}.



1.2. NONAUTONOMOUS MECHANICS 11

Since rank w = 2m, it is clear that ker w has dimension 1. Hence, there exists
a unique vector field R called the Reeb vector field such that

iRw = 07 an =1.

Notice that the Reeb vector field is R = #(n). As in the case of symplectic
manifolds, we also have a Darboux’s Theorem that ensures the existence of
canonical charts.

Theorem 1.2.3 (Darboux’s Theorem for cosymplectic manifolds). Let (M, w,n)
be a cosymplectic manifold. Then, for every x € M there exists a local chart
U,t, ¢, p;), i=1,....m, with x € U such that

Nl = dt, wly = dg' A dp;.
Such a chart is called a Darbouz or canonical chart.

Proof. The proof of this theorem can be found in [1]. [

9

In Darboux coordinates, the Reeb vector field is expressed as R = 7,

Example 1.2.4. Let () be an m-dimensional smooth manifold. Consider the
manifold R x T*Q with coordinates (t,q', p;) and the projection m: RxT*Q —
T*Q. The manifold (R x T*Q, 7w, dt) is a cosymplectic manifold.

In case the manifold M is precosymplectic, we have the following Dar-
boux’s Theorem.

Theorem 1.2.5 (Darboux’s Theorem for precosymplectic manifolds). If
(M,w,n) is a precosymplectic manifold of rank 2r and dimension 2m + 1,
there exists a coordinate neighbourhood U at each point x € M with local
coordinates (t,q',p;,u®), 1 <i<r1<s<2m—2r, such that

Nl = dt, wly = dg’ A dp;.
Such a chart is called a Darboux chart or a canonical chart.

Now let M be a precosymplectic manifold of rank 2r. Then, there exists
a vector field R € X(M) such that

z’Rw = 0, ZRU =1.
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In fact, consider a partition of unity (U,, ¢,) on M such that (U, t.,q", p*, us)
where 1 < <7r, 1 <s<2m—2risa Darboux chart on M. Then the local
vector field

satisfies
iRaw - 07 ZRan - 1

Using the partition of unity, we can define global vector fields 75& as follows:

~ ) oa(@)Ra() if 2 € U,
Rale) = {o if @ ¢ U,

Now we can construct a global vector field R =) R, that satisfies
iRw = 0, ZR’O = 1.

However, in the case of a precosymplectic manifold, the vector field R is not
unique.

Hamiltonian systems

Definition 1.2.6. Let (M,w,n) be a cosymplectic manifold (resp. precosym-
plectic manifold) and v € QY(M) be a closed form called the Hamiltonian
1-form. Then, (M,w,n,v) is called a cosymplectic Hamiltonian sys-
tem (resp. precosymplectic Hamiltonian system).

As in the autonomous case, in virtue of Poincaré’s Lemma, we can put
vl = dh for some h € C>(U) for every coordinate neighbourhood U of M.
If, in addition, the 1-form 7 is exact, we can put v = dh for some h € C*(M).

Now given a cosymplectic Hamiltonian system (M, w,n, ), there exists
a unique vector field X; € X(M), called the evolution vector field that
satisfies the equations

O(Xn) =7+ (1 —=v(R))n, (1.4)
Z.th - 17
which can also be written as
Z.th =1.
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In order to write these equations in a more compact form, we can define
the 2-form Q € Q*(M) as

Q=w+vAn.
Using this form €2, we can write equations (1.4]) in the form

{iXhQ =0 (1.6)

ith =1.

Consider a canonical chart (U, t, ¢, p;) and let X be an arbitrary vector field
on M, whose local expression in this chart is

o .0 )

X, = A

Imposing that X must satisfy the system of equations ((1.5]), which in coor-
dinates looks like

| | ho. o oh
i A2+B%a +C¢i (dq’/\dpi)za»dqzﬂLa
qi Op;

. dpi,
ot g " 'op, P

0 -0 0
| A=+ B'— i— =1,
i\ 43, + ¢ +C o, (dt)
we get that
A=1,
g
Ip;
o _ Oh
[ 8ql

Hence, the local expression of the evolution vector field X} in a canonical
chart is

9 0h 0 Ok
ot Op;0¢t  Oq' Op;

Xh’u =

Remark 1.2.7. Notice that if the Hamiltonian function h is time-independent,

i.e., R(h) = 3¢ =0, we recover equations (L1)) of the autonomous case.
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1.2.2 Nonautonomous Lagrangian mechanics

In this subsection we generalize the autonomous Lagrangian systems to
nonautonomous Lagrangian systems. We will briefly present the canonical
structures of the manifold R x T'Q). More information on this matter can be
found in [1] and [12].

Consider an m-dimensional smooth manifold (). In the autonomous case
our phase space was the tangent bundle 7'Q). Hence, in the nonautonomous
case we will use the product manifold R x T'QQ. We will denote by A the
Liouville vector field on R x T'Q) which has local expression on an adapted

chart
0
ovt’

We shall consider the extension of the vertical endomorphism J in an obvious
way to R x T'() which we denote by J and it has the same local expression

J = g ®dq'.

A = '

Definition 1.2.8. A vector field X € X(RxTQ) is a second order partial
differential equation if

ixn=1,  J(X)=A.

Consider a time-dependent Lagrangian function £: R x T'Q) — R. Using
the vertical endomorphism .J we can construct the forms 0., w, as

95 =dLoJ and Wr = —d9£.

With these forms we can write the equations

{iXQ‘ =0, (1.7)

ixdt = 1,
where Q0 = w,+dE; Adt is the Poincaré-Cartan 2-form, or equivalently,

ixwe = dE, + 2£dt,
ixdt = 1.

We say the Lagrangian is regular if the matrix (92£/9v'0v7) is nonsingular.
If this is the case, (€., dt) is a cosymplectic structure on R x 7'Q) and hence
equations (1.7) have a unique solution X.
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Proposition 1.2.9. Let L be a time-dependent Lagrangian on R x T'Q) and
X € X(RxTQ) the vector field solution of (1.7)). Then, X is a second order

partial differential equation and its integral curves a are solutions of

oL d (oL N _,
ag T at\avi °Y) T

which are called the Fuler-Lagrange equations for the time-dependent
Lagrangian L.

However, we are interested on those Lagrangians which are not regular.
We call these Lagrangians singular Lagrangians. In this case we cannot
assure uniqueness nor even existence of global solutions for the system. How-
ever, sometimes we can find a submanifold N < M where we have existence
(but not necessarily uniqueness!) of global solutions. This is what we will be
dealing with in the next chapter.

1.3 k-symplectic formulation of classical field
theories

The k-symplectic formulation of classical field theories is the simplest way
of generalizing the symplectic formulation of classical mechanics. In this
section we will see how to extend this formalism to the cases of Hamiltonian
and Lagrangian field theories. It was introduced by A. Awane in 1992 [3].
See also [12] for details.

1.3.1 k-symplectic geometry

This first subsection is devoted to introducing k-symplectic manifolds, which
are a natural generalization of symplectic manifolds.

Definition 1.3.1. Let M be a smooth manifold. Suppose dim M = m(k+1).
Let w!,...,w"* be a family of closed 2-forms on M and let V be an integrable
distribution of dimension mk such that

(1) Wy =0, for 1 <a <k,

(2) ﬂ];:l kerw® = {0}.
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In this case, (M,w", ... ,w* V) is a k-symplectic manifold.
On the other hand, in the degenerate case, we have the following defini-
tion:

Definition 1.3.2. A k-presymplectic manifold is a family (M,w!, ... w")
where M is a manifold of dimension m(k+ 1) and the w* are closed 2-forms
on M.

Remark 1.3.3. In the case k = 1, a 1-symplectic (resp. 1-presymplectic)
manifold (M,w') is a symplectic (resp. presymplectic) manifold

In the case of k-symplectic manifolds we have also a Darboux’s Theorem
that assures us the existence of some particular local coordinates.

Theorem 1.3.4 (Darboux’s Theorem for k-symplectic manifolds). Let (M,w?, ...

be a k-symplectic manifold. For every x € M we can find a local chart
U, ¢, p*), 1<i<m, 1 <a<k suchthat x €U and

w® = dg" A dpf
for every 1 < a <k, and
V:<i,1§i§m,1§a§k>.
opi?
Proof. The proof of this theorem can be found in [3]. [

It is an open problem to find necessary and sufficient conditions to a
k-presymplectic manifold in order to assure the existence of Darboux coor-
dinates.

Example 1.3.5. The main example of k-symplectic manifold is the so-called
cotangent bundle of k'-covelocities of an m-dimensional manifold Q:

* * k *
(1) Q=TQdq - ®oT°Q.
We can endow (T})*Q with a k-symplectic structure using the natural pro-

jections
k,a

(T3)'Q— ™Q




1.3. K-SYMPLECTIC FORMALISM 17

by defining the forms 0*,...,0% € QL(T}H)*Q) as

6% = (7h)*g,
and the 2-forms w',...,w"* as
w® = —do*,
or equivalently as w® = (7%)*w, where 0,w are respectively the Liouville

1-form and 2-form of the cotangent bundle T*Q). It is an easy exercise to
check that taking V = ker(n"®)., we have that ((T})*Q,w?,...,w* V) is a
k-symplectic manifold.

1.3.2 k-vector fields and integral sections

In this subsection we introduce the concept of k-vector fields and we shall dis-
cuss what integrability means in the case of k-vector fields. These notions will
be of great importance when talking about k-symplectic and k-cosymplectic
field theories.

Let M be an m-dimensional smooth manifold. Consider its tangent bun-
dle 7: TM — M. Now consider the tangent bundle of k!-velocities
defined as the Whitney sum

TIM = TM @y -~ @y TM.

with the canonical projection 7%: T} M — M.

Definition 1.3.6. A k-vector field X on M is a section of the projection
7*. We will denote by X*(M) the set of all k-vector fields on M.

Notice that using the diagram

T M

Xa

M TM

we can decompose every k-vector field X as X = (X,..., X)) where X, €
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Definition 1.3.7. Let X = (Xy,...,Xy) be a k-vector field on a smooth
manifold M. An integral section of X passing through p € M is a map
©: U CR¥ — M, such that 0 € U and such that

(1) 4(0) =,
(2) @.(@) (%] ) = Xalp(a))

for every x € U and for all 1 < a < k.

1.3.3 k-symplectic Hamiltonian formalism

Definition 1.3.8. Let (M, w?, ..., w* V) be a k-symplectic manifold and let
v € QY M) be a closed 1-form which will be called the Hamiltonian 1-form.
Then, we say that (M,w!, ..., w* V,v) is a k-symplectic Hamiltonian
system.

Given a k-symplectic manifold M, we can define the C*°(M )-module mor-
phism
e XK(M) — QY (M)
U, (1.8)
X — ix,W

where X = (X7, ..., Xj). It can be checked that this morphism b is surjective.
Consider the equation

(X)) =ix w* =7. (1.9)

Consider an arbitrary k-vector field X = (X,) € X*(M), which in a canonical
chart is expressed as

Imposing equation (|1.9)), we get the conditions

oh

= (A.)°
8]7? ( Oé) ’
Ooh

8q" = Zg:1<35)f7

with 1 <4 <mand 1 < a < k. We will denote by X¥(M) the set of k-vector
fields of M which are solution of equation (|1.9)).
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Remark 1.3.9. Notice that in the k-symplectic case, the existence of solu-
tions of 15 guaranteed, although in general we do not have uniqueness
of solution. On the other hand, in the k-presymplectic case, we do not even
have assured the existence of solutions. Later on, we will show an algorithm
that allows us to find (if possible) a submanifold N — M where we can at
least assure the existence of solutions.

1.3.4 k-symplectic Lagrangian formalism

Consider the manifold T}!@. Extending the case of the tangent bundle, we
have a canonical k-tangent structure in T} Q given by a family (J%,..., J*)
of (1,1)-tensor fields on T;'@. The local expression of J* in a canonical chart
of T}Q is
0 .
Ja = = d ’L.
’Z/{ avg ® q

We can also construct a Liouville vector field A which has local expression

A:ZZ%&,&‘

i=1 a=1

Given a Lagrangian function £: T!@Q — R, in a similar way as in Lagrangian

mechanics, the k-tangent structure allows us to define k 1-forms 6%, ... 0%
as

0y =dLo J
Using these 1-forms, we can define a family wf, . .., wk of presymplectic forms
on T}Q by

we = —d;.

Definition 1.3.10. We say that a Lagrangian function L: T}Q — R is
reqular if (wk,...,wk V) is a k-symplectic structure on TQ where

0 0
V:keI'(Tk)* = <W7’8U_m>
1 k

Proposition 1.3.11. A Lagrangian function £ on T} Q is reqular if and only

if the matrix
( o )
OvE, 0y,

1s reqular.
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In the same way that we did in the Hamiltonian case, given a Lagrangian
function £: T}Q — R, we consider the manifold 7}'@Q endowed with the 2-
forms wk, ..., wk which in the case £ is regular give T} Q) the structure of a
k-symplectic manifold. Using the function £, = A(L) — L, we can write the
equation

ix,we = dE;. (1.10)
We denote by X% (TQ) the set of solutions of equation ((1.10)).
Theorem 1.3.12. Let L: T}Q — R be a Lagrangian function and X =
(X1,...,Xg) € XH(TEQ). Then,

(1) If L is reqular, then we have that J*(X,) = A, for every 1 < a <
k. In other words, X 1is a second order partial differential equation.
Moreover, if o: RF — TLQ is an integral section of X, then the map

¢ =T1Fo1: RF = Q is a solution of equations
oL Lo (oc

. . i —0, 111
3(]1 ) ; or® . <8U& d)(l)(x)) ( )
where ¢V denotes the first prolongation of ¢: RF — Q.

(2) If X = (X1,...,Xy) is integrable and ¢V: R¥ — TLQ is an integral
section of X then ¢: R¥ — Q is a solution to equations (1.11]).

The differential equations (|1.11]) are the Euler-Lagrange Field Equa-
tions for the Lagrangian system (7} Q, £).

Remark 1.3.13. Notice that if we put k = 1, equation becomes the
FEuler-Lagrange equation of Lagrangian mechanics. An important difference
between the case k > 1 and the case k = 1, is that in the case k > 1 we
cannot assure the uniqueness of solutions.

¢<1> (x

1.4 k-cosymplectic formulation of classical field
theories

In this section we present the nonautonomous counterpart of k-symplectic
field theory. k-cosymplectic field theory generalizes k-symplectic field theory
in the same way as cosymplectic mechanics generalize symplectic mechanics.
Some references on k-cosymplectic geometry and k-cosymplectic field theory
are [10], [11] and [12].
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1.4.1 k-cosymplectic geometry

Definition 1.4.1. Let M be a manifold of dimension k(m + 1) +m. A k-
cosymplectic structure on M is a family (n®,w*,V;1 < a < k), where
each n® is a closed 1-form, each w® is a closed 2-form and V' is an integrable
mk-dimensional distribution on M satisfying

(1) Bt A+~ Ak £0, %y =0, w* . =0,

(2) (ﬂ’;:l ker 17"‘) N <ﬂ§:1 kerwa) = {0}, dim (ﬂZ:1 ker wa> = k.
Then, (M,n* w®, V) is said to be a k-cosymplectic manifold.

In particular, if £ = 1, then dim M = 2m+1 and (n', w!) is a cosymplectic
structure on M.

Definition 1.4.2. Let (M,n* w®, V) be a k-cosymplectic manifold. Then
there exists a family of k vector fields {R,} which are called Reeb vector
fields, characterized by the following conditions

ir.n’ =02, ig.w’ =0.

Theorem 1.4.3 (Darboux Theorem for k-cosymplectic manifolds). Let (M,n®, w®, V)
be a k-cosymplectic manifold. Then around each point of M there exist local
coordinates (z%,¢',p?) with 1 < a < k,1 < i <n such that

fo' « « A « a 8
n* =dx°, w® =dq" A dpy, V:<a—p},...,8—M>;1 .

.....

Proof. The proof of this theorem can be found in [10]. [

These are called Darboux or canonical coordinates of the k-cosymplectic
manifold M. Given a k-cosymplectic manifold (M, n®* w®, V'), we can define
two vector bundle morphisms

b: TM — (T)*M
X — (ixw'+ (x,n)nt, . ix W0 + (ixnt)n®)
and
i TIM — T°M
X = ix,w + (ix,n%)n®
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Remark 1.4.4. Notice that b = tr(g), and hence in the case k = 1 we have
that b = b which is the b morphism defined for cosymplectic manifolds.

Example 1.4.5. Let (N, @™, V) be an arbitrary k-symplectic manifold. Then,
denoting by

it RE X N — RF, av:REXN — N

the canonical projections, we consider the differential forms

n* = mae(dz”), w = myw?,
and the distribution V in N defines a distribution V in M = R*¥ x N in a
natural way. All conditions given in Definition [1.4.1] are verified, and hence
M = RF x N endowed with the k-cosymplectic structure (n®,w®, V) is a
k-cosymplectic manifold.

The canonical model of a k-cosymplectic manifold is the so called stable
cotangent bundle of k!-covelocities of an n-dimensional manifold @

RY % (T})'Q

where (T}})*@ is the Whitney sum of &k copies of the cotangent bundle of @Q,

Le. (T))'Q=T"Q @0 " ®o T*Q.

Thus, the elements of R¥ x (T}})*Q are of the form (z, Vigs---Vk,) Where
xeRk,qEQandl/aqGTq*QWherelgagk.

In the following diagram we collect the projections we will use from now
on:

g
. RE x (T})Q — 2 (T})Q —""—~T7Q
™
™ (ﬂ'Q)l,O (”Q)l ok T

RE Rk % Q TQ

If (¢%) with 1 <@ < n, is a local coordinate system defined on an open set
U C @Q, the induced local coordinates (z%,¢",p?), 1 <i<n,1 <a <k
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on R* x (T})*U = ((WQ)l)fl (U) are given by

v(z,v1,, .. ,) = 2%(2) = 27,
qi(ﬂ?aqu: x -a’/kq) = qi(Q),

N 0
i (T, vy, v,) :V“’“<a_qi q).

Thus, R* x (T})*Q is endowed with a k-cosymplectic structure and thus
it is a k-cosymplectic manifold of dimension k + n(k + 1), and the manifold
R* x (T3})*Q with the projection (7g); has the structure of a vector bundle
over ().

On R* x (T11)*Q we can define a family of canonical forms as follows

n® = (my)"de, 0% = (19)"0 and w® = (75)w,

with 1 < a < k, being 7¢: RF x (TH)*Q — R and 75 RF x (T1H)*Q — T*Q
the projections defined by

71'?(33, Uigy - ,qu) =z, ﬂg‘(x,qu, e qu) = Vg,

and # and w are the canonical Liouville and symplectic forms on 7@, re-
spectively. Let us observe that, since w = —df, then w®* = —d6®.

If we consider a local coordinate system (z%,¢,p®) on R* x (T{)*Q, the
canonical forms 7, #¢ and w® have the following local expressions:

n® = dx®, 0* = p2dq’, w® = dq" A dp?.
Moreover, let V' = ker ((ﬂ'Q)LO)*. Then, it is easy to see that in local

coordinates the forms n* and w®, with 1 < a < k, are closed and the
following relations hold:

(1) dz' A+ Adak £ 0, dz®|, =0, Wy = 0,
(2) (ﬂzzl ker dxa> N (ﬂZ:1 ker wk> = {0}, dim (ﬂ];:l ker wk) = k.

Remark 1.4.6. Notice that the canonical forms on (T})*Q and R* x (T})*Q
are related by (T2)*.
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1.4.2 k-cosymplectic Hamiltonian formalism

Definition 1.4.7. Consider a k-cosymplectic (M,w®,n*, V) and let v €
QY(M) be a closed 1-form on M, which will be called the Hamiltonian 1-form.
The family (M,w*,n%, V,v) is a k-cosymplectic Hamiltonian system.

Let (M,w*,n* V,v) be a k-cosymplectic Hamiltonian system. We say
that a k-vector field X =(X,..., X}) € X¥(M) is called a k-cosymplectic
Hamiltonian k-vector field if it is solution of the system of equations

{ixaw“ =7 —7(Ra)n®

, (1.12)
ix,n* =05

We denote this fact by X € X¥(M). Notice that, if we put k = 1, we recover
equation (1.5)). Using the b morphism defined in the previous section, we can

write equations ((1.12)) as

{b(X) =7+ (1 —7(Ra))n (1.13)
iXﬁna = 5%.

Consider an arbitrary k-vector field X = (X,) € X¥(M), which in a canonical
chart is expressed as

0 .0 0
X, = (A))g— + (B) — + (C,)7 —, 1<a<k.
(Adsggs + (Ba) g+ ()l 5 1< as
Imposing equation (|1.12]), we get the conditions
(
(Aa>5 = 557
oh _
Ao Ba Za
o (Ba) (1.14)
h
aql == ZZ:I(O,B)f?
(

where 1 <i<mand 1 <a<k.

These equations always have a global solution that can be defined by
pasting together local sections using an adequate partition of unity. However,
the solution, in general, will not be unique. On the other hand, in the singular
case, we will not even be able to assure existence of global solutions, but we
will be able to find (if possible!) a submanifold N < M where we will have
existence of solutions.
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1.4.3 k-cosymplectic Lagrangian formalism

Consider the phase space R¥ x T}Q. We can trivially extend the canonical
structure {J*}, from T} Q to R* x T!@Q, denoting these new tensor fields also
by J®. Their local expression is

0 )
J* = — ®dq".
ov, ©dq
In the same fashion, we can extend the Liouville vector fields A, Aq, ..., A,

from T} Q to R¥ x T1Q, and they have the same local expression. Using these
Liouville vector fields, we can define

Definition 1.4.8. A k-vector field X € X*(R* x T} Q) is a second order
partial differential equation (SOPDE) if

(1) J*(X.) = A, for every 1 < a <k,
(2) ix,n® = 0§ for every 1 < a, < k.

In a very similar way as we did in the previous chapter for the k-symplectic
approach, we can define a family of 1-forms 6%, ..., 0% € QY(R* x T} Q) from
a Lagrangian function £: R* x T}Q — R by

0y =dLo J%,
and from these 1-forms we can define the so-called Poincaré-Cartan 2-forms
wp = —dé;.

Definition 1.4.9. Let £ a Lagrangian function on R* x T}Q. We say L is
regular if and only if (dz®,w®, V) is a k-cosymplectic structure on R¥ x T} Q,
where

V = ker((mg)10)s.

Definition 1.4.10. We say that a k-vector field X of R¥ x T}Q is a k-
cosymplectic Lagrangian k-vector field if it is a solution of equations

{ixaw% = dB + 25 da”, (1.15)

ix,dz® = 89,

where E; = A(L) — L. We denote by XE(R* x TLQ) the set of all k-
cosymplectic Lagrangian k-vector fields.
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Equations are called k-cosymplectic Lagrangian equations.

Notice that if £ is regular, then (dz®, w%, V') is a k-cosymplectic structure
on R¥ x T11Q. We denote by RE the corresponding Reeb vector fields. Hence,
if we write the k-cosymplectic Hamilton equations for the system (RF x
TQ,dz* w?, L) we get

{ixaw% = dE; — RE(E.)da®, 1.16)

ix,dz® = 33,

which are equivalent to ((1.15)).

Remark 1.4.11. If we consider the case k = 1, we can see that equations

(1.15) become
ixwe = dE; + 24t
ixdt =1,

which are equivalent to the dynamical equations

iXQE - O,
ixdt =1,

where Qp = wy + dE, A dt is the Poincaré-Cartan 2-form.



Chapter 2

Constraint algorithms for
singular mechanics

This second chapter is devoted to the studying of constraint algorithms for
singular mechanical systems. It contains the constraint algorithms for sym-
plectic mechanics and cosymplectic mechanics.

2.1 A constraint algorithm for presymplectic
mechanics

In this section we will review the Gotay-Nester-Hinds algorithm for singular
symplectic mechanics [I4] and [I5]. Consider a 2m-dimensional manifold M.
Endow M with a presymplectic form w € Q?(M). Consider a Hamiltonian
I-form v € QY(M) (recall that v must be closed). Hence, (M,w,~) is a
presymplectic Hamiltonian system.

If the form w is symplectic (nondegenerate), the morphism b is an iso-
morphism and hence the equation

(X)) =ixw="r (2.1)

has a unique solution X = #(y) = b~1(v).

However, if the form w is not degenerate, we do not have existence nor
uniqueness of solutions to equation (2.1) on M. In this case, we want to find
(if possible) a maximal submanifold N < M such that equation has
global solutions X € X(IN) (not necessarily unique!). In order to do this, we

27
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can proceed in an algorithmic way adding some constraints in every iteration
to obtain a chain of submanifolds

e My = o= My — My — M,

where
Mj = {p S Mj—l | ElXp € TpMj—l such that ixpwp = ’Yp}

The first constraint submanifold M; is the set of all the points in M
where we have solutions of equation . However, these solutions are not
necessarily tangent to this new submanifold M;. Hence, we restrict ourselves
to the submanifold Ms < M; made by those points where those solutions
are tangent to M;. Again, these solutions are not necessarily tangent to M.
Hence, we iterate this procedure until we find (if it exists!) a submanifold
M; = M;_; such that dim M; > 0. If dim M; = 0, in this case, M is a set of
discrete points and the solutions have no interest. However, if dim M; > 0, we
call M, the final constraint submanifold and we have solutions X € X(M,)
of which are tangent to the final constraint submanifold M.

Proposition 2.1.1. The constraint submanifolds can be characterized by
Mj = {p € Mj—l |’L.yp’}/p = 0, \V/Y;D € kerw N TMj_l}.

This proposition allows us to compute the constraint submanifolds using
the j-ary constraint functions iy, 7, where Y, € kerw NTM;_,;

Notice that we can apply this algorithm not only to singular Hamiltonian
systems, but also,for instance, we can apply it to every singular Lagrangian
system (TQ,w,, L) if the Lagrangian is singular (if it is regular we do not
need the algorithm, because we already have existence and uniqueness of
solution).

2.2 A constraint algorithm for precosymplec-
tic mechanics

The aim of this section is to present a constraint algorithm to solve nonau-
tonomous singular mechanical systems. The algorithm we present was de-
veloped by D. Chinea et al. in 1994 [5]. There are alternative presentations
of this algorithm which are equivalent in [7] and [§].
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2.2.1 Description of the algorithm

The purpose of this section is, given a singular cosymplectic Hamiltonian
or Lagrangian system, to find a submanifold N < M such that we can
assure the existence of global solutions of the Hamilton or Euler-Lagrange
equations. Suppose for instance that we have a singular nonautonomous
Lagrangian £: R x T'() — R. This was studied by D. Chinea et al. in 1994
[5]. In this case, (Q,dt) is not a cosymplectic structure on R x 7'Q), but in
general it is not even precosymplectic. This situation leads us to define the
following model.

We suppose that there exist closed forms Q € Q*(M), n € Q(M) such
that

Q"An#0, QTPAn=0 Q2=0.

In such a case, we can deduce that 2r < rank{) < 2r + 2. Under these
assumptions, we have the following result:

Proposition 2.2.1. For every p € M, rank(}, = 2r if and only if there
exists a tangent vector v € T,M such that

1,82, =0,
17y = 1.

Proof. This proof can be found in [5]. |
Consider now the system of equations
ixQ2 =0

{?X ’ (2.2)
1xn =1,

where X € X(M). Now, taking into account Proposition [2.2.1, we can
deduce that equations (2.2]) have solution at a point p € M if and only if
rank 2, = 2r. It is natural then to take as our first constraint manifold

M, ={p € M| rank (), = 2r}.

At this point we need to suppose that M; is a submanifold of M. In this

case, we denote by j; the natural embedding M; <y M. Now it is clear
that (7)™ = 0, but it is not true in general that (j7Q)" A jin # 0 and



30CHAPTER 2. CONSTRAINT ALGORITHMS FOR SINGULAR MECHANICS

then (j;€2, jin) is not always a precosymplectic structure on M;. The only
thing that is clear is that rank(j7$2) < 2r.
Consider now the morphism b defined in ([1.3):

b: X(M) — QYM)
X — ixQ+ (ixn)n.

From Proposition [2.2.1 we can get

Proposition 2.2.2. Given p € M, the system of equations (2.2)) have a
solution v € T,M; if and only if n, € b(T,M;).

We have that rank 2 = 2r at every point of M;. Hence, there exists a
vector field X on M such that X is a solution of on M;. However,
the vector field X must be a vector field on M, i.e., for every p € M, X,
must be in 7, M; and not only on T,M. Hence, we restrict ourselves to the

submanifold M5 defined as
My ={p € My |np € b(Tp M)}

We denote by j5 the corresponding embedding Mo LN M. In this way we
obtain a vector field Y on M; solution of on My but, again, this vector
field is not necessarily tangent to M. Hence, we must iterate this procedure
and we obtain a sequence of submanifolds

e My == My — My — M,
where each constraint submanifold is defined by
Mj={pe M;|n, €0(T,M;1)}, j =2

We call this submanifold M; the j-ary constraint manifold.

This procedure can end up in three different ways. It may happen that
at some point, M, = (). In this case, the system of equations has no
solution. It may also happen that we get a submanifold such that dim M, =
0, in this case the manifold M, consists of isolated points and the dynamics
on this case have no interest. Finally, the interesting case is when there exists
[ > 1 such that M; = M;., and hence M; = M,;,; for every ¢ > 0. In this
situation we have a vector field X on M, such that

ixQ =0,
Z)(T]:l
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on M;. In this case we call M, the final constraint manifold.

Summing up, we have constructed an iterative procedure that theoretica-
lly gives us in favorable cases a final constraint submanifold. However, in this
way it cannot even be computed. Hence we will devote the next subsection
to give an alternative description of the algorithm in such a way that it will
be computable. By computable, we mean that it will allow us to explicitly
obtain the constraints at each step of the algorithm.

2.2.2 Alternative description of the algorithm

Consider a precosymplectic manifold (M,w,n) of rank 2r. Hence we have
that the 2-form w has constant rank 2r and w” An # 0. Given a 1-form
v € QY (M), we consider the 2-form

Q=w+vyAn.

This 1-form ~ takes the role of the Hamiltonian 1-form in the Hamiltonian
formulation while it represents dE, in the Lagrangian counterpart. We will
suppose that €2 is closed. This is not asking too much because if w, n and
are closed, so is €). w and 7 are closed because they are a precosymplectic
structure on M. On the other hand, both in the Hamiltonian and in the
Lagrangian cases, the form v will be exact and hence closed. Notice that
since w” # 0 and w™! = 0, we have that

Q" An#£0, QT An=0 Q=0
In addition, we suppose there exists a vector field R € X(M) such that

IRW = O,

Under all these hypothesis, we have
Proposition 2.2.3. Let v € T,M. Then we have that

1,82, = 0,
Ly =1

Wy = Yp — Vp(Rp)
17y = 1.

if and only if
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Proof. The proof of this result can be found in [5]. [ |

We have that rank w = 2r. We can construct abasis B = {e',... e, e"™ ... ¥ n,u',..
of T5 M such that in this basis,

°)

r

wp = g et Ne .

=1

Remark 2.2.4. Without loss of generality, we can assume that u*(R,) = 0,
because if u*(R,) # 0, it is enough to take u® = u® — u*(R,)n,.

Hence, the corresponding dual basis of Bis B* = {e1, ..., €, €41 ..., €2, Rp, U, ..., Usp_2,}
With all this in mind it is easy to prove

Proposition 2.2.5. There exists a tangent vector v € T, M satisfying
Wwwp = Yp = Vp(Rp) My,
11y = 1,

iof and only if
7, € (kerw, Nkern,)".

Proof. The proof of this result can be found in [5]. [ |

Taking into account Proposition [2.2.1], 2.2.3] 2.2.5] and the definition of
M given before, we have the following corollary:

Corollary 2.2.6. The first constraint manifold can also be characterized by
M, = {p € M|, € (kerw, Nkern,)’}.

The conditions
(ker w, Nkern,,,) =0,

are called primary constraints. The functions iz7y, where Z € kerw, N
ker 7, are also called primary constraints.
Now let p € M;. Consider the anihilator of b(7,M;),

(O(T,M:))" = {v € T,M | {v,b(T;,My)) = 0}
If ue T,My, v e (b(T,M))° we have that

(b)) (v) = (182 + mp(u)np) (v) = (=iu 2y + np(v)ny) (v) =0,
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and hence,
(b(Tle))O = {v € T,M | (T, M1, —i, 82, + mp(v)mp) = 0}
And now, defining the cosymplectic orthogonal of T),M; as
(T,My)* = {v € T,M | (T, My, —i,Q, + n,(v)n,) = 0},
we can deduce that
(T, My) = (T,M1)*)°.
With all this, we have already proved

Proposition 2.2.7. The constraint submanifold My can be characterized as
My = {p € My |n, € (T,M)")°} = {p € My | ((T,M)",n,) = O}.

We will call the conditions ((7,M;)*,n,) = 0 secondary constraints.
The functions i,n, where v € (T,M;)* will also be called secondary con-
straints. Now, iterating this procedure we obtain the following.

Proposition 2.2.8. The (j+1)-ary constraint manifold can be characterized
as

M1 = {p € M;|n, € (T,M;)")°} = {p € M; [ ((T,M;)*,n,) = 0},
where
(T,M;)* = {v € T,M | (T,M;, —i,, + n,(v)n,) = 0},
for every 5 > 2.

We call the conditions ((7},M;)*,n,) = 0 (j + 1)-ary constraints. The
functions 4,7, where v € (T,M;)*, are also called (j + 1)-ary constraints. We
are going to close this subsection giving an alternative proof of the existence
of solutions in the case the algorithm ends on a final constraint submanifold
M.

Proposition 2.2.9. Suppose that the constraint algorithm ends in a sub-
manifold My, then the system of equations

x$2 =0,

{?X (2.3)
ixn =1

possesses solutions tangent to My, if and only if
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Proof. First we suppose that there exists a vector field X € X(M},) such that
the system of equations (2.3)) holds on Mj. Now, given v € (T,,My)*,

0= (=02 +n(v)n)(Xp) = n(v).

Conversely, let us suppose that ((T'My)*, 1) = 0. Hence, n|,, € ((TM;)")° =
b(T'My). Then, there exists a vector field X € X(Mj) such that b(X) =
ixQ + n(X)n = n. Hence, we have that ixQ2 = 0 and ixn = 1, since
rank Q = 2r on M. [ |

It is important to point out that this previous result holds for any sub-
manifold N — M. Actually, given a submanifold N of M, there exists a
solution of the system (2.3) on N if and only if

(TN)*,n) =0,
where
(TN)* ={veTM|(TN,—i,Q + (i,n)n) = 0}.

Taking into account what we just pointed out, we could ask ourselves if
the final constraint submanifold M, obtained with the constraint algorithm
is maximal. This is what states the following theorem.

Theorem 2.2.10 (Maximality of the final constraint manifold). Given a

submanifold N 25 M and a vector field X € X(N) solution of (2.3) on N,
then we have that j(N) C M.

Proof. The proof of this result can be found on [5]. [ |

2.2.3 Constraint algorithm for degenerate time-dependent
systems

Now that we have the general algorithm for a precosymplectic manifold, it
is time to apply it in the particular cases of singular nonautonomous Hamil-
tonian and Lagrangian systems.

Hamiltonian systems

Consider a presymplectic manifold (M,w) of rank 2r. Now we can take
the product manifold R x M with the nonautonomous Hamiltonian function
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h: R x M — R. With all this we can construct the precosymplectic Hamil-
tonian system (R x M, ), dt, h) where Q = w + dh A d¢, because it is easy to
check that

Q"Adt£0, QT Adt=0, QT =0,

and thus we have that 2r < rank ) < 2r 4+ 2. Moreover we have that

In this situation, we can apply the algorithm described before in order to
obtain a sequence of constraints submanifolds

cee e My My — My — R x M,
defined by
M, = {p € R x M| (kerw, Nkerd,t,d,h) = 0},
My = {p € M; | ((T,M))", dyt) = 0},
where

(T,M;)*" = {v € T,(R x M) [(T,M;, iy + (iudpt)dyt) =0}, j > 1.

Lagrangian systems

Now let us consider a degenerate nonautonomous Lagrangian £: Rx7T'(Q) — R
and suppose that (w., dt) is a precosymplectic structure on Rx7'Q). Moreover
9 € X(R x TQ) is a global vector field satisfying

In this case, we can apply the constraint algorithm described before to
obtain a sequence of submanifolds

vy Py Py PP R X TQ,
defined as
P ={peRxTQ|kerwg, Nkerdyt,d,E,) =0},
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Pj-l-l = {p € PJ ‘ <(Tij)l’dpt> = 0}’

where

(Tij)l ={v e T,(RxTQ)|(T,F;, —1iScp + (iydpt)dyt) = 0}, Jj=1



Chapter 3

Constraint algorithms for
singular field theories

In this chapter we present the algorithm developed by X. Gracia en al. in 1994
to find in favorable cases a final constraint submanifold for k-presymplectic
field theories. We also develop an analogous algorithm for the nonautonomous
counterpart: k-precosymplectic field theory.

3.1 A constraint algorithm for k-presymplectic
field theories

The algorithm described in Section can be generalized to k-presymplectic
field theories [16]. In this section we will focus on the techniques used to do
it, as these are the same techniques we will use to generalize the algorithms
in [5], [7] and [§] to the case of k-precosymplectic field theories.

Definition 3.1.1. A k-presymplectic Hamiltonian system is a family
(M,w*,~) where (M,w®) is a k-presymplectic manifold and ~y is a closed
1-form called the Hamaltonian 1-form.

Consider a k-presymplectic Hamiltonian system (M, w®,~y). We consider
the Hamilton equation
(X)) =ix,w* =7, (3.1)

where X = (Xi,...,X}) € X¥(M). If the system was k-symplectic, the
morphism b: X*(M) — Q' (M) defined in ((1.8)) would be surjective and hence

37



38CHAPTER 3. CONSTRAINT ALGORITHMS FOR SINGULAR FIELD THEORIES

we would have existence (not uniqueness) of global solutions of equation ({3.1J).
However, this is not always the case, and we do not have the existence of
global solutions assured. We will try to find a submanifold N — M where
we can assure the existence of global solutions.

Given a k-presymplectic Hamiltonian system (M,w®,) we want to find
a submanifold N < M and k-vector fields X = (X1,..., X;) € X*(M) such
that equation holds on N and such that X" is tangent to N (which is
the same as asking X1, ..., Xy to be tangent to N).

Before we begin the description of the algorithm we need to introduce
some concepts. Given a submanifold N C M we can extend the natural
embedding j: N < M to Tfj: TIN — TIM in a natural way. We will
denote its image as Ty N = T j(TIN) C T M.

Using the morphism b previously defined, we denote by (T'N)* the an-
nihilator of the image of T} N by b:

0 . o
(TN)* = ((TEN)) = {X, € TM | for all (¥, Y,,) € TN, (i(¥,, ), X)) = 0}

We say that (T'N)* is the k-presymplectic orthogonal complement
of TIN in T M. Tt is easy to check that in the case N = M,

k
(TM)*: = ﬂ ker w®.
a=1

The following theorem will allow us to use the algorithm to do computa-
tions in particular cases.

Theorem 3.1.2. Let N < M be a submanifold. Then, the following condi-
tions are equivalent:

(1) there exists a k-vector field X = (X1, ..., Xy), tangent to N, such that
Ix, W™ =17.
(2) for every p € N and every Y, € (T,N)*, we have that

iyp’yp =0.

Proof. The proof of this result can be found in [16]. [ |
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Now we are ready to use the preceeding result to describe an algorithmic
pr