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Abstract—In this letter, we study the performance of Network
Coding (NC)-aided cooperative communications in large scale
networks, where the relays are able to harvest energy emitted by
wireless transmissions. In particular, we derive theoretical expres-
sions for key network performance metrics, i.e., the probability
of successful data exchange and the network lifetime gain. The
proposed analytical expressions are verified via extensive Monte
Carlo simulations, demonstrating the potential benefits of the
energy harvested by the wireless transmissions.

Index Terms—Bidirectional Cooperative Networks, Network
Coding, Energy Harvesting, Stochastic Geometry

I. INTRODUCTION

THE incorporation of Network Coding (NC) [1]–[4] in
bidirectional cooperative networks leads to significant

capacity improvement by enabling the relays to process the
incoming data (using the XOR function) before forwarding
them to the respective destinations. However, the relay nodes
are often powered by limited capacity batteries. Therefore,
their lifetime is a crucial performance metric [5] that should
be also considered.

The limited lifetime of the nodes in Wireless Sensor Net-
works (WSNs) motivated researchers and system designers to
study the application of Energy Harvesting (EH), allowing the
increase of the network lifetime by collecting energy from
various sources (e.g., solar, wind, etc.). However, in cases
where the aforementioned sources are not available, it is still
possible to harvest energy from the electromagnetic radiation
(EMR) of the transmissions in the network [6]. Furthermore, as
technology evolves, the number of wireless devices constantly
increases, creating large scale networks. The nodes of these
networks interfere to each other while, at the same time,
contribute to the EMR energy that can be harvested.

To that end, Stochastic Geometry [7] can be applied to study
both the network performance and the lifetime gains offered
by EMR EH. To the best of our knowledge, only two works
study the impact of EMR energy harvesting in large scale
networks [8], [9]. Both works consider direct communication
scenarios and give useful insights on the potential benefits of
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the EMR EH technology. However, they do not characterize
the performance of general cooperative networks. In addi-
tion, the analysis is made under assumptions that are either
not applicable in WSNs or based on specific physical layer
configurations. More precisely, [8] assumes power adaptation
capabilities for the nodes and, in [9], closed-form expressions
for the network metrics are provided only for a particular value
of the path loss exponent.

In this paper, we consider a large scale two-way NC-
aided cooperative network, where the relays have EMR EH
capabilities, in order to be able to assist the sources to
exchange their data for longer time periods. Our contribution
can be summarized as follows: i) we provide a closed-
form expression for the lower bound of the probability of
successful data exchange (which is an end-to-end Quality of
Service (QoS) metric) for every path loss exponent, and ii)
we theoretically express the lifetime gain thanks to the usage
of EMR harvesting at the relays. The provided closed-form
expressions can be applied in QoS optimization problems with
energy lifetime constrains (or vice versa) [10], for bidirectional
cooperative networks.

The rest of the paper is organized as follows. Section II
describes the system model. Section III presents the theoretical
analysis for the successful message exchange and the network
lifetime. Section IV includes the model validation and the
experimental results. Finally, Section V concludes the paper.

II. SYSTEM MODEL

We consider a large scale network consisting of two sets
of sources S1 and S2 in saturated conditions that exchange
messages with the assistance of relays R. All nodes are as-
sumed to be moving on the same Euclidean plane and they are
represented by three independent homogeneous Poisson Point
Processes (PPPs), a sensible approach for wireless networks
[7] [8]. The sources S1 are described by the PPP ΦS1 =
{x1, . . . , xi}, where xi, ∀i ∈ N, denotes the location of the S1

source s1i. ΦS1
has an intensity λ1, which corresponds to the

average number of points per area unit. Accordingly, the PPP
ΦS2

= {y1, . . . , yj} with intensity λ2 represents the location
yj , ∀j ∈ N, of the S2 source s2j and ΦR = {z1, . . . , zk},
∀k ∈ N, with intensity λR, the location zk of the relay rk.

All nodes are assumed to be equipped with single-input-
single-output transceivers and the sources (S1, S2) have iden-
tical capabilities. Moreover, all nodes are powered by a battery
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Fig. 1. Communication phases: a) Slot 1 (S1 → R), b) Slot 2 (S2 → R),
c) Slot 3 (R NC−−−→ S1, S2)

with initial energy level LI . In addition, the relays are capable
of EMR EH using a separate EMR Harvesting System (EHS)
with a rectifying antenna (rectenna), which is a special type of
antenna that is used to convert RF energy into direct current
electricity with efficiency ε [11]. A relay is able to harvest the
EMR energy that emits from the transmissions of the sources,
of the other relays and of its own transmissions.

The time is divided into m “communication periods” Tm,
where m ∈ N. Each communication period consists of three
time slots of duration ts. In the first time slot, each source s1i is
transmitting its message to the closest relay rk, as depicted in
Fig. 1(a). The rest of the sources are considered as interference
for the relay that is trying to decode the message of its
associated S1 source. At the same time, the EMR received
by the relay due to the transmissions of all S1 sources is
harvested by the EHS. In the second time slot, the S1 sources
are idle and each S2 source s2j is transmitting its message
to the closest relay, as depicted in Fig. 1(b). Again, the rest
of the S2 sources are considered as interference at the relay,
which at the same time harvests the incoming energy. Finally,
in the third time slot, illustrated in Fig. 1(c), each relay that
has received and successfully decoded the messages from its
closest S1 and S2 sources is helping to the exchange of the
messages by broadcasting the NC message to the two sources.

For our analysis, without loss of generality, we assume
that the respective receiving node in each slot is located at
the origin (Slyvnyak’s theorem [7]). The received power at
a node located in a distance d from the transmitting node is
Pthd

−α, where Pt is the transmission power of the nodes,
α > 2 is the path loss exponent and h is the square of the
amplitude fading coefficient (i.e., the power fading coefficient)
that is associated with the channel between the nodes. We
also assume that the fading coefficients are independent and
identically distributed (i.i.d.). Moreover, the amplitude fading√
h is Rayleigh with a scale parameter σ = 1, hence h is

exponentially distributed with mean value µ = 1. A message
is considered to be successfully decoded at a receiver when its
signal-to-noise-plus-interference ratio (SINR) from its nearest
transmitter is higher than a threshold γ; otherwise the message
is dropped. The SINR of a mobile node located at the origin
at a distance d from its associated transmitter is defined as

SINR =
Pthd

−α

Id +N
, (1)

where the interference is defined as Id =
∑
x∈Φ Pthxx

−α and
N is the additive white Gaussian noise power that is modeled
as a constant zero mean Gaussian Random Variable (RV).

III. QOS AND LIFETIME ANALYSIS

In this section, we provide the theoretical derivations of
two important metrics for the network performance: i) the

probability of successful data exchange between two nodes,
and ii) the lifetime gain thanks to the EMR EH.

A. Successful message exchange probability

The end-to-end QoS metric of our interest is the probability
of successful message exchange, denoted as pex. This metric
is written as

pex = pact pnc = (ps1→r ps2→r)(pr→s1 pr→s2), (2)

where ptx→rx, with tx, rx = {s1, s2, r}, is the probability
that the receiver rx will decode successfully the message
from transmitter tx, pact = ps1→r ps2→r is the probability
that the relay is active during the third slot (i.e., the relay
has successfully received the messages in the first two slots),
and pnc = pr→s1 pr→s2 is the probability that the sources
have successfully received the network coded message from
the relay in the third slot.

Eq.(2) suggests that the probability of successful message
exchange depends exclusively on the probability of successful
decoding of each individual transmission. Thus, we will apply
the analysis for the probability of successful decoding ptx→rx
at one random receiver node and, then, we will adjust accord-
ingly the parameters for the nodes of type S1, S2 and R. To
that end, the probability of successful decoding is defined as

ptx→rx = Pr(SINR > γ) = Pr
(
Pthd

−α

Id +N
> γ

)
(a)
=

∫ ∞
0

∫ ∞
0

Pr
(
h >

tα1 γ(t2 +N)

Pt

)
fd(t1)fId(t2)dt1dt2

(b)
= Ed

{
EId
{

exp

(
− tα1
Pt
γ(t2 +N)

)}}
(c)
= Ed

{
LId
(
tα1
Pt
γ

)
exp

(
− tα1
Pt
γN

)}
, (3)

where Eq.(3a) follows from the independence of the RVs d
and Id with probability density functions (PDFs) fd and fId
and Eq.(3b) follows from the cumulative distribution function
(CDF) of an exponential RV with unit variance. Finally,
Eq.(3c) follows from the definition of the Laplace transform.
More specifically, by following the guidelines of [7, 5.1.7] and
after some algebra, the Laplace transform of the PDF of Id
caused at a receiver can be expressed as

LId(s) = exp

(
− 2λπ2(Pts)

2
α

α sin(2π/α)

)
. (4)

By substituting Eq.(4) in Eq.(3c), we may write

ptx→rx = Ed
{

exp

(
− 2λπ2(tα1 γ)

2
α

α sin(2π/α)
− tα1
Pt
γN

)
︸ ︷︷ ︸

f(t1)

}
.(5)

Note that, ptx→rx yields a closed-form expression only for the
particular case of α = 4 [12]. To overcome this limitation, we
employ Jensen’s inequality in order to provide a lower bound
for the probability of successful decoding for every α > 2 by
using the expected value of the distance to the nearest node.
Since the exponential function is convex, we can apply Jensen
inequality on Ed{f(t1)} given by

f(Ed{t1}) ≤ Ed{f(t1)}. (6)
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The PDF of the distance to the nearest node from the origin
is expressed as [7, 2.9.1]

fd(t1) = 2πλt1 exp(−λπt21). (7)

With regard to the distance to the nearest node, the expected
value Ed{t1} may be written as

Ed{t1} =

∫ ∞
0

t1fd(t1)dt1
(a)
= 2πλ

Γ[3/2]

2(πλ)3/2

(b)
=

1

2
√
λ
, (8)

where Eq.(8a) follows from the definite integral formula
provided in [14, 15.77 (m = 2, a = πλ)], the Gamma
function is given by Γ(z) =

∫∞
0
tz−1e−tdt and Γ[3/2] =

√
π

2 .
Hence, using Eq.(5), (6) and (8b), the probability of successful
decoding is expressed as

ptx→rx ≥ exp

(
−π2γ2/α

2α sin(2π/α)

)
exp

(
−γN

Pt(2
√
λj)α

)
, (9)

where λj is the intensity of the PPP on which we apply the
probability, i.e., j = {1, 2, R}. We notice that λj is the only
parameter that differentiates the probabilities of Eq.(2). By
applying Eq.(9) to Eq.(2) using the appropriate λ value for
each probability, we can derive the probability of successful
exchange pex and the probability of active relay pact 1. Finally,
the lower bound of the probability pex is given by

pex = exp

[
−2π2γ

2
α

α sin(2π/α)
−

γN

Pt2α

(
1

λ
α
2
1

+
1

λ
α
2
2

+
2

(pactλR)
α
2

)]
, (10)

which is the closed-form solution of the end-to-end metric
pex for every value of α > 2. By inspecting Eq.(10), it can be
easily shown that in low noise cases (N → 0) (interference
limited environments) pex becomes independent of the node
intensities.

B. Network lifetime

At the end of a communication period Tm, the battery level
of a relay, without taking EH into account, is described by

L−eh(m) = LI −mts(2Pr + Ptpact), (11)

where LI is the initial energy level, Pr is the power consump-
tion at the reception mode, and pact is the probability of active
relay, as described in Section III-A. In the case that the relay
has EH capabilities, its battery level is described by

L+eh(m) = LI −mts(2Pr + Ptpact) +mts

(
3∑
i=1

E{Pehi}

)
, (12)

where Pehi with i ∈ 1, 2, 3 are the instantaneous harvested
powers at the corresponding time slots. The roots of Eq.(11)
and Eq.(12) provide the relay’s lifetime mmax for the two
cases, respectively

mmax−eh =
LI

ts(2Pr + Ptpact)
and (13)

mmax+eh
=

LI

[2tsPr + tsPtpact − ts
∑3
i=1 E{Pehi}]+

, (14)

where [ξ]+ = max(ξ, 0). In the case where [ξ]+ = 0, the
lifetime becomes infinite because the harvested energy is more

1Please note that, according to the Colouring theorem [13], the intensity of
the relays in the third slot is pactλR, since only the active relays transmit.

than the wasted. The instantaneous harvested power from
EMR is the received power at the EHS from the interferers,
scaled by the efficiency ε of the harvester, defined as

Peh = ε
∑
x∈Φ

Pthxx
−α. (15)

For the first two slots (i.e., i = 1, 2), the average harvested
power E{Pehi} can be derived using Campbell’s theorem for
sums [7, 4.2]. Eq.(15) can then be written as

E{Pehi} = εPtE{
∑
x∈Φ

hxx
−α} (16)

(a)
= εPtE{

∑
x∈Φ

x−α} (b)
= εPtλi

∫
R2
x−αdx (17)

(a)
= εPtλi

∫ 2π

0

∫ ∞
Ed{d}

r−αrdrdφ
(b)
=

εPtλi2π

(α− 2)(2
√
λi)2−α

, (18)

where Eq.(17a) follows from the multiplicativity of the ex-
pected value (hx and x−α are independent), Eq.(17b) follows
from the Campbell’s theorem, Eq.(18a) follows from the
integration in spherical coordinates and Eq.(18b) follows from
the integration from the mean minimum distance, given in
Eq.(8), to infinity. In the third slot, the relays are able to
harvest energy from their own transmissions as well. Thus,
Eq.(18) can be expressed as

E{Peh3} =
εPtpactλR2π

(α− 2)(2
√
pactλR)2−α + εPt, (19)

where εPt is the additional part of self-harvested energy that
is not affected by path loss and fading.

IV. MODEL VALIDATION

In this section, we validate the proposed theoretical frame-
work via extensive simulations. We have developed a MAT-
LAB simulator to create snapshots of the PPPs that exist on
the plane, in order to measure the probability of successful
data exchange and the lifetime gain in our system.

A. Simulation setup

In our experiments, we study the proposed system under
high and low noise conditions (i.e., N = 10 dBm and N =
40 dBm). We use a path loss exponent α = 3, although it
is possible to use any value α > 2. The mean value of the
power fading coefficient is µ = 1 and the transmit power is
Pt = 75 mW, while the power for the reception mode is Pr =
100 mW. The conversion efficiency of the EHS is ε = 0.1
[11], while the intensities of the PPPs are λ1 = λ2 = 0.4 and
λR = 0.5. Finally, the timeslot duration and the initial level of
a relay’s battery are ts = 1 s and LI = 1000 J, respectively.

B. Results

Fig. 2(a) illustrates the lower bound of the probability of
successful message exchange (Eq.(10)). In this figure, it can
be seen that Eq.(6) is verified and that the lower bound is tight.
The same remark is valid for other simulation parameters.
Furthermore, as it was expected, the probability pex is higher
for low noise levels, in contrast to the case of high noise,
where it reaches zero at lower thresholds. The probability pex
is decreasing as threshold increases, since less packets are
decoded by the receiver.
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Fig. 2. (a) Probability of successful exchange vs. Threshold for different
noise levels, (b) Lifetime vs. Threshold for low noise level (N = 10 dBm)
and (c) Lifetime vs. Threshold for high noise level (N = 40 dBm).

Moreover, in Fig. 2(b), we present the lifetime of the
network versus the threshold in low noise (N = 10 dBm),
for networks without and with energy harvesting (Eq.(13) and
Eq.(14), respectively). It is illustrated that the low bound is
tight and that the benefits from harvesting EMR energy are
significant, since the lifetime of the network can be increased
up to 70% for low thresholds. We can observe from the figure
that the lifetime reaches its maximum value at a threshold
of around 0 dB. This can be explained by noticing that the
lower bound of pex in Fig. 2(a) is significantly small at 0 dB
for low noise environments, which means that the number of
active relays is smaller and, thus, the node does not consume
energy for transmission.

In Fig. 2(c), we plot the lifetime of the network versus the
threshold for high noise (N = 40 dBm), and we observe
the same behavior as in Fig. 2(b). However, in this case,
the lifetime is reaching its maximum value at approximately
−21 dB, which is the value of the threshold that pex is almost
zero for high noise environments (Fig. 2(a)).

In Fig. 3, we present an interesting result regarding the
impact of the relay intensity λR at the probability of successful
exchange and the network lifetime. We can observe from
Fig. 3(a) that pex remains almost constant for low noise levels,
despite the changes of the relay intensity. This result can be
justified by the fact that the interference is higher for higher
relay intensities, while at the same time the mean minimum
distance from the transmitter (Eq.(8)) is also decreased. Thus,
the SINR, as it is described in Eq.(1), is not affected by the
differences in the relay intensity for negligible noise levels. On
the other hand, as shown in Fig. 3(b), increasing the number of
relays, increases the lifetime of the network for both low and
high noise levels. Finally, it is evident that as the node intensity
increases, the lifetime becomes infinite since the harvested
energy is more than the consumed, as stated in Section III-B.
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Fig. 3. (a) Probability of successful relay decoding vs. Relay intensity for
high and low noise levels. (γ = −30 dB), and (b) Lifetime vs. Relay intensity
for high and low noise levels.

V. CONCLUSION

In this paper, we provided a theoretical framework for study-
ing the benefits of EMR energy harvesting in bidirectional
network coded cooperative communications. It has been shown
that the lifetime of the network can be increased up to 70%.
Moreover, it has been proved that, in low noise environments,
increasing the relay intensity benefits the lifetime of the
network, without compromising the QoS. In our future work,
we plan to employ the proposed framework in constrained
optimization problems for bidirectional cooperative networks.
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