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Abstract

Age Estimation tackles the problem of automatically predicting the age of
people from visual data (still images, video data, depth maps, etc.). This is
a very challenging problem because ageing is affected by many factors [89]
such as bad habits, accidents, make up or facial hair.

This work focuses on three different age definitions, real age as the actual age
(time elapsed since the person was born), apparent age as the perceived age
from humans from the visual appearance and estimated age as the predicted
age by a machine from the visual appearance.

In this work, a new age estimation face image database is presented contain-
ing for the first time in the literature real and apparent age annotations. A
study comparing the estimation of both type of ages was done by proposing
two age estimation methods using the state of the art techniques, one based
on Biologically Inspired Features (BIF) and the other based on Convolutional
Neural Network (CNN).

The results of the two methods implemented in this master thesis show
the superiority of the CNN over the BIF and they also show the difficulty
of the age estimation problem with face images taken in an uncontrolled
environment.

As a result of this work, an international challenge is being organized and
the results will be presented in the ICCV conference 2015 (under revision).
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1 Introduction

Computer Vision is a very important field in Artificial Intelligence that ex-
ists since the 1960s when digital image processing by computers became
possible. Since the beginning of artificial vision, facial analysis has been a
major interest in the research community (not just in Computer Vision but
in other scientific areas such as biology [17], psychology [20], neuroscience
[28] and sociology [60]) because of its difficulty and its applications. Some
of its applications include automatic detection of facial expressions [14], face
detection [53], face recognition [95] [92] and automatic estimation of age [36],
gender [3] and ethnicity [51].

Age estimation is a field within the facial analysis area in Computer Vision
that tackles the problem of automatically predicting the age of people from
visual data (still images, video data, depth maps, etc.). One of the main
issues that the age estimation problem has is that there are many factors that
influence human perception of age: some factors affect the ageing of a person
[89], such as smoking, drinking alcohol, practising sports, alimentation, etc.
and others affect the face appearance such as scars, plastic surgery, make-up,
facial hair, etc.

Some definitions should be established beforehand regarding the concept of
human age:

• Real age: The actual age (time elapsed since the person was born).

• Apparent age: Perceived age by humans from the visual appearance.

• Estimated age: The predicted age by a machine from the visual ap-
pearance.

1.1 Goals

This work aims to study the differences (if any) of automatic age estima-
tion from real age labels and apparent age labels. Given that does not exist
any face image dataset with these two label annotations, a database with
such requisites has been created. In order to do so, a web-based applica-
tion was developed using the Facebook API to facilitate a collaborative and
competitive collection of face images (http://sunai.uoc.edu:8005/).

2

http://sunai.uoc.edu:8005/


CHAPTER 1. INTRODUCTION 3

As a consequence of this work, one of the first database in the literature
containing real age and apparent age annotations for the face images was
created and analysed. This database will allow researchers to tackle a dif-
ferent and new sub-problem of age estimation, Apparent Age Estimation.
The most important methods in the State of the Art are evaluated over our
proposed database in this work.

In Real Age Estimation other external factors such as time evolution, habits
and surgeries have to be taken into account. However Apparent Age Estima-
tion is based purely in the perception field.

1.2 Age Challenge

Given the innovative aspect of the database, the HuPBA (Human Pose and
Behaviour Analysis) research group1 together with the non-profit organiza-
tion ChaLearn2 are going to lunch an international challenge competition
later this year and present the results in a workshop organized by the team
in the ICCV conference 2015 edition (under revision) within the ChaLearn
Looking at People series [12] [23] [21] [22]. The challenge and the workshop
will be sponsored by companies such as Google, Microsoft Research, Ama-
zon and International Association for Pattern Recognition (IAPR) among
others.

The challenge aims to establish State of the Art techniques for Apparent
Age Estimation and compare the methods and the results with the Real Age
Estimation State of the Art.

Initial results regarding the database and the methods presented in this
work have been published in the International Joint Conference on Neural
Networks (IJCNN) [24].

1Human Pose and Behaviour Analysis research group
http://www.maia.ub.es/~sergio/soluciones2_008.htm

2ChaLearn: Challenges in Machine Learning: http://www.chalearn.org/

http://www.maia.ub.es/~sergio/soluciones2_008.htm
http://www.chalearn.org/


2 State of the art

Age estimation has historically been one of the most challenging problems
within the field of facial analysis [31][46]. Despite its multiple applications in
many different areas there are relatively few publications compared to other
topics in facial analysis. This difficulty is due to many factors:

• Depending on the application scenario, the age estimation problem can
be taken as a multiclass classification problem or a regression problem.

• Large databases are difficult to collect, especially series of chronological
image from the same individuals.

• The factors that affect the ageing process are uncontrollable and person
specific [30][36][81].

The age estimation problem has generally two stages or blocks. The first
one is the age representation in the images and the second one the learning
algorithm. Several techniques have been published in order to deal with
these two stages [31]. In Table 2.1 there is a summary with some of the most
important age estimation methods.

2.1 Age Representation

Age Representation, i.e. the extraction of the features that will represent the
ageing patterns, is a very important step in the age estimation process. A
good age representation will contain enough variation of the data to express
the full complexity of the problem. There are many ways in the literature
to represent ageing factors from an image. The most influential ones are
described next.

2.1.1 Anthropomorphic Models

The first known work on age estimation from facial images was done by Y.
Kwon and N. Lobo [62]. Their approach is based in cranio-facial develop-
ment theory using geometrical ratios between different face regions to classify
images into one of three age groups (babies, young adults and senior adults).
They used frontal images in a very strict setup to be able to locate all face

4
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components. N. Ramanathan et al. [80, 82] used a similar approach in this
case using 8 ratios rather than the 6 used by Y. Kwon et al.

The problem of this model is that it can only be applied to face images of
young people in a growing age, since afterwards the facial geometry does
not change as much. It is also a problem that the methods require frontal
images, since it limits future applications.

2.1.2 Active Appearance Models

Active Appearance Models (AAM) is a statistical shape model proposed
by T.F Cootes et al. [15]. This model contains the shape and grey-level
appearance of the object of interest which can generalize to almost any valid
example. This technique has been used to find the shape of faces by many
researchers. A. Lanitis et al. [65] [66] [67] were the first to use the AAM
model for age estimation by defining an ageing function age = f(b), where b
is a vector containing the parameters learned by the AAM.

A. Lanitis et al. [67] also tried different classifiers such as Quadratic Func-
tions, Shortest Distance Classifier, Supervised Neural Network and Unsu-
pervised Neural Network. Among all of them they reported that Quadratic
Functions where the ones performing best.

Later on, K. Luu et al. [71, 72], used in [71] AAM with 68 facial landmarks
to classify faces into young or adult classes and then used two specialised
functions to finally determine the age. Luu’s approach performs better than
Lanitis’ one [67]. In [72] they further improved the previous method by
proposing Contourlet Appearance Models (CAM) which is more accurate and
faster at calculating facial landmarks than AAM. This model has the ability
of not only capturing global texture information like AAM but also local
texture information using Nonsubsampled Contourlet Transform (NSCT)
[16].

Chang et al. in [13] used AAM model with particular ranking formulation of
support vectors, OHRank. The approach uses cost-sensitive aggregation to
estimate ordinal hyperplanes (OH) and ranks them according to the relative
order of ages.

This model captures shape and texture information and in general performs
better than the Anthropomorphic Models. This method can deal with any
range of ages rather than just with young ages like the previous model. How-
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ever, as suggested by X. Geng et al. [35], the ageing function is empirically
determined, so there is no evidence suggesting that the relation between face
and age is described just by a quadratic function.

2.1.3 Ageing Pattern Subspace

X. Geng et al. [36, 35] were the first ones to explore AGing pattErn Subspace
(AGES) model. They define an ageing pattern as a sequence of personal face
images sorted in time order. Given a grey-scale face image I, where I(x, y)
determines the intensity of the pixel (x, y), then an ageing pattern can be
represented as a three-dimensional matrix P , where P (x, y, t) is the intensity
of the pixel (x, y) in the face image at the time t. The images vector is filled
with the available face images leaving empty the missing faces in the t axis.
Now, the images in the age pattern vector can be processed and transformed
into meaningful feature vectors.

In order to extract the features X. Geng used AAM as used in [65] since
he capture the shape and texture of the face images. By representing age-
ing patterns in this way, the concepts of identity and time are naturally
integrated into the data without any pre-assumptions.

The principal drawback of the AGES method is that assumes that there are
images of the same individual at different ages, which is not true in many
age databases. The databases that fulfil these requirements are small such
as FG-NET [63] with just 1000 images and very few representations of the
same individual over time.

2.1.4 Age Manifold

Manifold learning methods are applied to find a sufficient embedding space
and model the low-dimensional manifold data with a multiple linear regres-
sion function. Y. Fu et al. [29, 30] were the first to propose a manifold
embedding approach for the age estimation problem.

The objective of this method is to find the low-dimensional representation
in the embedded subspace capturing the intrinsic data distribution and geo-
metric structure as well as its representation. G. Guo et al. [41] [42] showed
that the Orthogonal Locality Preserving Projections (OLPP) [11] is a good
an effective algorithm to connect the manifold learning with subspace learn-
ing. In a posterior work [39], G. Guo et al. introduced a new approach,
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using kernel partial least square (KPLS) regression which reduces feature
dimensionality and learn the ageing function in a single step.

Then T. Wu et al. [96] proposed to model the facial shapes as points on a
Grassmann manifold. Age estimation is then considered as regression and
classification problems on this manifold. Then, they proposed a method for
combining this shape-based approach with other texture-based algorithms.

The main drawback of the age manifold representation is the large number of
training instances required to learn the embedded manifold with statistical
sufficiency.

2.1.5 Appearance Models

Appearance Models focus on wrinkles, face texture and pattern analysis.
From the beginning, researchers have tried to capture wrinkles and distin-
guish them from facial lines. Y. Kwon et al. [62] proposed a wrinkle detector
based on snakelets [59] placed into key wrinkle areas of the face. Hayashi et
al. [47] [48] [56] combined both shape and texture to estimate age and gen-
der. In Hayashi’s proposed approach, the skin is extracted based on a shape
model and then a histogram equalization is applied to emphasize wrinkles.

Other researchers have used the texture descriptor Local Binary Patterns
(LBP) [2] in the age estimation problem, such as [38] [101] obtaining good
classification results with Nearest Neighbour and Support Vector Machines
(SVM) classification algorithms. The Gabor [70] filter texture descriptor has
also been used in the age estimation task [34], proving to be more discrimi-
native than LBP.

G. Guo et al. [45] proposed to use Biologically Inspired Features (BIF) [85]
for age estimation via faces. The BIF descriptor tries to mimic how the visual
cortex works, with a hierarchy of increasingly sophisticated representations.
The BIF original model proposed by Riesenhuber and Poggio [85] is based
on a feed-forward model of the primate visual object recognition pathway,
the “HMAX” model. The framework of the model contains alternative layers
called simple (S) and complex (C) creating in each cycle a more elaborated
representation. The S layers are created with a Gabor filtering on the input
and the C layers generally operates a “MAX” operator over the previous S
layer. G. Guo et al. [45] modifies the BIF model by changing the operator
in the complex layer (C1) from “MAX” to “STD”.
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Han et al. [46] used the BIF features in an hybrid classification framework
improving the previous results with this descriptor. G. Guo et al. [40], in
a recent paper (2014), also used the BIF features, and focus to investigate
a proposed single-step framework for joint estimation of age, gender and
ethnicity. Both the Canonical Correlation Analysis (CCA) [52] and Partial
Least Square (PLS) based methods were explored under the joint estimation
framework.

In [94], Weng et al. employs a similar ranking technique as the one used by
Chang et al. in [13] called MFOR. LBP histogram features are combined
with principal components of BIF, shape and textural features of AAM, and
Principal Component Analysis (PCA) projection of the original image pixels.
Fusion of texture and local appearance descriptors (LBP and HOG features)
have also been independently used for age estimation by Huerta et al. in
[55].

The outstanding results obtained by some of these works point out the suit-
ability of BIF features for the age estimation via faces task.

2.1.6 Other Models

Depending on the available data the age estimation problem changes. Many
researchers have tackled the age estimation problem with different types of
data. A short overview is described below.

N. Ramanathan et al. [81] studied age progression of individual faces and
proposed a method to perform face verification using a Bayesian age-difference
classifier to improve the face verification algorithm.

A. Lanitis et al. [64] collected a database of head and mouse tracking move-
ments and then attempted to perform age estimation with this data. This
preliminary study shows the potential of using this type of data.

Y. Mikihara et al. [73] used a gait-based database to perform a viability
study of age estimation using this type of data. The results show that
in future research the combination of gait-based data and face-based age
estimation could give very good results.

B. Xia et al. [97] were the first to attempt age estimation using 3D face
images. The obtained results show that the depth dimension has a very
discriminative power in this problem.
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2.2 Age Estimation Learning Algorithm

Given an age representation, the next step is to determine the individual’s
age out of the ageing features. Age labels can be seen as a discrete set of
classes or as a continuous label space, hence classification and regression
learning methods can be used.

2.2.1 Classification Methods

The age estimation problem can be treated as a classification problem, where
the solution space is discrete and the objective is to classify each face image
into one of the age classes (a class could be an age range of several years or
a single year).

A. Lanitis et al. [67] evaluated the performance of different classifiers such as
quadratic function classifier, Artificial Neural Network (ANN) and k-Nearest
Neighbours (kNN) classifier with their AAM model. Among the classifica-
tion methods they tested, they claimed to perform better with the ANN,
specifically the Multi Layer Perceptron (MLP), obtaining 4.78 Mean Abso-
lute Error (MAE). The authors also proposed some extensions, for example,
training age specific classifiers in a hierarchical fashion. With the extended
methods the authors reduced the error to 4.38 MAE with the MLP and 3.82
MAE with the quadratic function (regression).

There have been previous proposals using neural networks, which are able to
learn complex mappings and deal with outliers, for age estimation. In [67],
Lanitis et al. used AAM encoded face parameters as an input for the super-
vised training of a neural network with a hidden layer. More recently, Geng
et al. [37] tackled age estimation as a discrete classification problem using 70
classes, one for each age. The best algorithm proposed in this work (CPNN
- Conditional Probability Neural Network) consists of a three-layered neural
network, in which the input to the network includes both BIF features x
and a numerical value for age y, and the output neuron is a single value
of the conditional probability density function p(y|x). An extensive com-
parison of these classification schemes for age estimation has been reported
in Fernandez et al. [26]. In [99], Yang et al. used Convolutional Neural
Network (CNN) for age estimation under surveillance scenarios and recently
Dong Yi et al. [100] and Chenjing Yan et al. [98] have used CNN in the age
estimation problem reporting very promising results in the MORPH dataset
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(3.63 MAE).

K. Ueki [93] classified the images from the WIT_DB database into 11 age
groups using Gaussian models in a low-dimensional 2DLDA+LDA feature
space using the EM Algorithm. The accuracy rates they achieved were
46.3%, 67.8% and 78.1% for age groups that were in the 5-year, 10-year
and 15-year range respectively.

SVM have been also used for age classification, Guo et al. [44] [41] trained
an SVM for each pair of age classes and then using a binary tree search for
testing, obtaining 5.55 MAE for females and 5.52 MAE for males in the YGA
database and 7.16 MAE in the FG-NET database.

2.2.2 Regression Methods

The age of an individual is nothing else than the time passed from the indi-
vidual’s birth, and time is a continuous dimension. Hence, the age estimation
problem can be formulated as a regression problem where the objective is
to find a regression function that explains the ageing in terms of the feature
space.

A. Lanitis et al. [67] evaluated three regression functions, linear, quadratic
and cubic and claimed that the quadratic function was the one which better
described the age from their feature space. Y. Fu et al. [29] [30] used
linear, quadratic and cubic regression functions as learning algorithms for the
manifold age representation. As Lenitis showed, Fu also reported superior
performance on the quadratic regression function, pointing out that cubic
functions lead to over-fitting while linear functions lead to under-fitting.

Guo et al. [44] [41] compared the performance of Support Vector Regressor
(SVR) against the Local Adjusted Robust Regression (LARR) performance
in the YGA and the FG-NET databases, concluding that LARR performs a
more accurate estimation, achieving 5.25 MAE in YGA for female images,
5.30 in YGA for male images and 5.07 in FG-NET database. In a posterior
work [45], the authors improve the SVR performance in the FG-NET to 4.77
MAE by using BIF features.
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2.2.3 Hybrid Methods

Many authors have proposed mixture frameworks, using both classification
and regression learning algorithms.

G. Guo et al. [43] proposed a probabilistic fusion approach. They use Bayes’
rule to derive the predictor and then a sequential fusion strategy, so the
output of the regressor is used as an intermediate decision which is then fed
to the classifier to aid or affect the decision space of the classifier. Their fusion
approach has better performance than other single step methods which they
compare with.

SVM and SVR were used by Han et al. [46] in a hierarchical fashion. They
proposed to use a binary decision tree with SVMs at each node to classify
the images into different age ranges, which are coarsely assigned. Later,
the age is fine grained by SVRs at the leaves. The SVRs are trained with
5-years-overlap between age ranges in order to reduce the misclassification
error.

2.3 Applications

There are many real-world applications related to age estimation. Automatic
age estimation is useful in situations where there is no need to specifically
identify the individual, such as a government employee, but want to know
his or her age.

2.3.1 Security Control and Surveillance Monitoring

In the last years security control and surveillance monitoring have gotten
more relevant with the growth of internet content and the spread of technol-
ogy that allows access to that content to under-age teenagers. Automatic
age estimation systems can be used to prevent minors to buy alcohol in a
grocery store, enter a bar or purchase tobacco from vending machines.

1Regularized Kernel Canonical Correlation Analysis
2Regularized Canonical Correlation Analysis



CHAPTER 2. STATE OF THE ART 12

Publication Year
Database

(#subjects,
#images)

Age Image
Representation

Learning
Method MAE

A. Lanitis et
al. [66]

2002 Private (60, 500) AAM Quadratic Aging
Function 3.94± 3.8

A. Lanitis et
al. [67]

2004 Private (40, 400) AAM Quadratic Aging
Function 3.82± 5.58

X. Geng et
al. [35]

2006 FG-NET AGES Regression 6.77

Y. Fu et al.
[30]

2007 YGA Manifold Linear regression
function 5 ∼ 6

G. Guo et al.
[45]

2009 FG-NET, YGA BIF SVR FG-NET/YGA
4.77/F:3.91, M:3.47

K. Luu et al.
[71]

2009 FG-NET AAM
Hierarchical

framework (SVM,
SVR)

4.37

K. Luu et al.
[72]

2011 FG-NET, PAL
Contourlet
Appearance

Model (CAM)

Hierarchical
framework (SVM,

SVR)

FG-NET/PAL 4.12
/ 6.0

G. Guo et al.
[39]

2011 MORPH-II BIF Kernel PLS
Regression 4.18

H. Han et al.
[46]

2013
FG-NET,

MORPH-II,
PCSO

BIF + Active
Shape Models

Hierarchical
framework (SVM,

SVR)

FG-NET/PCSO
4.7± 24.8 /
7.2± 32.0

G. Guo et al.
[40]

2014 MORPH-II BIF rKCCA1 +
Linear SVM 3.92

I. Huerta et
al. [55]

2014 FG-NET,
MORPH-II

BIF + HOG +
LBP + SURF +

Gradient
rCCA2 FG-NET/MORPH

4.17 / 4.25

Yi Dong et
al. [100]

2014 MORPH-II
Local Aligned
multi-scale
patches

Multi-scale CNN 3.63

Table 2.1: Summary of some of the most important age estimation
methods.

2.3.2 Biometrics

There are two types of biometric systems based on the number of traits used
for recognition: unimodal biometric systems, which consist on a single recog-
nition trait and multimodal biometric systems, which combine evidences ob-
tained from multiple sources [50] such as fingerprints, iris, face, etc. The
multimodal system is more robust, more reliable and secure against spoofing
attacks. However, data acquisition is much more troublesome than in uni-
modal systems. In order to overcome these inconveniences, soft-biometrics
[57], such as age, height, weight, gender, ethnicity and eye colour, are used
in combination with classic biometric traits.
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2.3.3 Age-based Indexing Face Databases

With the rise of interest for big data new and more efficient ways to retrieve
data have to be developed. In large face image datasets, age can be used
for indexing so that the queries to the dataset are simpler and faster. This
is specially important in law enforcement where large image databases of
suspects have to be filtered in order to find the most accurate suspects.

2.3.4 Human-Computer Interaction and e-Commerce

With the growth of e-commerce, companies want to offer a more personalized
experience to their customers. Personalizing the offer or the product itself
increases the user’s satisfaction and the companies sells. Some examples of
such policies are the following: Google [9] indexes the search results so the
links that appear first appeal more to the user, Amazon [69] uses a recom-
mender system to suggest products to the potential buyers according to their
previous purchases, Netflix [61] held a competition in 2009 to create a film
recommender system and gave a price of US $1,000,000. Age estimation sys-
tems could have an important role in the sector since age is a discriminative
feature for different client profiles. Visada [58] is an example of the use of
age estimation for product recommendation.

2.4 Age-based Datasets

There are many databases of faces in the literature, however, not so many
capture the age of the individuals. This fact is due to the complexity of
crawling such an information (if existent) from the usual fonts such as Flickr
or Facebook and due to privacy issues. Moreover, the difficulty is even higher
if the database contains chronological image series of individuals. Table 2.2
shows the most relevant databases used in the literature with number of sam-
ples, number of subjects, age range, type of age annotations and additional
information if any. FG-NET [66] is one of the first and most consolidated
age databases, it is used to compare with other age estimation methods.

After an initial interest in automatic age estimation from images dated back
to the early 2000s [67] [66] [75], research in the field has experienced a re-
newed interest from 2006 on due to the availability of large databases like
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Database #Faces #Subj. Range Type of age Controlled
Env.

Balanced
age Distr.

Other
annotation

FG-NET
[66, 63]

1,002 82 0 - 69 Real Age No No 68 Facial
Landmarks

GROUPS
[33]

28,231 28,231 0 - 66+ Age group No No -

PAL [75] 580 580 19 - 93 Age group No No -

FRGC
[78]

44,278 568 18 - 70 Real Age Partially No -

MORPH2
[84]

55,134 13,618 16 - 77 Real Age Yes No -

YGA [29] 8,000 1,600 0 - 93 Real Age No No -

FERET[79] 14,126 1,199 - Real Age Partially No -

Iranian
face [4]

3,600 616 2 - 85 Real Age No No
Kind of skin
and cosmetic

points 3

PIE [90] 41,638 68 - Real Age Yes No -

WIT-BD
[93]

26,222 5,500 3 - 85 Age group No No -

Caucasian
Face
Database
[10]

147 - 20 - 62 Real Age Yes No
Shape

represented in
208 key points

LHI [1] 8,000 8,000 9 - 89 Real Age Yes Yes -

HOIP [27] 306,600 300 15 - 64 Age Group Yes No -

Ni’s Web-
Collected
Database
[77]

219,892 - 1 - 80 Real Age No No -

OUI-
Adience
[19]

26.580 2.284 0 - 60+ Age Group No No Gender

Table 2.2: Age-based Databases and its characteristics.

MORPH-Album 2 [84], which contain 55 times more age-annotated images
than the FG-NET database.

3Surgical points, fracture or laceration on face.



3 Data Collection

As described in Section 2.4 there are many age-based databases of facial
images. However, all existing datasets are based on real age estimation.

The idea of this work is to compare the performance between predicting real
age and apparent age labels. In order to do so, a web-based application
has been developed using Facebook’s API to collect a database with these
annotations.

In order to increase the number of images in the database, an exhaustive
research was done to find similar applications which were collecting the same,
or very close, type data. The result of this search was AgeGuess1 a web-
based application developed by Dusan Misevic2 and Ulrich Steiner3, which
collects nearly the same information as the collected for this work. The line
of research of the AgeGuess team is focused on ageing and age perception
from a biologically demographical point of view. The AgeGuess team agreed
to partner with the HuPBA research group and the ChaLeran platform to
joint effort in the data collection.

3.1 Web Application

The aim of the web-based application was to speed up the collection and
labelling processes and reach more people with broader backgrounds to create
an age database as diverse as possible. These processes were implemented in
a gamified 4 fashion so the experience of the users with the application was
satisfactory and engaging.

The application uses the API of Facebook to create a ranking with the user’s
Facebook friends and adding a factor of competitiveness to the game. It is
also used to collect information about the labellers such as gender, age and
nationality.

1AgeGuess: http://www.ageguess.org/
2Dusan Misevic is a researcher at Max-Planck Odense Center on the Biodemography

of Aging, Biology department of the SDU
3Ulrich Steiner is a researcher at the Center for Research and Interdisciplinarity in

Paris, of the INSERM Unit 1001
4Gamification is the use of game thinking and game mechanics in non-game contexts

to engage users in solving problems and increase users’ self contributions [18].

15
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Figure 3.1: Age Recognition Application: Game Panel.

Figure 3.2: Age Recognition Application: Gallery Panel.

3.1.1 Gamification Strategy

The web-application is basically a platform to label and upload images, which
is not funny or motivating. However, using gamification techniques the la-
beller engagement can be increased. The gamification strategies used were
mainly four:

• The users or players get points for uploading and voting (labelling)
images. The closer the vote is to the apparent age (average current
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Figure 3.3: Age Recognition Application: Ranking Panel.

voted age) the more points the player gets. This strategy is pretended
to persuade the users to wrongly label the images.

• Two ranking tables are shown to the users, one with the ranking
positions of the users’ Facebook friends and another showing the global
classification. This strategy was created with the purpose of increase
engagement between users, making them compete with each other.

• A system of achievements was implemented, including the four types
of achievements shown in the Table 3.1.

Achievement Description
Share it! Invite your friends to play and you will get stars.
Precision The better your guesses, the higher your rank.
Vote! Vote on more images to get more stars.
Add Pictures! Upload more images to get more stars.

Table 3.1: List of achievements with its description.

• Thanks to one of the Challenge sponsors, California Naturel 5, a bunch
of cosmetic lots were offered as a prize for the ones who led the global
ranking. The aim of the prize was to push participation further.

5http://www.californianaturel.com/

http://www.californianaturel.com/
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3.1.2 Application Structure

When users access the web for the first time they have to register using their
Facebook account and accept the terms and conditions for the application
usage (further explanation of the legal terms in the Appendix A). After
registration the How to play panel will be displayed giving a short description
of all the parts of the application.

As it is shown in Figures 3.1, 3.2 and 3.3, at the top of the site, there is a
control menu that allows the users to move through the site with just one
click. A description of the different panels is written below:

• Profile: In this section the users can keep track of their statistics
(Number of uploaded images, number of votes, points obtained and
global ranking position).

• Game: This is the main section (Figure 3.1), four images are shown at
the same time and the users are asked to guess the age of all of them.
They can report the images if any of them is considered offensive, bad
quality, more than one person appears in the image, etc.

• Achievements: In this panel users can keep track of their achieve-
ments and shows the next goals.

• Gallery: In this section (Figure 3.2) players are able to see the images
they have uploaded and see how many people have voted on them
and get an estimation of their apparent age according to other users
opinion. They are also able to upload new images in this panel, while
uploading they are asked to crop (if necessary) and specify the real age
of the person in the image.

• Ranking: The last panel (Figure 3.3) allows users to compare their
scores with their Facebook friends in the Friends Ranking and to all
the players in the Global Ranking.

3.1.3 Troubleshooting

When creating a public image database there are at least two things to keep
in mind: image quality and image license.

To have good quality images the users are asked to upload images of a single
person, preferable a portrait. In order to facilitate these requisites, the option
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of cropping the image is given in the uploading step. Also a minimum image
size is enforced to avoid tiny images to be uploaded.

When users first register in the website they are asked to read and accept
the terms and conditions which establish that the uploaded images rights
must be hold by the user or the images have a license that allows the use of
them and their redistribution free of charge. The users are also warned that
the images will be used for research purposes and will be publicly available
for this use.

3.2 HuPBA-AgeGuess Dataset

This section will describe and analyse the collected database called HuPBA-
AgeGuess Dataset.

The Table 3.2 shows the main characteristics of the database. The web
application gathered in 5 months more than 1500 images and almost 15000
votes, which means near 10 votes per image in average.

Features HuPBA AgeGuess Total
Images 1506 33592 4865

female 44 1828 1872Users male 110 1143 1253
female 1753 75136 76889Votes male 14897 53117 68004

Table 3.2: HuPBA-AgeGuess Database Characteristics.

The ages distribution of the database (Figure 3.4) is not uniform as ideally
should be, but instead contains more instances of people with ages between
20 and 30 than the rest of ages. There is also a very low incidence of indi-
viduals under 15 years old and over 70 years old. It can also be observed
that both real and apparent age have a very similar distribution. This age
distribution is justified by the fact that the people that most use social media
are in between 18 and 49 years old [8].

Some of the properties of the database are listed below:

• Thousands of faces labelled by many users.

• Images with background.
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Figure 3.4: Labels Distribution.

• Non-controlled environments.

• Non-labelled faces neither landmarks, making the estimation problem
even harder.

• The first datasets in the literature including estimated age labelled by
many users to define the ground truth with the objective of estimating
the age.

• The dataset also provides for each image the real age, although it is
not used for recognition (just for analysis purposes).

3.2.1 Filtering Outliers

Outliers are a big problem in science because outliers show abnormality,
fraudulent behaviour, human error, instrumental error, etc [49]. In this par-
ticular case that are many reasons to find outliers in the data since the users
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have many different backgrounds and the web-application was not developed
by a professional. Some of the detected causes of outliers are listed below.

• To erroneously vote a different age than the one predicted.

• To deliberately vote a wrong or random ages.

• Server overload can slow down the loading process and make users vote
wrongly.

This outliers are noise to the learning process so they can drop the perfor-
mance of the learning algorithms. In order to disregard these outliers the
votes are filtered with the following criterion,

fV (v) =

{
1, if |v − Ṽi| ≤ 10

0, otherwise
, v ∈ V and i ∈ I (3.1)

where V and I are the set of votes and images respectively and Vi ⊂ V are
the votes made to the image i ∈ I. Also note that Ṽi is the median of the
set of votes Vi. Basically this function filters out the votes which distance to
the median is larger than 10 years.

The images are also filtered by the number of valid votes they have, setting
the minimum accepted number of votes to 6. In this way the mean of all
votes, i.e. the apparent age, is more reliable.

3.2.2 Further Analysis

The collected data contains much more information than just the real and
apparent age. As explained in Section 3.1 the database contains information
about the users or labellers. An analysis of human age perception from a
sociological and biological point of view can be done. This work does not
aim to attempt such a study, however a simple and superficial study has
been done.

One of the first things to be analysed is the relation between the real age
and the apparent age. Figure 3.5 shows the apparent age of all the images
sorted by real age. The apparent age is fitted into a curve for a better
comparison. The variance of the data is also plotted as a blue area. The
two curves (real and apparent) show how younger people (0 - 25 years old) is
overestimated while older people (50 - 100) is under estimated. The Figure
3.5 also shows that the ages where the apparent age has more variance are in
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Figure 3.5: Apparent age compared to Real age in different age groups.

between 18 and 30 years old. The same data is illustrated in Figure 3.6, but
distinguishing the male and female votes for calculating the apparent age. It
is easily observed that there are no significant differences between male and
female apparent ages.

Figure 3.7 culminates the study by showing all the votes between real and
apparent age axis. The intensity of the colour shows the distribution of the
votes in the space. The red dashed line shows the subspace where both
real and apparent age match. This line also confirms that young people are
overestimated and old people are underestimated.
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Figure 3.6: Comparison between Male and Female age perception.
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Figure 3.7: Real vs. Apparent age.



4 Method

In this work two methods combining state of the art techniques have been
proposed. A full description is delineated in this Chapter.

4.1 Preprocessing

Given that the background information is not needed in any of the two
proposed methods, it is required to first detect the faces from the images
and second align all of them (Figure 4.1).

• Face detection was performed using the Viola Jones algorithm from
the open source library OpenCV [7]. An heuristic method was used to
detect faces. Given that each images of the database contains a sin-
gle face the detection algorithm should choose among all the detected
faces. A Haar Cascade classifier was trained with nearly 5000 face im-
ages from different mugshot databases and more than 9500 negative
samples. This classifier plus the standard frontal and lateral OpenCV
cascade classifiers were used to detect faces in the images. Then an eye
cascade classifier was used among the detected faces to drop out the
ones where no eyes were detected. Finally, the biggest detected face
is selected. After detecting the face, the image is cropped and resized
into a 200× 200.

• Face alignment or shape regression consists in, beginning with an
initial shape S0, S is refined by estimating the shape incremental ∆S.
The general equation of the increment ∆St at time t is,

∆St = W tΦt(I, St−1) , (4.1)

where I is the image, St−1 is the estimated shape at time t− 1, Φt is
the feature mapping and W t is the linear regression matrix. Shaoqing
Ren et al. [83] contribution consist of calculating Φt and W t in a
consecutive step learning local feature mapping function to calculate
local binare features for the shape landmarks and estimate W t using
linear regression. Their approach is fast and effective.

In this work 68 facial landmarks were extracted for every detected face
with the algorithm proposed by Shaoqing Ren et al. [83]. The algo-

25
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rithm was trained with almost 5000 face labelled images from FG-NET,
AFW, HELEN, IBUG and LFPW face databases. After extracting all
the landmarks all the faces are aligned.

All the images where transformed into grey scale because of the variation
of the data in terms of colour (some images are in grey scale other in RGB).

Figure 4.1: Face Detection and Face Alignment.

4.2 Biologically Inspired Method

As mentioned in Section 2.1.5 Biologically Inspired Features (BIF) have been
proven to work specially good in age estimation [45][46]. In this work a
method is proposed using BIF as age representation and a hierarchical frame-
work with SVM and SVR as a learning method.

4.2.1 Background

Inspired by how the visual cortex works, Maximilian Riesenhuber and Tomaso
Poggio [85] proposed the BIF model for object recognition called “HMAX”
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based on the hierarchical model of the visual nervous system proposed by D.
H. Hubel and T. N. Wiesel [54].

The “HMAX” model is composed by layers that will contain increasingly
sophisticated representations. There are two type of layers called simple
(S1) and complex (C1). Layer S1 consists a battery of Gabor filters with
different orientation and scales and layer C1 is a pooling layer, in this model
is a “MAX” pooling layer. There are many variations and extensions of this
model made by many authors, Serre et al. [88][87] introducing two more
layers S2 and C2 or Mayers and Wolf [74] uses a spacial S2 layer called S2
facial features (S2FF) for face recognition.

C1 layer S1 layer
Scale Band

S
Pool grid
(q × q)

Overlap
∆n

Filter size n Gabor σ Gabor λ

Band 1 6× 6 3 5× 5 2.0 2.5
7× 7 2.8 3.5

Band 2 8× 8 4 9× 9 3.6 4.6
11× 11 4.5 5.6

Band 3 10× 10 5 13× 13 5.4 6.8
15× 15 6.3 7.9

Band 4 12× 12 6 17× 17 7.3 9.1
19× 19 8.2 10.3

Band 5 14× 14 7 21× 21 9.2 11.5
23× 23 10.2 12.7

Band 6 16× 16 8 25× 25 11.3 14.1
27× 27 12.3 15.4

Band 7 18× 18 9 29× 29 13.4 16.8
31× 31 14.6 18.2

Band 8 20× 20 10 33× 33 15.8 19.7
35× 35 17.0 21.2

Table 4.1: S1 and C1 parameters.

The proposed method in this work used the BIF model described by Guo et
al. [45] that uses “STD” pool operator instead of “MAX” operator (Figure
4.2).

S1 layer is formed by S1 units which take as input a grey image of size
200 × 200. These units are usually modelled by Gabor filters, given (x, y)
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Figure 4.2: Biologically Inspired Features (BIF).

pixel coordinates of the input image,

G(x, y) = exp

(
− X2 + γ2Y 2

2σ2

)
· cos(2π

λ
X) , (4.2)

where X = x cos θ + y sin θ and Y = −x sin θ + y cos θ are the rotations
of the filter with angle θ ∈ [0, π]. The aspect ration γ is set to 0.3, the
width σ, the wavelength λ and the filter sizes n are adjusted as in Table
4.1. These parameters are empirically determined based on reactions of the
visual cortex to real stimuli [88].

C1 layer is formed by C1 units which pool over the S1 units with the same
orientation and from the same scale band (see Table 4.1). Each scale band
S contains two adjacent filter sizes, for instance, scale band 1 contains filter
with sizes 5 × 5 and 7 × 7. The scale band also determines the sizes of the
neighbourhood over which the C1 units pool (q × q). The pooling operator
used in this method is the “STD” operator proposed by Guo et al. [45],

stdj,j+1 =

√√√√ 1

q × q

q×q∑
i=1

(Fi − F̄ )2 , (4.3)

where Fi is the maximum value of two consecutive S1 units output in the
same scale band at pixel index i,

Fi = max(xji , x
j+1
i ) , (4.4)
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where xji and xj+1
i are the filtered values with scales j and j + 1 at position

i. F̄ is the mean of the filtered values in the neighbourhood q × q.

The C1 units are concatenated into a single feature vector for each input
image.

4.2.2 System overview

This method combines a hierarchical framework and a hybrid face model,
mixing BIF features and face shape landmarks to optimize the performance.
The pipeline consists of three steps (see Figure 4.3).

Figure 4.3: Biologically Inspired Method Pipeline.

Feature extraction: After the face alignment is done, BIF features are
extracted from each face image as described above. Because of the high
dimensionality of the data (∼ 3000 BIF features and 138 shape landmark
coordinates) feature reduction is needed. PCA is used to reduce dimension-
ality of both shape and BIF. As shows Figure 4.3 BIF and shape features
are concatenated into a single feature vector.

Age Group Classification: In this stage the images are classified into
three age groups with age ranges (0-18), (19-45) and (45-100). The classifier
used is a linear SVM as suggested in [42].

Age Estimation: Three SVR with Radial Basis Function (RBF) kernel
were trained to perform age regression in a specific age range. The data
used to fit the regressors were images within 5-years-overlap between age
ranges to reduce the misclassification error as proposed in [46].
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In order to improve the system performance a last fusion step is done by av-
eraging the two nearest age regressors, i.e. if the age group classifier predicts
that a given face belongs to the adult age group (19-45)] and the adult-
specific regression function predicts that the exact age is 43, then in the
fusion step would average the adult regressor with the elder regressor.

4.3 Deep Learning Method

Deep Learning methods have not been fully explored in the age estimation
problem. However, the rise of Deep Learning methods these last few years
makes very likely that more works will base their approaches on this tech-
nique. In this work a method based on CNN is analysed.

4.3.1 Background

CNN were first proposed by Kunihiko Fukushima [32] in 1980 and then fur-
ther improved by Y. LeCun et al. [68] in 1998. This particular type of Neural
Network has been widely used in Computer Vision because of the way its
ability to capture spacial relations. Some of the most successful applica-
tions were seen in the ImageNet Large Scale Visual Recognition Challenge
[86] in 2014 where the winner [91] achieved object detection to 0.439329,
and reduced classification error to 0.06656 in the ImageNet database which
contains millions of images and thousands of classes. Also early this year
S. Farfade et al. [25] proposed a method of multi-view face detection using
CNN achieving a hight accuracy being able to detect faces from an up-side
down view or partially occluded.

Figure 4.4: Example of Convolutional Neural Network.

CNN consists of a number of convolutional and subsampling layers optionally
followed by fully connected layers (see Figure 4.4). The CNN input is an
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image of size m×m× r. The convolutional layer contains k kernels (filters)
of size n× n× q where n ≤ m and q ≤ r. The filters will produce k feature
maps of size m−n− 1. Each map is then subsampled typically with max or
mean pulling over p×p contiguous region where p is small (typically between
2 and 5).

After the convolutional layers there may be any number of fully connected
layers.

4.3.2 System overview

The CNN proposed in this work for age estimation is inspired on [100] [98].
The network was implemented using the Python library Theano [5][6] to
optimize the training using the GPU. The proposed network topology is
composed by three convolutional layers each of these followed by subsampling
pooling layers and three fully connected layers at the end.

More in detail Table 4.2 shows the network topology layer by layer. The
pooling layers use all the “MAX” operator and the fully-connected layers
have ReLu [76] activation function. The proposed CNN is designed to do
regression returning a single value for each input instance.

Layer Input size Output size Filter size Pooling size
Conv1 200× 200 190× 190 10 ∗ (11× 11) -
Pool1 190× 190 95× 95 - (2, 2)

Conv2 95× 95 89× 89 20 ∗ (7× 7) -
Pool2 89× 89 44× 44 - (2, 2)

Conv3 44× 44 40× 40 40 ∗ (5× 5) -
Pool3 40× 40 20× 20 - (2, 2)

Full1 16, 000 500 - -
Full2 500 200 - -
Full3 200 1 - -

Table 4.2: Proposed CNN topology.



5 Results

This Chapter describes the experiments done in this work and the achieved
results.

5.1 Datasets

Two datasets were used in the experiments, our collected dataset HuPBA-
AgeGuess and the classic benchmark database FG-NET.

FG-NET consists of 1002 frontal face images of 82 different individuals.
The image quality varies a lot in the dataset since there are images in grey
scale and RGB. The face position is frontal and under similar illumination
conditions. The dataset also contain 68 facial landmarks for each face image.

Figure 5.1: FG-NET image samples.

HuPBA-AgeGuess dataset (5.2) used in this project is a subset of the
4865 images filtered out by a minimum number of votes per image. This
subset contains 3398 face images. The images are captured in the wild so
the faces position vary up to ±90o and the illumination is also different in
every picture.

Given the characteristics of the used descriptors in this work, both databases
could be incremented by computing the mirror image, doubling the number
of faces of each dataset (i.e. 2004 faces for the FG-NET and 6796 face images
for the HuPBA-AgeGuess dataset).

32
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Figure 5.2: HuPBA-AgeGuess image samples.

5.2 Evaluation Metrics

The two most commonly used evaluation metrics in age estimation are Mean
Absolute Error (MAE) and Cumulative Score (CS).

The MAE is described as,

MAE =
1

ns

ns−1∑
i=0

|ei|, (5.1)

where ns is the number of samples and ei is the error of the ith instance, i.e.
ei = |ŷi − yi| where yi is the real label and ŷi is the predicted label. This
metric tells the average number of years that the prediction is wrong.

CS is defined as the percentage of test images such that the absolute error
is not higher than a threshold, t (in years). i.e.,

CS(t) = (1− 1

ns

ns−1∑
i=0

h(|ŷi − yi| − t)) · 100 (5.2)

h(x) =

{
1, if x ≥ 0

0, otherwise,
(5.3)

where yi is the age label of the ith test image and ŷi is the age prediction of
the ith test image.
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5.3 Experimental Settings

This section describes the experimental setup and the parameters used in
the two proposed methods.

5.3.1 Biologically Inspired Method

As described in Section 4.2 a SVM classifier and three SVR regressors were
trained for this method.

In order to find the best parameters a grid search was performed to find the
best parameters. The parameters that formed the search space were the ones
required by the SVM and SVRs and its kernels, which are the following:

• Penalty term (C): This is the Support Vector parameter that deals
with the cost of a misclassification over all the classification task.

The C parameters tried in the search space were between 0.1 and 2.
The best parameters in the Age Group Classification were between 1
and 2 and the best parameters for the SVRs were between 0.1 and 1.

• Influence term (γ): It is the RBF kernel parameter. It determines
how far the influence of a single training example reaches.

The γ parameters used were between 0.001 and 1, being between 0.001
and 0.01 the ones with better performance.

In order to train and validate the parameters a nested 10-fold cross validation
technique was used.

To evaluate the performance of the age group classifier it is needed to take
into account that the labels are a disjoint segmentation of the spectrum of
possible ages. Therefore, the in the performance evaluation the problem is
treated as a regression problem rather than a classification, qualifying the
predictions based on how far they are from the real label. The error measure
chose is the MAE, normalizing the labels by the number of classes first.

5.3.2 Deep Learning Method

The FG-NET dataset has only 1002, clearly not enough to train the described
deep CNN in Section 4.3. Therefore, this method has only been tested with
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the HuPBA-AgeGuess database.

Depending on the dataset the experimental setting were different. In order
to validate and test the method a 10-fold cross validation was performed
splitting the data into 80% training set, 10% validation set and 10% testing
set. The data was split into batches each of them containing 213 instances.
In this way each fold will contain an exact number of batches, 3. The error
function used during the training was the mean square error. The network
also needs the following parameters to be set,

• Learning Rate (η): The learning rate is used in the backpropagation
stage to modify the net weights.

The learning rate used in the experiments was set to 0.002.

• Epoch: In training a neural network, the term epoch is used to de-
scribe a complete pass through all of the training patterns. The error
is reduced over the epoch since the weights are updated within each
epoch.

The number of epochs used in the training of the proposed CNN were
400.

5.4 Analysis of the Experiments

In this section the results of all the experiments is described and analysed in
detail. The experiments were run in the two datasets, FG-NET and HuPBA-
AgeGuess, amd with the two different age labels (just in HuPBA-AgeGuess).

5.4.1 Face Detection and Alignment

This preprocessing step was just applied to the HuPBA-AgeGuess dataset
since the FG-NET already contains the 68 facial landmarks manually placed.
The database HuPBA-AgeGuess was preprocessed as described in Section
4.1. The face detection was 92.52% accurate and face alignment was 84.54%
accurate, hence the total accuracy of the preprocessing was 78.26%. Some
examples of good and bad face detections and alignments are shown in Fig-
ure 5.3. The detection and alignment were tricky since the images are not
taken in a controlled environment, the multiple illumination changes and the
multiple head orientations made the preprocessing very difficult.
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(a) Well detected and aligned faces.

(b) Samples of bad face detection.

(c) Samples of bad face alignment.

Figure 5.3: Samples of preprocessed faces.

5.4.2 Biologically Inspired Method

The MAE achieved by this method in both databases is shown in the Table
5.1. As it was expected the algorithm performed better with the FG-NET
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dataset since the landmarks were manually placed. Between both experi-
ments with the HuPBA-AgeGuess dataset this method performed best in
the apparent age labels.

Database MAE
FG-NET 7.99

HuPBA-AgeGuess real age 10.73

HuPBA-AgeGuess apparent age 9.34

Table 5.1: MAE achieved with BIF.

Figure 5.4 shows the CS obtained with this method. It shows that the
performance is better over apparent age than real age.

Figure 5.4: CS achieved with the Biologically Inspired Method.

The group classification achieves 0.895 accuracy with FG-NET and 0.87 with
HuPBA-AgeGuess dataset. Figure 5.5 shows the confusion matrix obtained
in each one of the three datasets. In the FG-NET database there is confusion
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between the adult and the elder faces, and in the HuPBA-AgeGuess young
and elder are confused with adults. This bad result is product of different
factors, the high number of face instances with age between 18 and 45 years
old bias the classifier towards the adult class.

(a) FG-NET dataset. (b) HuPBA-AgeGuess with Real Age labels.

(c) HuPBA-AgeGuess with Apparent
Age labels.

Figure 5.5: Confusion Matrices of the Age Group Classification.

The poor age group classification causes an overall bad performance of the
age estimation algorithm with the HuPBA-AgeGuess dataset. The same
problem can be seen in the Figures 5.6, where the cumulative score achieved
in the three disjoint are groups is shown. The Figure 5.6a shows the CS of the
young age group and it can be observe that the performance in the FG-NET
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is very good, while (as shown in the confusion matrix in the intermediate
classification) the method performs poorly in the HuPBA-AgeGuess. The
CS from the elder age group (see Figure 5.6c) is very low, showing that very
few instances of that age range are well classified.

(a) CS with age range [0 - 18]. (b) CS with age range [19 - 45].

(c) CS with age range [46 - 100].

Figure 5.6: Cumulative Score achieved in each age group with the BIF
method.

5.4.3 Deep Learning Method

The Table 5.2 shows the achieved MAE with this method with the HuPBA-
AgeGuess database and both label annotations. The MAE of the method
predicting real age is 40.77% higher than predicting apparent age.
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Database MAE
FG-NET -
HuPBA-AgeGuess real age 10.29

HuPBA-AgeGuess apparent age 8.71

Table 5.2: MAE achieved with CNN.

Figure 5.7 shows the CS obtained with this method. It shows that the
performance is better over apparent age than real age.

Figure 5.7: CS achieved with the CNN Method.

The CS of the individual age groups are plotted in the Figure 5.8. It shows
that the CNN performs better over the adult age group, Figure 5.8b, than
the other two age groups, Figures 5.8a and 5.8c.
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(a) CS with age range [0 - 18]. (b) CS with age range [19 - 45].

(c) CS with age range [46 - 100].

Figure 5.8: Cumulative Score achieved in each age group with the CNN
method.

5.4.4 Comparison

From the two tables of results (Tables 5.1 and 5.2) it can be seen that the
CNN method achieves better results with the HuPBA-AgeGuess, reducing
the MAE 0.65 years with apparent age and 0.44 years with real age an-
notations. From the Figures 5.6 and 5.7 we can find a similarity in both
methods, they have higher performance in the adult age group (between 19
and 45 years old). This could be caused because of the unbalanced data or
because the features did not capture the whole variability of the data as they
should. It also can be deduced from the results that the performance with
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apparent age is higher than with real age using both proposed methods.



6 Conclusions and Future work

This Chapter closes this Master Thesis by reviewing the work done, pre-
senting a final analysis of the experiment results and commenting its future
implications.

6.1 Conclusions

An exhaustive study of the age estimation problem has been done in this
Master Thesis. Also a novel face image database with real and apparent age
annotations has been created and proposed for this work.

A web-based application using the Facebook API was developed in order
to collect and label the proposed database in a gamified fashion engaging
the participants to upload images and guess the age of other users images.
The proposed database is the first face image database where the images are
labelled with real and apparent age. It is also a very challenging database
since the face images were taken in unconstrained conditions, having huge
variation in face position, background and illumination.

From the extensive analysis of the literature in Chapter 2 two methods have
been proposed. The first one based on BIF features combined with shape
information in a hierarchical fashion combining SVMs and SVRs and the
second proposed method is based on deep CNNs. Both methods has been
tested in the proposed database (HuPBA-AgeGuess).

The performance of the proposed methods is not as good as expected. How-
ever, it could be observed that both methods could predict more accurately
the age of faces between 19 and 45 years old. This fact could be because of
the over representation of the adult age group class.

From the experiments done in this work can be seen that the proposed
age estimation algorithms get better MAE estimating apparent age rather
than real age. This result could be because the apparent age is the human
perceived age from visual stimuli and accumulated experience , while real
age can not always be related to the face appearance.

43
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6.2 Future Work

As a future work, the three main parts of this project -proposed database,
proposed methods and real vs apparent age analysis- can be further explored.

The web-application could be improved by collecting further information
about the database face images such as gender, ethnic, whether the individ-
ual is wearing make-up or no, etc. It should also be maintained in order to
keep the users playing, uploading more images, guessing the already existent
ones and engaging other users to play.

There are several aspect of the proposed methods that could be exhaustively
explored.

• Input Quality : Determine until which extent the quality of the input
images affects the performance of the state of the art method for age
estimation.

• Landmark Regression: This step in the preprocessing is crucial since
the features will be extracted locally in the aligned face. Therefore
it is very important to improve the landmark regression to being able
to localise the landmarks correctly despite the occlusions and facial
expressions.

• Face Frontalization: The feature extraction could be improved by
frontalizing the faces, making it easier to the age estimation algorithms
to compare same regions.

• Local Multi-scale Patch BIF: Calculate the BIF features from localized
multi-scale patches using the landmark position could give less noisy
and more reliable information about the analysed face.

• Multi-modal Age Extimation: Analyse the utility of depth and thermal
images in a multi-modal fashion to determine how they complement
discriminative information for age estimation.

After the organized challenge, the methods proposed by the contestants
should be further analysed and see how they tackle the problems described
in this work. Also will be interesting to compare their performance with real
and apparent age and see if the results of the experiments performed in this
work hold.
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CNN Convolutional Neural Network. i, iv, v, 9, 30, 31, 34, 35, 40, 41, 43,
56

CS Cumulative Score. v, 33, 37–41, 56

kNN k-Nearest Neighbours. 9, 56

LBP Local Binary Patterns. 7, 8, 56

MAE Mean Absolute Error. iv, 9, 10, 33, 34, 36, 37, 39–41, 56

MLP Multi Layer Perceptron. 9, 56

PCA Principal Component Analysis. 8, 29, 56

RBF Radial Basis Function. 29, 34, 56

SVM Support Vector Machines. 7, 10, 11, 26, 29, 34, 43, 56

SVR Support Vector Regressor. 10, 11, 26, 29, 34, 43, 56

57



Appendices

58



A Terms & Conditions

The Terms and Conditions of the web-application are an adaptation to the
ones of ChaLearn challenges1. The general terms and conditions added to
the ones described in ChaLearn are displayed below.

The purpose of this Facebook application is to gather
images of anonymous people labeled with an approxi-
mation of the estimated age. ChaLearn intends to use
the data collected to organize a challenge in computer
vision in which the participants will need to write pro-
grams that estimate a person’s age from a photo por-
trait.

By using this application you agree to:

• Upload only images of photo portraits that you own
or are authorized to use.

• Grant ChaLearn the right to use these images in
a public scientific competition and to conduct re-
search in computer vision.

• Not to upload images that are offending or illegal.

1ChaLearn privacy policy: http://www.chalearn.org/privacy.html
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