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Abstract

Recently, the concept of MIMO (multiple-input multiple4puit) radar has been proposed. MIMO
radar has the capability to transmit orthogonal (or incehgrwaveforms at multiple transmit
antennas. It offers promising potentials for resolutiomacement, interference suppression
and against multipath fading. Many research about MIMO radaignal processing have been
conducted. However, the implementation of MIMO radar incgicee is still uncommon. In this
thesis, the SISO (single-input single-output) OFDM radat eommunication system (RadCom),
a previous project at Institut fur Hochfrequenztechnik wldktronik (IHE), KIT, Germany, is
extended to MIMO configuration using the idea of spectraitgileaved multi-carrier signals to
estimate the direction of arrival (DOA) of objects in 2D arid @adar. The main aim of this thesis
is to implement and evaluate a MIMO OFDM-based radar system.

The thesis consists of two parts, the software and hardwate In the first part of the thesis, the
MIMO radar is studied. A signal modeling is derived alonghniihe analysis of suitable antenna
geometries for 2D and 3D radar. The MIMO radar with the apild form virtual array can
increase significantly the resolution of DOA estimation.r Bwat purpose, numerous algorithms
based on different mathematical approaches exist. The meaheesults show that the MUSIC
(MUIltiple Slignal Classification) algorithm based on sulzspmethod is simple to implement and
have good resolution. We combine the OFDM-based signal heitte MUSIC to perform 2D
and 3D radar sensing. The DOA estimation with MUSIC alondhwtiite simulation results are
presented.

The second half of this thesis focuses on the realizatioh@htrdware design for MIMO radar
systems. A RF frontend for four transmitters with direct\ension architecture was considered.
One transmitter includes 2 low pass filters (LPFs), an Inpi@asadrature (I/Q) upcoverter, a
phase-locked loop (PLL) frequency synthesizer, a 4.1 \Wdkn power divider. Inverse Chebyshev
LPFs at50 MHz with lumped elements were built and measured. In additiosyféicient 4:1
Wilkinson divider was simulated and fabricated to feed teal oscillator (LO) signal into the I/Q
upconverters. The other individual elements of the trattemivas measured and analyzed. Several
measurement have been taken to test one whole transmittaddition, the signals generated by
the FPGA, which is planned to integrate with the transnsttare analyzed.
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1. Introduction and Motivation

1.1. Introduction

Nowadays, radar applications play a key role in many fieldsrelthe need for position informa-
tion, such as the bearing, range and velocity of objects;usial. One of the these applications
is automotive radar in amtelligent Transport System (ITSN'S is an advanced system defined
by European Telecommunications Standards Institute (5 Ti®illuding telematics and all type of
communications in vehicles, between vehicles, and betwebitles and fixed locations. The pur-
pose of it is to establish an intelligent network to proviégéwork management, such as emergency
vehicle notification, automatic road enforcement and soldre scenarios of some basic commu-
nications in ITS is demonstrated in Fig. 1.1. In order to dai tthe locations of individual vehicles
in the network must be determined and transmitted to costedlons. Therefore, the idea of a
combining radar and communications in one signal systetfopha has been introduced.

L 4

@
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TERRESTRIAL
BROADCAST

\/,
=

Intermodal el /})
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@ \
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©ETSI 2008 : Fleet Management Toll Collection

Fig. 1.1.: Intelligent Transport Systems [8]

In the previous project from Institut fir Hochfrequenzteighund Elektronik (IHE), a joint radar
and communications applications (RadCom) has been prdd@é6¢ The orthogonal frequency-
division multiplexing (OFDM) signal has been chosen beeatsffer several advantages, espe-



2 1. Introduction and Motivation

cially the robustness against Doppler shift and multipathrfg. A single radar system 24 GHz
has been built and measured to prove the ability of the systerarry user data and to sense the
information of range and velocity [24].

1.2. Motivation

Since the RadCom has been proved to be very promising foerand velocity estimation, the
current idea is to improve a step further for direction-ofval (DOA) estimation. The single
system is extended to multiple-input multiple output (MIM&ntenna systems. A MIMO system,
unlike standard phased-array radar, can transmit, vianiesnaas, multiple signals which can be
correlated or uncorrelated with each other [9]. It has rekincreasing attention from researchers
because of the potential to improve target detection pedoce.

In order to generate uncorrelated signals for each tranamti¢nna, a signal modification
from the original OFDM signal has been introduced in [21]. eTiodified signals, called the
spectrally interleaved multi-carrier signgldiave been patented [25]. The functionality of the
MIMO OFDM-based radar for the DOA estimation has only beaven for the 2D radar imaging
without velocity estimation. Therefore it is in the scopetls work to implement the velocity
estimation together with the 2D and 3D radar imaging to comeith a robust radar system which
could also do target localization. Since target local@atiequires multiple transmit and receive
antennas as well as the use of a superresolution algorittstnaiegy to minimize the computing
effort through the optimization of the simulation codeshimtreasonable time is also within the
scope of this work.

Additionally, we seek to built the RF frontend for the mulégransmitters to verify the signal
separation techniques in hardware. This analysis of a godd@bust RF frontend design along
with the necessary sub-blocks must be done. Although thenfggration for the RF frontend
might not be possible within this limited time frame, its brsés will nevertheless be a step towards
the integration of the system.

1.3. Outline of the Thesis

The main contribution of this thesis is to study the concdptitMO radar and apply MUSIC
(MUltiple Signal Classification), a high-resolution DOAtsation algorithm, for sensing the
azimuth and elevation information of objects. A RF front emill be designed and build to
integrate with the FPGA, which generates OFDM-based ssgatabaseband. Measurement will
then be done to test the RF front end along with the algorithms

The thesis is organized as follows. The second chapterdutes the fundamentals of radar



1.3. Outline of the Thesis 3

system and OFDM signal. The joint radar and communicatigqdi@ation (RadCom) is also

presented. In the third chapter, MIMO radar is discusseduding the concept and theory of
MIMO radar, signal modeling, antenna geometry for the 2D @8Bdradar imaging. Finally, the

signal modification for MIMO OFDM-based radar will be expor The four chapters is about
DOA algorithms for the 2D and 3D radars. The MUSIC algoritlsnexplored. The simulation for

the MIMO OFDM-based radar system is demonstrated along théhresults of 2D and 3D radar
imaging

In the four chapter, a realization of hardware design forRRefront end is discussed. Chapter 5
presents various measurements for the final transmittethanednalysis of the baseband OFDM-
based signal generated by the FPGA. Finally, chapter 6 aapteh7 give the conclusions to the
work which have been done and point out the possible futur&svo
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2. Fundamentals of the OFDM RadCom

In this chaper, the basic concepts of radars and OFDM sigeairasented. Then, the overview of
SISO OFDM radar and communications system (RadCom) desdlop [26] is discussed. Finally,
the system parameterization of the single radar systenpised.

2.1. Radar Basics

Radar is an electromagnetic system to detect and locatetmefleobjects as shown in Fig. 2.1.
After emitting the electromagnetic waveform, the radaenees the reflected signal from object.
To detect the object, it is necessary to distinguish betvileesignal reflected from the object and

the signal containing noise. Next, the signal can be precess estimate the range and other
parameters by comparing the received signals with therrdtesl ones.

—

| Antenna

Receiver —(

Fig. 2.1.: A typical radar scene

Transmitter

Range and delay

The relationship between the delaynd rangeR is given by:
R = %CT (2.1)

wherec is the propagation velocity. The factdis due to the round trip travel time.

Velocity and Doppler effect
Fig. 2.2 shows the geometry of radar and moving object wherethe relative velocity of the
moving object. The Doppler shift is related to relative \itip as follows:

fp = 2fev,  2fvcosg 2.2)

C C




6 2. Fundamentals of the OFDM RadCom

where . is the center frequency of the transmitted signal. The t@rw considers the projection
of the velocity vector along the radial direction of the rigee and moving object.

Moving object

Radar

Fig. 2.2.: Geometry of the radar and moving object for thevd&on of Doppler frequency

Radar equation
If a radar transmitter sends a signal with transmitted padwandG; is the gain of the antenna, the
power densityS; at a object of distanc& from the antenna is given as:

_ hG,

Sy = R (2.3)
The power which is reflected back to the radar is given as:
Ps = O'St (24)

whereo is the radar cross section (RCS) of the object. The receige@pdensity at the radar after

reflecting on the object,, is:
Ps . PthO'

T AR (47TR2)2
And the received power at the radar is:

S, (2.5)

P =S, Ay, (2.6)

where:
o Acpp = gGr is the antenna effective area
* ) is the wavelength of transmitted signal
* (5, is the gain of the received antenna.
Thus, the received power at the radar can be obtained as:

. PthGTU)\Q

P = G (2.7)
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The maximum range of the rad&,.. is the maximum distance the radar can detect objects. It
happens when the received powerjust equals the minimum detectable sigRal,;,,. Rearranging
termsin Eq. 2.7 gives:

.| P.G?o\?

Rmax = S 4 \2
Prmin (47T)3

(2.8)

This is the fundamental form of radar equation.

Radar cross section
This is the property of a scattering terget to represent tagnitude of the reflected signal to the
radar by the object.

A definition of radar cross section (RCS) in [22] is:

B[

_ 2
oc=47R e

(2.9)

where
* Ris the distance to the object
» FE, is the electric field strength of the reflected signal at tiuara
» [ is the electric field strength incident on the object

SNR in radar
The typical equation of SNR in radar is given as [22]:
PthGTU)\Q

SNR = PR, + TOBL (2.10)

where:
* kis Boltzmann constant
» T, is the noise temperature at the receiver input (antennatéerbation from cables)
» T, is the receiver noise noise temperature including all veceitages
* Bisthe receiver bandwidth
* Lis loss from other factors

2.2. OFDM Theory

2.2.1. OFDM Concept

OFDM is a method of using parallel orthogonal carries to niaidithe data. OFDM can be seen as
a multiplexing technique rather than a modulation techaidquis mostly used as a communication
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signal. The time domain OFDM transmitted signal is expre$se[20]:

Neym—1 Ne—1
wt)= > D dr.(uN+ n)exp(j%fnt)rect(t _TMT) (2.11)

pn=0 n=0

where:
* Ny is the number of subcarriers used
* N.is the number of consecutive symbols evaluated
* 1 is the index of OFDM symbols
* nis the carrier index in one OFDM symbol
* f, is the individual subcarrier frequency
* T'is the OFDM symbol duration

* dr.(p,n), called the 'complex modulation symbol’, is the arbitrargta modulated with
a digital modulation technique e.g., quadrature amplitoaelulation (QAM), phase-shift
keying (PSK).
The OFDM signal in time-frequency grid is depicted in Fig3 for a clear understanding of the
definitions of subcarriers and symbols. In the RadCom sy,stee OFDM frame consists @24
subcarriers ands6 OFDM symbols.

OFDM symbol

>
>

Frequency

Af — Carrier

1/af

—
1

.

Time

Fig. 2.3.: Time - frequency grid of OFDM signal

Fig. 2.4 shows the operation of the OFDM modulator in a bloggdm. The modulated data is
then demultiplexed intdV, parallel streams and multiplied with exponential funct@efore being
summed.
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exp(jmr)

QPSK Serial to OFDM
Data parallel Signal
Fig. 2.4.: OFDM Modulator
The condition of orthogonality is:
[e%s) To
1 m=n
t)x; (t)dt = t)x; (t)dt = 2.12
[ aeoa= [Caoaee={ 5 "2 212)
where:
Nogm t T
‘ — 1
n(l) = dr(uN exp(72x ft)rect
)= 3 dnl 2w ()

Thus, in order to remain the orthogonality between indigidsubcarriers, the subcarrier spacing
A f must satisfy that,

fn:nAf:%, n=0,.,N-1 (2.13)

The frequency spectrum of the transmitted signal in eqndfdll) is:

Sin(ﬁ(f B fn)T
X(f)=VT Y dr.(n (2.14)
Fig. 2.5 represents the frequency spectrum of OFDM sigral$he frequency domain, th@nc
function side lobes produce overlapping spectra. Howsuaee the individual peaks of subcarriers
all line up with the zero crossing of other subcarriers, therkap of spectral energy does not
interfere with the ability to recover the original signal.
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Subcarrier spacing f

>

OFDM Spectrum_

Fig. 2.5.: Spectra of individual subcarriers

2.2.2. OFDM Signal Generation
Consider one OFDM symbol, the baseband transmitted sigmgén by:

Ne—1

z(t) = Z de(n)exp(j%r%t)rect(% — %) (2.15)
n=0

In fact, considering the case of time discrete signal bya&ph the time by a sample number
k, the complex baseband OFDM is nothing more than the inveiserete Fourier Trans-
form (IDFT) on N. input modulation symbols. It means that, for each time u@kof length

T, OFDM signals is created by using a IDFT and its counterpd#fd, for demodulation at receiver.

In practice, a combination of fast Fourier Transform (FFhjl anverse fast Fourier Transform
(IFFT) are implemented because of their efficiency to redheecalculation time. Fig. 2.6 and
Fig. 2.7 depict a typical OFDM system with transmitter andereer. At the transmitter, the
sources symbols are divided into blocks of lengthand used as the inputs of an IFFT blocks
with FFT lengthNrrr. Nrpr should be chosen to be significantly large thénso that the edge
effects are negligible at half the sampling frequency amdgimape of the reconstruction filter of
the digital-to-analog converter (DAC) does not effect tigmsicant part of the spectrum [11]. The
Nrrr — N, remaning coefficients can be set to zero.

At the receiver, an FFT block with lengthz~ is used to process the received signal, and\he
useful coefficients will be extracted for further data psgiag.
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d x )
S ) L - P
dre(p,m) | dT$(fL’2) F > z(?)
F
P dry(ps Ne) T _ S

Fig. 2.6.: OFDM transmitter with IFFT operation

de(M? 1)
dre(p,n) dRm(Ha 2)

A
<
=

A

P dR:v(,;h Nc)

A

<
<<

Fig. 2.7.: OFDM receiver with FFT operation

2.2.3. OFDM in Multipath Channels and the Use of Cyclic Prefix

In OFDM system, intersymbol interference (ISI) occurs whtemreceived OFDM symbol is dis-
torted by the previously transmitted OFDM symbol. To prévieom IS, a guard interval can be
implemented by using a cyclic prefix (CP). The CP is simplyrédica of a piece of lengtli:p
from the end of the symbol. The reason is to keep one of thakgreriodic over the range of the
convolution in time domain. A lack of periodicity would lead intrasymbol intererence, which
causes the OFDM symbol to interfere with itself. Since thecGRtains redundant information, it
is discarded at the receiver. Fig. 2.8 shows the method afdating the cylic prefix by coping a
piece of lengtil - from the the end of the symbol and put it in front of the signal.

Y

CP Basic OFDM symbol

b ===~

<

Ter T

TOFDM

Fig. 2.8.: Cyclic Prefix
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2.3. OFDM Radcom Concept

OFDM has been recently gained attention for radar apptinddecause of the numerous advantages
offered by OFDM signal. Furthermore, OFDM signals have be®ved to be suitable for radar
applications [20], [23], [24], [21]. In this section, theSBD OFDM-based radar system (RadCom)
will be explored.

2.3.1. OFDM Radar Processing at the Receiver

As mentioned in section 2.2.1, the OFDM transmitted sighia¢presented as in (2.11).
Transmitted OFDM symbols can be represented as a matrix/Witows andV,,,, columns.

de(Oa 0) de(Oa 1) e de(Oa Nsym - 1)
dxlao dxlal dxlaNsm_l
o= | Y L el Nom = 1) (2.16)
dry(Ne —1,0) dpp(Ne—1,1) -+ dpy(Ne — 1, Ngy, — 1)

Every row of the matrix is related to the information on onbaarrier and every column is related
to the information on one OFDM symbol.

In the presence of a reflecting object at the distaideom the radar with the relative velocity of
vre1, Which results in the Doppler frequency 6f, the received OFDM signal in noiseless case
becomes

Nsym—1 N.—1 R
y(t)= Y > alun)dro(uN. +n)exp (j27T(fn+fD) (f‘a))'
= (2.17)

t—22 T
rect| —2——

In the above model, the transmitted sign@l) is a narrowband signal of overall bandwidbh< f,
so that each subcarrier experiences the same Dopplerfshifib addition, fp < f., thus the term
regarding to the coupling between Doppler effect and range—j27 fp2R/co) is insignificant
and can be neglected. The received OFDM signal can be rewa# follows:

Nsym_l chl 2R t — % — MT
y(t) = Z Z a(p, n)dr, (WN.~+n) exp (j27rfn (t — c_)) exp(j2m fpt)rect (%)

pn=0 n=0 0

(2.18)
Definedy, as the complex received symbol, we have:
N.sym_l Ne—1 t_ E — MT
t) = d N, 27 fot)rect | —2—— 2.19
y(t) ZO ZO e (e + ) exp(j27 ft) ( = ) (2.19)
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and

(1) = (g, )il (1, ) exp (—j27rfn (@)) exp(j2n ft) (2.20)

It means that the received symhgt, contains the information of the transmitted afie,, the

attenuationu along with the phase rotation caused by range and DopplecteffThe received
OFDM symbols can also be represented as m@rxwhich has the same size Bsy. Thus, a
complex element-wise division can be operation can be pedd betweeDg, andD+, to remove
the original transmit modulation symbols:

d(0,0) d(0,1) -+ d(0,Nyym —1)
D d(1,0 d(1,1 oo d(1,Nyym — 1
Dy — DR _ (. ) (. ) | ( v ) (2.21)
DTX . . . .
d(N,—1,0) d(N,—1,1) -+ d(N,—1, Ny — 1)

For specific values qgf, n, we have one element$n, 1) of the matrix as follows

o dR:c(nu M) o o % .
o) = G — o) xp ( jn ( . )) expj2nfol)  (2.22)

The Doppler shift will cause a phase shift;of ;7" on theu-th symbol on every carrier. In case CP
is implemented, the entire OFDM symbol duratibinzp,; including the CP must be considered.
Equation (2.21) can be rewritten as

d(n, p) = % = a(p, n) exp (—j2mAf (%)) exp(j2rnuTorpymfp) (2.23)

It is obvious that the phase difference between the tratsdaind received symbols, which contains
the information of distance and velocity, can be calculétech d(n, ;). Thus, a novel method has
been proposed to provide the radar image from the transivatid received modulation symbols
without the need for correlation operations [20], [23],]l2&ig. 2.9 describes the new method to
estimate the distance and velocity of the object and it casubemarized as follows,

1. Calculate the FFT of lengtN;,,,, on every row ofDyj,.

2. Calculate the IFFT of lengtly. on every column.

The result is a two-dimensional matrix as follows:

|, = IFFT() [FFT(k)[Dg]] (2.24)
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1. FFT in the time domain

3
C
5 A
(o
o
-
N=Nc-1
ATATATA
n=1
2. IFFT in the n=0
frequency domain pu=0 M=Nsym-1
>
Matrix of Ddiv Time
(0]
e
©
SA
(@)
N=Nc-1
n=1
n=0
p=0 """ H=Nsym'1
>
Matrix of Ik, Doppler

Fig. 2.9.: The operation to estimate Doppler and range fol(d®an system

For every reflecting object, there is a peakKlip|* at index(k, 7).

/%:<M>,k=o,-.-,zvc—1 (2.25)

Co

and

Co

Z: <2UrelchOFDMNsym> ,l _ 07 L 7Nsym -1 (226)
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where the operatiofk) means the nearest or equal integek to

Therefore, the index valugs, ) also correspond to the estimated distaficand relative velocity
Uper QS

~ ZCQ
= 2.27
r 2N Af ( )
and
I%CQ
Vel = 2.28
: 2feNoymTorpm ( )

2.3.2. System Parametrization

The process of deciding and defining the parameters for amyistone of the most important phase
to build any system. The4 GHz ISM (industrial, scientific, and medical) band fra.05 GHz-
24.25 GHz is chosen since the ISM band is license free and suitablaftarresearch.

Subcarrier Spacing and Symbol Duration

Doppler shift

The Doppler shift in radar system can be described as follows

2Upe
fo== l (2.29)

where f, is the Doppler frequency ang., is the relative velocity between radar and object. In
order to avoid the distortion of the orthogonality of the caitviers, the subcarrier spacidg must
satisfy the condition

Af > 10fD,mam (230)

where fp mq. 1S the maximum Doppler shift. Assuming a maximum relativeoeity for typical
traffic scenarios to be,., = 200km/h = 55.6m/s, this would yield the maximum Doppler
shift of fp .. = 8.9kHz for f, = 24 GHz. Thus it requires a minimum subcarrier spacing
Af > 89kHz

Range ambiguity

The maximum unambiguous distance of radar system is equal to

Co T()CO
Aoy = — = =00 2.31
max 2/ f 9 ( )
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wherec, is the propagation velocity;, is the OFDM symbol duration. For automotive uses, the
maximum detectable distance is set to206 m. For practical reasons, the symbol duration and
subcarrier spacing have to satisfy tlgt> 1.33 us andA f < 750 kHz.

Cyclic Prefix

As mentioned in section 2.2.3, each transmitted OFDM syrhbslto be added with a CP to avoid
ISI. Since there is a direct coupling between transmit ardesind receive antenna of RadCom
system [27], the CP has to be at least equal to the propagatienof the longest path between
radar and the object. Assuming that the maximum dist&his=200 m, the condition for CP is that
Tep > 1.33 us.

| Symbol | Parameter | Value |
fe Carrier frequency 24 GHz
N Number of subcarriers 1024
Af Subcarrier spacing 90.909 kHz
T Elementary OFDM symbol duration 11 us
Tep Cyclic prefix duration 1.365 ps
Tsym Transmit OFDM symbol duration| 12.375 us
B Total signal bandwidth 93.1 MHz
Ar Range resolution 1.61m
T'maz Maximum unambiguous range 1650 m
Urnaz Maximum unambiguous velocity | £252.5m/s
M Number of evaluated symbols 256
Av Velocity resolution 1.97m/s

Table 2.1.: RadCom system parameters

Final System Parametrization

In the RadCom system, the final parameters are fixed for abdaitaFDM radar and com-
munication system. The OFDM symbol duration is chosen td'be= 11 us, which leads to
Af =1/T, = 90.909 kHz. The CP lengtil,p = 1/8T, = 1.375 s

Since the OFDM signal can be generated by performing a IFFEFation, it is efficient to choose
a number of subcarriers which is the power2of With a subcarrier spacing adkf = 1/7, =
90.909 kHz, a number of subcarriers &f. = 1024 will result a bandwidth ofB = 93.09 MHz, so
that the radar range resolution will be equalte = 1.61 m. A summary of all system parameter
is provided in table (2.1).



3. MIMO Radar Concepts

In this chapter, we first introduce the concept of MIMO radad airtual steering vector. The
steering vector is used in the MUSIC algorithm to estimagepbsition of the objects, as will be
discussed in the next chapter. Next, the general signal imgdend antenna geometry are derived.
Finally, the modification of the original OFDM-based sigfraim the SISO RadCom for use in the
MIMO radar is discussed.

3.1. Virtual Array Concept

The MIMO radar system allows the transmitting of orthogdjmalincoherent) waveforms at each
transmit antennas. The phase differences caused by tkeatiftransmit antennas along with ones
caused by different receive antennas form a geering vectar In this section, we will discuss
briefly the virtual array concept. The detailed studies aafolind in [5], [6], [9].

The steering vector represents the set of phase delaysred plave experiences [3]. This is then
evaluated at set of antenna array elements (especiallyeaetieiver). By using an array-based
DOA estimation techniques, the receive signals along withdteering vectors are evaluated to
estimate the position of the objects. Depending on the iage®&ector, the azimuth or elevation

position of the objects, or even both can be estimated.

A virtual array refers to the technique whereby the number of receiver aagebecome more
than the physical number of the antennas through the useeofad@ntenna geometries and signal
processing. Therefore the steering vector developed fdr awirtual array is called theirtual
steering vectar Before establishing the virtual array concept, a few aggions and definitions
need to be clarified:

1. The MIMO radar system is a monostatic one. It means tharamsmitter and receiver are
located on the same platform.

2. The objects described in this work are in the far-field sagdf the antenna arrays of the
MIMO radar.

3. The distance between the radar and the objects are mggr than the dimensions of the
transmit and receive antennas. Therefore, the unit pgntattors from the object to the
transmitter and receiver are coincident and can be definedvastoru ¢ R?, whereR?
defines a 3-dimensional (3D) Cartesian space. The cooedimdit is (x.,, ¥y, z,) as shown
in Fig. 3.1.

17
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4. The 3D Cartesian space applies for all other positionorscivhich will be defined in the
following sections. This means that the point of origin adl a&thex, y andz axis directions
are the same for all of these vectors.

Consider a MIMO radar system using antenna arrays for itsinétter and receiver with the math-
ematical notations as follows:

* Nris the number of elements at the transmit antenna array

* Ny is the number of elements at the receive antenna array

« Them! transmit antenna is located-at,,, € R3, where the subscripf stands for transmit-
ter andm is the index of the transmit antenna, with=0,1,..., Ny — 1

« Then'" receive antenna is located-at,, € R?, where the subscripk stands for receiver
andn is the index of the receive antenna, with=0,1,..., N — 1

Fig. 3.1.: Representation of the unit pointing veaidn the 3D Cartesian space

Now the separate arrays of transmit and receive antennasmgpat one object in the far field are
considered. Fig. 3.2(a) shows an example of a MIMO radaesystith Ny = 3 and N = 4 at
arbitrary positions with the same pointing vectoto the same object in the far-field region. The
transmit array and the receive array are collocated butiaterpd side by side for illustration. At
one point, then!” transmit antenna transmits the wavefarm(t). Since the transmitted signals
from each transmitter are orthogonal, the signals fulfél tondition of orthogonality as given by

/ o ()2 (F)dT = Sy (3.1)

where the integration of the signal, with the conjugate of the signal from another transmitter (i
the same array)’ , over time will result ind,,,,, = 1 if and only if m = m/.

At each receive antenna, the reflected orthogonal wavefonsthe object can be extracted by
correlating the transmitted signals with the received onEss correlation process is actually a
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matched filter process. The total number of received sicatafl receivers is then equal 16, Ny.
Ignoring all effects of the channel (e.g. phase rotatiorestduange and Doppler) and considering
only the effect due to the geometry of the transmit and recpositions, the received signal from
them!" transmit antenna the’”" receive antenna can be expressed as [4],

Ymn(t) = ap exp(—jku.(Xrm + Xrn)) (3.2)

where:
* (.) is the notation of dot product. The details of dot pradtan be found in the appendix.

» k= 2n/\is the wavenumber therefokea is the wave vector.
* a, is the amplitude of the signal reflected from the object.

/ AR
I x Y YXRA
T L NsY

X1 .1

(@) A MIMO radar system withN;y = 3 andNg = 4

( X Z xT,3+xR,?
TY YYi S
L Y YxT,1+"R,3 Y Y )

(b) The corresponding virtual array

Fig. 3.2.: MIMO radar system

From (3.2), it can be seen that the phase differences argedrbg both the transmit and receive
antenna positions. Fig. 3.2(b) illustrates the correspawrtual antenna formed from the transmit
and receive arrays as seen at the receiver. The received 81¢8.2) is then equivalent to the object
response received by a receive array Wih/V virtual antenna elements located at the positions
of the transmitters plus the positions of the receiverscivican be expressed as:

{Xrm +Xrn| n=0,1,.,.N—=1m=0,1,...M — 1} (3.3)

This can be seen as replicating the receive antenna arragmtiedividual transmitter, which in
mathematical notation is the Kronecker product.
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With the information about the virtual array positioningetsteering vectors for the transmit and
receive array can be built. Defining-(u) as the transmit steering vector with dimensigp x 1
andvg(u) as the receive steering vector with dimensip x 1, vy(u) andvy(u) are given
respectively as follows.

(Vr)m = exp(—jku.x7m) (3.4)
(VR)n = exp(—jku.xp,) (3.5)

For the case of arbitrary transmitter and receiver posstiwhose virtual array is as described by
(3.3), the virtual steering vectar{(u) can be written as

v(u) = vr(u) ® vg(u) (3.6)

where® is the notation of the Kronecker product. The dimensiow@if) is Ny Ny x 1. It can
be concluded that fromV; + Ny physical antenna elements, a virtual array WithN; elements
can be generated. This concept is important in order to defirappropriate antenna geometry for
MIMO radar in section 3.3.

3.2. Signal Modeling

In this section, the signal modeling for the MIMO radar wi# derived. The idea of the signal
modeling is to represent the received signal taking int@antthe channel parameters (e.g. range
and Doppler) and antenna positioning for a better undedgign

Consider a MIMO system with the transmit antennas and recantennas as discussed in sec-
tion 3.1. An object located at the position vectoe R? is moving with a relative velocity vector
v, t0 the radar. The signals transmitted by the transmit anrayedlected from the object and the
received signal at the’" receive antenna at timtdrom them!* transmit antenna can be represented
by the far-field approximation. The phase rotation due tanleging object and its distance to the
radar can be expressed as

- 2 C 2 C 2 C
phase rotations exp (—iju.Qr) exp (—]qu.Zvrelt) exp (—]qu. [X7.m + XR’n])
c c c

3.7)

In (3.7), the first term is due to the range (transmitted afidaed), the second term is due to the
relative velocity of the object to the radar, and the lagntéakes the position of the antenna array
into account.

Consider thex'" receive antenna out df; receive antennas, the received signal from all the trans-
mit antennas without considering the type of waveform usedoe expanded from (3.2) and written



3.2. Signal Modeling 21

as

27 f. 27 fe
Yn(t) = azexp (—j qu-Qr)) exp (—]qu- 2vrezt) :
C C
2
) E T (t exp( j—fu [XT,m‘i‘XR,n])

Next, consider all transmitters and receivers. To come ene@l expression for all of the antennas
within the antenna arrays, we defideéandY as the matrices for the signals at the transmit and
receive antennas respectively. The signals here are @adids time-discrete signals. TReand

Y matrices are expressed as

(3.8)

X = [Xl Xg v XNT}T (39)

and .
Y = [Y1 Y2 - YNR] (3.10)

Substituting the matrix notations into (3.8), the equinateceived signal at the receive antenna
IS

2 (& 2 C 2
Yn = Q. €XP (—iju.Qr) exp (—jw—fu.erelt) exp ( iju XR n) vi(u)X (3.11)
c c c

wherevr is the transmit steering vector defined in section 3.1ahib the transpose of .

Reducing all receivers into the matrix form, we have:

Y = a;exp (—j27Tch2u.r) exp <— .27chc . ) vr(u)vi(u)X (3.12)

wherevy(u) andvy(u) are the receive and transmit steering vector defined in (@8<pectively.
Vectorvg(u) has dimensiomy x 1 and vectowv(u) has dimensiom, x 1. The multiplication
product ofvg(u)vE(u) is a matrix with dimensiom x ny.

Consider the case df objects at positions; and velocityv,.; x, the received signal matriX in a
noisy channel can be modified to accommodstebjects and is expressed as

2 f.
Y = Zatk exp ( j_quk r) exp (—jWTfuk.erelt) vr(u)vi(u) X+ E (3.13)

wherekE is the interference-plus-noise matrix.
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Equation (4.13) can then be rewritten as

Y =SX+E (3.14)
whereS is a matrix defined as
K 2nf, 2n f,
S = Z ), €XP (—jTCQuk.r) exp <—j76uk.2vrelt) vr(u,)vEi(uyg) (3.15)
k=1

Matrix S consist of the steering vector, which defines the signalgatesand will be used for the
MUSIC algorithm in section 4.1.

Since the transmitted signal from each receiver are orthalgo each other, the received signals
can be separated by, matched filters as explained in section 3.1. THgreal antennas are now
equivalent taV; Ny virtual antennas. The modified received signal malfiis used to accommo-
date to the virtual array as follows:

) 27 f, o f. L
Y = Zatk exp (—j%fQuk.r) exp (—j%fuk.QvTelt) vr @ vpX + E (3.16)

A

X =1Iy,®X (3.17)

wherel y,, is the identity matrix with dimensioV; x 1.

3.3. Antenna Geometry for MIMO Radar

Until now, we have only introduced the virtual array and tignal modeling for an arbitrary
antenna geometry. Another important aspect of MIMO radathés antenna geometry since
different geometries of receive and transmit arrays cad teaifferent virtual array geometries.
Many studies have been conducted to optimize the antenmaeggofor specific applications such
as in [18]. The purpose of this section is to provide a geneaglto represent the virtual array and
to form the steering vector for any antenna system geometry.

The MIMO virtual array positions are the convolution of thegmal transmit and receive array
element positions as explained in [4], [6]. The antenna gdoncan be visualized as a Dirac
function. Defininghr(x) andhr(x) as the functions characterizing the antenna positionseof th
transmitter and receiver respectively,(x) andhr(x) can be described as

Nr—1

hr(x) = > 6(x = xpm) (3.18)
m=0
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and
Np—1

ha(x) = Y 6(x —Xpy) (3.19)

n=0

Thus, the function to characterize the antenna positiottsaivirtual array is

h(x) = (hr * hg)(x) (3.20)

where(x) is the convolution operation.

Given here is an example of a MIMO system with uniform lineaag (ULA), where the an-
tenna element are separated by the multiples of half wagtieyy2. An array with the notation
{1 1 1} means thatthere are 3 antemmas with the element distan\ge oh a linear grid. Us-
ing this array for both the transmitter and receiver as degin Fig. 3.3 (top), the corresponding
MIMO virtual array is

5
{1 1 1}«{1 1 13=71 2 3 2 1} (3.21)

This means that some virtual antennas are over represemteztefore the MIMO virtual array
contains only 5 elements despite having 6 transmitter arelwer elements.

Real transmit array Real receive array MIMO virtual array
11 1 ¥ 1 1 1 [> 1 2 3 2 1
_— _—

3 3 5

Lo

Fig. 3.3.: Examples of antenna geometry to form virtuaharra
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Now the geometry of the transmit antennas is changed astddgit Fig. 3.3 (bottom) with a
notaton of{1 0 0O 1 0 O 1} and the receive array iSl 1 1}. These notations are
equivalent to a MIMO system wit; = 3 and Ny = 3. Here,d;r = 3dr wheredr anddy are
the element spacing of the transmit and receive antennasatagely. In this case, a MIMO virtual
array with full Ny Nz = 9 elements is formed and this is the basis of the classicalalientenna
array which has the largest nonzero contiguous region.

In DOA estimation, the number of elements in transmit anéikecarray plays an important role in
increasing the angular resolution. Despite the classictlal array having the largest contiguous
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region, it might not be optimized for the DOA angular resmnt There are many ongoing work
on such optimization, namely for the 2D configuration, wheelm be found in [18]. However, the
optimized virtual array is not in the scope of this work, #fere the classical virtual antenna array
is used for the 2D imaging case. For the 3D imaging case, aasiggopmetry, where all element
spacing is\/2 is used.

In next step, a general antenna geometry is taken into ceradidn a set of equations to estimate
the virtual steering vector. This equation is a general eguavith no particular antenna geometry
and is thus for any MIMO radar system.

Considering a MIMO system as presented in section 3.1, t#iadal notations for this part are
defined as follows:

« Them! transmit antenna is located=at ,, € R?* with the coordinates

TTm

XT,m - yT,m

ZTm

Then'™ receive antenna is located-at,, € R* with the coordinates:

LR.n
XRrRn = | Yrn
ZR.n

The position of the:'* object is the vectar, € R? with the coordinates:

Ry, cos 0y sin ¢y,
r, = | Ry cosby cos oy
Ry, sin 0,

whereR,, is the distance of objects to the origin of the Cartesiandioate system.

dr is the spacing of the transmit antennas in case the transmaytis an ULA.

dr is the spacing of the receive antennas in case the receasiaran ULA.

The geometry of one arbitrary transmit antenna, one arpineceive antenna and one object is
shown in Fig. 3.4. The DOA of*" object is estimated by a set of angle valgg, 6;), whereg, is
the azimuth angle an. is the elevation angle.
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k" object

Yy
Fig. 3.4.: Arbitrary antenna geometry
In order to find the steering vector, the distance from therda@smitters to object and back to the

receivers has to be estimated. We start by calculating tanlie between the!” transmit antenna
and thek'" object, where

TTm Ry, cos 6, sin ¢y,
Rrmp = | —Xom + 1k = |— | Yrm | + | R cos b cos ¢y
2Tm, R, sin 0,

= (R? — 2Ryx1m €08 O sin ¢, — 2Ry m COS O) cOS ¢, — 2Ry 27 1 sin Oy, +
o + Y2 + Zrm) (3:22)

Using the binomial theorem as explained in [1] to expandZB.R;,, , can be approximated as

2 2 2
xT,m + yT,m + ZT,m

Ry = Ry — T, €08 0y sin ¢p, — Y4, COS O, COS P — 2, SID O, + o7
k

(3.23)

The last term at the right hand side of (3.23) can be neglatiiedo the assumption that the object
is in the far-field region, making, > |xr..|, |xr.|. Therefore, we have the estimated distance
betweenn'™ transmit antenna and thé" object Ry, ;. as:

RTm,k = Ry, — a7,y cos O sin ¢, — Y71m, €OS O), OS @, — 27,1, SIN Oy, (3.24)

Using the same analysis, the distance between the objethang, receiver can be obtained as
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RRn,k = Ry, — TR, cOS 0y Sin ¢, — Yr ., cOS Oy cOS ¢, — 2R, sin Oy, (3.25)

Therefore, the total traveling distance of the signal is

RTm,k + RRn’k = 2Ry — (x1m + Trp) €OS O sin ¢, — (Yrm + Yrn) OS O COS p— (3.26)

—(21,m + 2R, sin by

The second to the fourth terms of the right hand side of (3a26)actually the dot product of
vectorsxr,, andxpg, with the unit pointing vecton from the radar system to the object in the
three coordinates of the Cartesian system. Compared (BdBJ326), again we can see clearly
that the position of virtual antenna will be &t ,,, + xg ..

Now, the transmit steering vecterr depends on the the DOA of the received signals which is
defined by(¢, ) for the general case. Therefore, it can be written as a fomatependent on

(¢,0),

exp (—jk(zr cosfsin ¢ + yr cosf cos ¢ + 2z sin b))

exp (—jk(xro cosfsin @ + cosfBcos o+ zrosin b
VT(¢79) _ p( J ( T2 o) éUT,z ¢ T2 )) (3.27)

exp (—jk(xr, N, cos@sin ¢ + yr ;. cos 6 cos ¢ + zp n, sin b))
Analyzing the receive steering vector in the same way, we have:

exp (—jk(zp1 cosfsing + yr1cosfcosp + zg 1 sinb))
exp (—jk(zpgo cosfsing + cosf cos ¢ + zgosinf
Vi(.6) = p (—jk(zr2 ¢ Yrz ¢ + zr2sinf)) (3.28)
exp (—jk(xp Ny cosOsing + yp N, cosbcos ¢ + 2r Ny, sind))

The virtual steering vector as defined in section 3.1 now In&so
V(gbv 0) = VT(gbv 0) ® VR(gbv 0) (329)

In the following sections, the antenna geometry for the 2daras introduced, followed by the
antenna geometry for the 3D radar. The virtual steeringorestboth cases are also derived.

To avoid confusion of several categories of radar, in thiggmt, two-dimensional, or 2D radars are
referred to as the radar sets that provide only range andhigg@zimuth) information. The radar
sets that provide range, bearing, and height (elevatiengalied three-dimensional, or 3D radars.
In the 3D radars, the information of height can be providethisyelevation angle.
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3.3.1. Antenna Geometry for 2D Radar Imaging

Since 2D radar needs only the azimuth angle informationstrat and receive array can simply lie
on one axis of the coordinate system. The geometry of re@gideransmit antennas are demon-
strated in Fig. 3.5. Here, the receive and transmit anteareafcated on the-axis of Cartesian
coordinate. The antenna system and objects are anthg plane.

A k™ object
(X Yk)

—X X X

Txi Rxi TXn ~Tm Rn RXn Rxn Txu

Fig. 3.5.: Antenna geometry for 2D Radar imaging

From the explanation in section 3.3 about the choice of ax@geometry for transmit and receive
array, to achieve the highest number of virtual antennasaacmhtiguous region for the antenna
aperture, we chose transmit and receive ULAs with= Nydr anddr = \/2, where) is the
wavelength of the transmitted signal. This correspondéccthssical virtual array, which gives the
largest basis as discussed in the previous section.

Fig. 3.6 shows the antenna pattern of the transmit, receine, virtual arrays for the case
Nr = Ngr = 4. The receive antenna pattern has 1 main lobe and 2 side loitieis W80°.
According to the antenna theory, grating lobes appear wherelement spacing > A\/2. It
can be seen from Fig. 3.6 that the grating lobes appear inrdmsrhit antenna pattern where
dr = 4dr = 2X. The position of the transmit antennas is organized in sughyathat the grating
lobes fall at the null of the receive antennas’ radiatiorigzat This means that the virtual array is
the transmit radiation pattern shaped by the receive nadigiattern. It can also be seen that the
3dB beamwidth of the virtual array is much narrower than orne receive array. This narrower
beamwidth leads to a higher angular resolution . The detatedies for this antenna geometry
can be founded in [18].

In this antenna geometry, the elevation angjis equal to0. The coordinate of the: transmit
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antenna is:
(45— m) dr

The coordinate of the'” receive antenna is:

(F= —n) dr

0
0

Substituting the coordinates of the transmit and receiteraras andosf = 1 into (3.27) and
(3.28) respectively, the virtual steering vector can beesged as

v(¢) = (1 exp (j&dpsing) -+ exp (j(NpNg — 1)dgsin))” (3.30)

3.3.2. Antenna Geometry for 3D Radar Imaging

In the case of the 3D radar imaging approach, the transmites®ive antenna arrays are arranged
orthogonally to each other [10] as shown in Fig. 3.7. The elenspacing of the transmit and
receive array is chosen d = dr = \/2. The equivalent virtual array is shown in Fig. 3.8. Note
that the element numbers of transmit and receive arraydéhetequal to have the same angular
resolution for azimuth and elevation angle estimation. tRer3D radar, the antenna geometry or
thedr anddy can be optimized to achieve a better angular resolution @A Bstimation, however
this optimization work is not in the scope of this thesis.
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Fig. 3.7.: Antenna geometry for 3D Radar imaging
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Fig. 3.8.: Equivalent virtual array

The coordinates of they' transmit antenna is



3.4. MIMO Signal Waveform and Radar Processing 31

(557 —m) dr

0
0
The coordinate of the'” receive antenna is:
0
0
Nrp+1-— n)dR

The transmit steering vector can be generated as

vr(¢,0) = (1 exp (j%d;p cosfsing) --- exp (j(Nr — 1)%dT cos 6 singb))T (3.32)

while the receive steering vector is

vi(9,0) = (1 exp (j%dR sing) -+ exp (j(Ng— 1)%dR sin gb))T (3.32)

Hence, the virtual steering array is

V=VRQVrp (3.33)

3.4. MIMO Signal Waveform and Radar Processing

In the section 3.1.2, a signal model for MIMO radar has beeiveld. However, the waveform of
the transmitted signal has not taken into account. In olerdate a set of uncorrelated transmitted
signals, the conventional structure of the OFDM signal usé¢de SISO RadCom system has to be
modified [21]. Instead of sending the whole OFDM carriers, ¢hrriers are distributed among the
different users by using a regular carrier assignment sehem

Fig. 3.9 shows the assignment scheme for a MIMO system Wjth= 3. For example, the whole
OFDM spectrum consists of only 6 subcarriers/subchanfiglsse subcarriers have to be divided
among 3 transmitters. Therefore, transmitter 1 gets thend4'", transmitter 2 getting thg"¢ and

5" and transmitter 3 gets t&? and6. In general, the classical OFDM signal have all carriers
active while the modified signal has only eveWyj" carrier active. This carrier assignment keeps
the orthogonality between each transmitters. The new neadffignals are called thepectrally
interleaved multi-carrier signalsThis method has been patented in [25].

The transmit signal for case of multiple transmitters usheyOFDM spectrally interleaved wave-
form can be described as
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Nsym_l ]Vc,mod_1

=YY dewc.mOd+n>exp<j2w<u+nNch>Aft>rect(#) (3.34)

pn=0 n=0
whereN, ,..a = N./N, is the number of carriers remaining in the modified signal.

Modified signals for 3 channels
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Fig. 3.9.: Regular subcarrier assignment to generate gotina signals

If the transmit signak,,, () is reflected back from an object in the distaritenoving with relative
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velocity v,..;, the received signal(t) becomes

Nsym 1 Nc mod 1

Z Z 1)dre (1 Nemoa + M) €XP <]27r(u + nNep)Af (t — @)> )
- (3.35)

Co

. relJc - T
. exp (]QWMTOFDM le)rect( T,u)

0

The received modulation symba@k,., including the amplitude and phase rotation, is expressed a

2R
ARz (U Nemoa + 1) = a(pt, n)dre (14 Ne.moa + 1)EXP <j27r(u + nNep)Af <t — —)) )

Co

2vrelfc)

Co

(3.36)

- €Xp <j27wT OFDM
Following (2.21), (2.22) and (2.23), the range and Doppé#tingation can be expressed as:

dRJ: (,UNC mod + TL)

ddzv (,UNC mod + n) dT (,UN p + TL)

= a(p,n).kr(n).kp(n) (3.37)

with
2 2
kr(n) = exp (—jQ?T,LLAf—R) exp <—j27rnNchAf—R) (3.38)
Co Co

and

2vrelfc) (339)

kp(n) = exp <]27T wIorpm
Co

The second phase termlof(n) in (3.38) depends on the indexof the subcarrier and the number
of channelsN,,. The procedure to determine the distance is unchanged blennenting the
inverse discrete Fourier transform. The first term in (3.88)ses a phase rotation along the
frequency axis causing a misalignment of the FFT bins froentémplate FFT bins of the original
transmit signal. Therefore the recovered modulation syn®aoot a clean signal but also has
some contributions from other modulation symbols from tifeeo subcarriers, also called the
inter-carrier-interference (ICl). However, this has néeef on the result of the range estimation
since the detection of objects only depends on the amplibudiatensity of IFFT result. Without
the ICI, the recovered modulation symbol will look sharpee d¢io the impulse like peak. With ICI
though, the peak is like a narrow Gaussian pulse therefarsirng the artifacts around the actual
peak.

Due to the rapid rotation of the phasefip, it is obvious that the maximum unambiguous range in
the application of the modified waveform is reduced by a faofaV,,. A peak will appear as a
result of IDFT in the following condition:

N 2RAFN,
k:[ChRJ}wmyk:Q“mew—l (3.40)

Co
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The maximum unambiguous range in this case is

Co . CQT
2Achh B 2Nch

Ru,mod = (341)

This means that in practical applications, the number ohnk&/V,;, should be chosen correctly to
fit the desired detectable range. In the next step, we wilsican the effect of the modified signal
on the processing gain and SNR. The processing gain in thi@ BEsICom system is the product of
the lengths of the two discrete Fourier transforms. Sineatimber of subcarriers for each channel
is reduced, the gain processing is reduced accordinglysaeglual to

G
Nch

The SNR from the radar equation in this case is equal to

Gp,mod = Nc,mostym = (342)

SNR _ PreGpumod _ PropirpGreGpmoi\’o
et Py (47)? R Ty (B/Nop) F

Pr. 51rpGreGpA20
= ’ 4
(xR T BF (3:43)

The SNR is equivalent to the result of the SISO OFDM signals fieans that, using the modified
signal leads to no reduction in the SNR. Table 3.1 summasfiabe parameters in the MIMO
radar system foNp = 4.

| Symbol | Parameter Value
fe Carrier frequency 24 GHz
N, Number of channels 4
N., mod Number of carriers per user 256
Af Subcarrier spacing 90.909 kHz
T Elementary OFDM symbol duration 11 us
Tep Cyclic prefix duration 1.365 us
Tsym Transmit OFDM symbol duration| 12.375 us
B Total signal bandwidth 93.1 MHz
Ar Range resolution 1.61m
Tmaz Maximum unambiguous range 412.5m
Urnaz Maximum unambiguous velocity | £252.5m/s
M Number of evaluated symbols 256
Av Velocity resolution 1.97m/s
Gp.mod Processing gain 45.2dB

Table 3.1.: MIMO OFDM-based system parameters
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There are several classes of array-based DOA estimatidmiteees. Among them, the two
most common techniques are the subspace based technigudseamaximum likelihood (ML)
techniques. Each technique has its own advantages andsaigades [14]. Although the ML
techniques offer improved performance under low SNR oviesgace-based ones, they are usually
hard to implement and are computationally very intensivée Subspace-based techniques, on
the other hand, are simple to implement with many modifiedraigms to fit the scenario while
providing a high resolution of DOA estimation.

Within the subspace based techniques, MUSIC is one of théwndsly studied. In a performance
evaluation [17], MIT’s Lincoln Laboratory concluded thamang high-resolution algorithms, MU-
SIC is one of the most promising. In this chapter, the MUSKo&thm is introduced and analyzed.
Next, a complete MIMO radar system simulation in Matlab isa#ed. The MUSIC algorithm
is implemented to estimate the bearing information for thead 3D radars. The results are then
analyzed.

4.1. MUSIC algorithm

In this section, we incorporate the signal model as desgrihaection 3.2 into the MUSIC algo-
rithm. The original MUSIC algorithm was proposed by Schmidf17]. This technique is based
on separating the eigenstructure of the covariance mdittixeoreceived signals with the assump-
tion that the noise is orthogonal to the signals. Therefiingt, consider the signal as described in
section 3.2:

Y=SX+E

whereY has dimension ol x 1. We form theNy x Ny covariance matrix oY as:

R,, = B{YY"} = SE{XX"}S" + E{EE"} = SR,,S" + 021 (4.1)
where
» F() denotes the expected value (or expectation) of the matrix
« Matrix S is the Hermitian transpose of mati$xas explained in section A.3.

* R, is the signal correlation matrii{ XX}
* o2 is the variance of the white Gaussian noise

I is an identity matrix

35
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The eigenvalues AR, as defined in matrix algebra are the val{gs, - - - , An,_1} that render

detR,, — \I) =0 (4.2)

where det is the determinant of the matrix.
Substituting (4.1) into (4.2), we have

det SRS + o1 — \,I) = detSR,,..S” — (\; — ¢2)I) =0 (4.3)
Definingy;, ¢ =0, ..., Ng — 1, is the eigenvalues &R S, the eigenvalues A&k, are equal to
Ni=v+o. (4.4)

As explained in section 3.3, the matS8xcontainsK steering vectors foK different objects. Since
the steering vector depends on antenna geometry and obgtibps, they are linearly independent
because none of them can be written as a linear combinatitwe @ther vectors. When the number
of objectsK is less than the number of receive array eleméfhisthe N x Np matrix SR,,,S?

is positive semi-definite with the rank @f. Note that a positive semi-definite has non negative
eigenvalues. This is one of the properties of a covariancebmaThe rank of theNp x Np
matrix SR, S* is then equal to the number of linear independent steerintpreas defined in
linear algebra. It means thaf — K eigenvalues o8R,,S” are zero. Therefore, by sorting the
eigenvalues oR,, such that), is the largest eigenvalue, and _, is the smallest eigenvalue, we
have

)\K,"' 7AN—1 :O'TQL (45)

The eigenvalues of the covariance mafiRy, can be divide into two groupsk” values related to
the signals andVy — K values related to the noise, which is orthogonal to the $ignaractical
cases, all the eigenvalues corresponding to the noise acbspe not identical. By usiraypriori
knowledge of the received signal to set some threshold, imae of the number of objectE’
can be obtained to separate the eigenstructule, of

The eigenvector of matriR,, associated with a particular eigenvalue, is the vectorg;. The
relation between matrik,,,, the eigenvalue);, and the eigenvectod;, can be expressed as:
(Ryy —AI)g; =0 (4.6)
For the eigenvectors associated with tfig — K smallest eigenvelues, subsituting (4.5) into (4.6),
we have (4.6) written as follows:
(Ry, — o2D)a; = (SR...S"” + 021 — 021)q; = SR,..S"qi = 0 (4.7

SinceS.R,, # 0, we have:
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SHqi =0 (48)

It means that the eigenvectors related to the ndige K smallest eigenvalues are orthogonal to the
K steering vectors that make up the masixTherefore, by estimating the steering vectors which
are most nearly orthogonal to the eigenvectors associatedive N — K eigenvalues oR,,, the
DOA can be estimated. The eigenvectorRf, can be separated into two orthogonal subspaces,
the signal subspace and the noise subspace as shown inlFigodexample, the one-dimensional
noise subspace is spanned by the noise eigenvegctond the signal subspace is spanned by the
signal eigenvectorg, andg,. The steering vectors corresponding to the DOA also lie ésignal
subspace. Therefore, they are also orthogonal to the nalspace. To create the noise subspace,
the matrix including the eigenvectors from the noise subsgan be formed as:

Qn = [QKA adr+1 - -- QNR—J (4.9)

q3
Noise eigenvector

Signal subspace
q2

Fig. 4.1.: Geometrical interpretation of the orthogoryatit the signal and noise subspaces.

Since the steering vectors corresponding to signal comysmee orthogonal to the noise subspace
eigenvectorsy? (¢, 0)Q, Q% v (¢, ) = 0 for azimuth angle) and elevation anglé corresponding

to the DOA of the received signal. Thus the DOAs of the mudtipcident signals can be estimated
by locating the peaks of a MUSIC spatial spectrum given by

1
Pryusre(¢,0) = vH($,0)Q,QHv(¢,0)

(4.10)

Orthogonality between(¢) andV,, will minimize the denominator and therefore, it will givesei
to peaks in the MUSIC spectrum. THe largest peaks in the MUSIC spectrum correspond to the
directions of arrival of the signals arriving on the array.

In the case of the MIMO radar, since the received signal caseparated as explained in section
3.1 and section 3.2, the model represented in (3.16) is uBkd.implementation of the MUSIC
algorithm for this model can be explained in the same amalylsiowever, because virtual array
increases the number of antennas significantly, the angesadution, which is proportional to
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the number of receive antennas, also increases. At the samaedince the covariance matrix’s
dimension of the received signals is largéf N x Ny Ng, the computation time takes longer than
the conventional receive array. The MUSIC spatial specfaumMIMO radar can be described as:

R 1
Pryusic(9,0) = 5 (4.11)

V¥(¢7 0) ® Vg(QS? Q)QnQn VT(gbv 0) ® VR(Hv gb)

In the next section, the implementation of MUSIC algorithon the OFDM-based MIMO radar
will be explained and analyzed.

4.2. Implementation of the Signal Model in Matlab

To analyze the capability of the system, a complete systedehod an OFDM-based MIMO Radar
has been implemented in Matlab. The system configuratiosistsnof the OFDM transmitters,
receivers, channel model and the radar processing unitsyigtem parameters are adjustable in all
blocks. The structure of individual blocks will be discudse the following sections.

4.2.1. Transmitters

In this block, the number of transmitteré; and receiversVy are adjustable. Fig. 4.2 shows
the block diagram of the operational functions for one OFD§hBol in the OFDM transmit-
ters. One OFDM symbol consist @f. modulation symbols. One OFDM frame consists of
Nyym OFDM symbols. The first block is a source of random binary kitsh the length of
2N:Ny,n. The sequence of bits is then modulated using the quadralase shift keying (QPSK)
method. QPSK uses four points on the constellation diagtlaenefore it can encode two bits per
modulation symbol. The individual modulation symbols drert demultiplexed intadV, parallel
streams/subchannels. An IFFT with the length\afis computed for each of the symbols. After
that, a CP isinserted. The sampling rate of the basebandl ssggquivalent to the clock of modula-
tion symbolN,./T. Up to this step, all the subcarriers are active. The suiecarare then separated
to different transmitters using spectral masking to aahi®y orthogonal transmit signals fav;
transmitters. Finally, each part are upconverted to theerdrequency o24 GHz.

4.2.2. Channel

For the modeling of the wave propagation in a channel, a goatter model is used. Depending on
the distance? and the relative velocity,., of each object, a complex exponential with a phase ro-
tation caused by range and Doppler effect are added to thentiaisignals. The Doppler frequency
experienced by the reflected signal is twice the amount ofextsignal, which is expressed by

2Upe
fp= =1

(4.12)
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Consider the case of objects at positiom;, andv,.; x, the received signal matri¥ in a noisy
channel is expressed as

2 f

K

. 21 f.

Y = Z g1, €XP (—]Tuk.r) exp (—]?fuk.erelt) vr(w)vi(u) X +E (4.13)
k=1

From (2.7), the attenuation facter can be expressed as:

. GTGR)\QUP
=Gy 7 (4.14)

Finally, the noise model at the receiver is modeled as addithite Gaussian noise (AWGN).

4.2.3. Receivers

Fig. 4.3 shows the basic scheme of the receiver. The firstadtep the receive antennas is the

demodulation of the RF signal to baseband. After that, thie pyefix is removed. An FFT is then

performed to obtain the received symbols. After this pae,received symbols are then compared

with the transmitted symbols for radar processing.

PSK
dra (s, dra (1, 2) t
1011..01 A ; i cp |-
A g P dT:E(NaNC) T S
Spectral [
interleaving |

Fig. 4.2.. OFDM basic transmitter scheme
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Fig. 4.3.: OFDM basic receiver scheme

4.2.4. Radar processing

The received signal for all the receivers is put in a 3D matitk the dimensionV,. x Ny, X Ng.
Since the transmitted signals are orthogonal, signal aéparby using the same spectral mask can
be applied at each receiver to separate themvtasignals. That is to say, there aig- received
signals at every receiver. After that, the 3D matrix with theensionN,. x Ny, x NpNg is
formed as shown in Fig. 4.4. The next step is calculate the M$patial spectrum as described
in section 4.1. The calculation to perform the MUSIC alduritis described step by step.

1. Perform an FFT with lengtlv,,,,, along the row and an IFFT with lengtN, along the
column. Based on the peak appearing after the operatiomsatige and velocity profiles of
objects can then be estimated. This step has been discassection 2.3.

2. Estimate the velocity and range of the objects. The DOAcbefar objects is only applied in
the range and velocity where objects are detected. Thismiastin is based on the setting of
a threshold. If the signal level in each range and velocitgnger than the threshold value,
an object is considered to be existing in this cell or the matr
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Fig. 4.4.: Representation of covariance matrix of the resBsignals

. Calculate the covariance matrix of the received signatimbetween each virtual antennas.
The covariance matrix is shown in Fig. 4.4 with the dimensdanV; x NrNg. Since this
is a 4D matrix, we can visualize each element of the 2D magrigaataining one 2D matrix
(of range and velocity) with the dimension. x N,,.

. The eigenvalues and eigenvectors of only the detectegerand velocity are calculated. In
other words only the rows and columns of the OFDM frame thataias the object (in range
and velocity) are extracted. As such, depending on the nuafledjects detected, the matrix
N, x N, within the covariance matriR.,, changes size. However, by estimating first the
range and velocity of possible objects, the calculationtmameduced instead of searching
DOA in the whole original covariance matrix.

. A threshold is set to search again among the eigenvaluésdamumber of possible objects
in each distance and velocity.

Form the virtual steering vectors as shown in section Bl steering vectors are different
for 2D and 3D radars.

. Compute the MUSIC spectrum as shown in section 4.1 andgtentne radar image using
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(4.11).

4.3. Simulation results

In this section, the simulation results are given to denratestthe performance of the MUSIC
algorithms presented previously.

4.3.1. 2D Radar Imaging

Consider a4Tx x 4Rx MIMO radar system where Tx stands for transmitter amd Rxds for
receiver. The antenna geometry has been mentioned inis&8o The element spacingdg, =
A/2 anddr = Ngdgr = 2X. All of the objects are point scatterers. The objects atedisn
the Table 4.1. The RCS of each point scatters can be definedasely. For automotive radar
applications, the RCS of objects are usually arouihdBm?, therefore, the RCS for all objects are
set to bel0 dBm?. The time delay, phase shift and attenuation of the reflesitpthl are calculated.
A white Gaussian noise is added and the SNRAB at the receiver. The step of steering vector
used i9).01 rad or 0.57°.

| Object | Distance[m] | Relative velocity[m/s] | Azimuth [deg] |

A 20 —10 10
B 20 30 30
C 20 20 —40
D 20 20 —35

Table 4.1.: List of objects in the simulation scenario of 2ldar imaging

Fig. 4.5 shows a volumetric representation of the radar @nalgere thec-axis represents the az-
imuth in degreey-axis, the relative velocity in [m/s] angtaxis, the distance of detected objects
in [m]. The distances of detected objects can clearly betifikesh from the slice of the volumetric
representation.



4.3. Simulation results 43

E 20

(K]

AR

E —-40

Normalized spectrum [dB]

Azimuth [deg]

55

-50

-60

50

Relative velocity [m/s] ®

Fig. 4.5.: Volumetric representation

Fig. 4.6 and Fig. 4.7 shows the separate radar images diictieistance0 m and50 m respec-
tively. In Fig. 4.6, artifacts appears the image of objectr &8 along the relative velocity axis
due to the typical Fourier transform sidelobes in step 1 efrdar processing as mentioned in
section 4.2.4. The grids were plotted from the point with highest value of MUSIC spectrum
within the object representation in the radar image. SiheeMUSIC algorithm gives radar image
of the objects but not the exact value of estimated parasyetiee angular resolution which is
dependent on the virtual steering vector plays an impor@etfor the separate visualization of
objects located angularly close to each other.

Fig. 4.7 shows the separability of objects at the same distawith the same relative velocity
but with a5° difference of azimuth angles. The two objects at distaitce are fully separable
within 5°. A 4Tx x 4Rx system performs similarly to BTx x 16Rx and provide enough azimuth
resolution. The MIMO OFDM-based radar system with the cdplo detect range, velocity and
azimuth is suitable for automotive radars. In addition, dinéenna geometry is also suitable for
automotive use due to its compact sizR4aGHz.
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Fig. 4.6.: Radar image for objects at distadce 20 m
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Fig. 4.7.: Radar image for objects at distadce 50 m

4.3.2. 3D Radar Imaging

In this project, the SISO RadCom was initially parametetiZer automotive applications.
However by extending the configuration to a MIMO system, wettr expand the capability
of object localization to other applications. As mentioniadchapter 1, the ITS system also
require radars to detect objects with height. Therefore 2l radar is modifed to become a 3D
radar. ThelTx x 4Rx antenna geometry may be sufficient for automotive apjpdica but8Tx x
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8Rx antenna geometry is used here as a reference to compaertbenance of MUSIC algorithm.

Consider &Tx x 8Rx MIMO radar system, where the antenna geometry are ardaagymentioned

in 3.3.2. The element spacing of transmit and receive agaposen to bé; = dg = \/2. The
objects are listed in Table 4.1 and the SNR> dB at the receiver. The step of the steering vector
in both the azimuth and elevation angles usdtl($ rad or 0.57°.

| Object | Distance[m] | Azimuth [deg] | Elevation [deg] |

A 10 20 10
B 17 25 17
C 35 20 —30
D 35 34 —30
E 50 40 20
F 50 40 34

Table 4.2.: List of objects in the simulation scenario of 2idar imaging

Fig. 4.8 shows the volumetric representation of the radagenwherer-axis represents the esti-
mated elevation angle in degregaxis, the azimuth angle in degree andxis, the distance of
detected objects in [m]. The distances of detected objectde clearly identified from the slice of
the volumetric representation.
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Fig. 4.8.: Volumetric representation
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Fig. 4.9, 4.10, 4.11 show the separate detected radar ingadles distanc0 m, 35m and50 m
respectively. Fig. 4.10 shows a separability of objecthatstame distance and elevation but with
a difference of azimuth angles. The two objects at distatioa are fully separable withH4°.
Fig. 4.11 shows a separability of objects at the same distand azimuth but with a difference of
elevation angles. The two objects at distabgen are fully separable with4°.
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Fig. 4.9.: Radar image for objects at distadce 20 m
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Fig. 4.10.: Radar image for objects at distadce 35 m
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Fig. 4.11.: Radar image for objects at distadce 50 m

Effect of Antenna Geometry on the Radar Image

The number of antennas is changed tdx x 4 Rx in order to compare the angular resolution of
the4 Tx x 4 Rx with the one o Tx x 8 Rx system. The scenario is the same as mentioned at
the beginning of this section with 6 objects considered astgeatterers, SNR 5dB. Fig. 4.14
depicts the superimposed radar image of objects. It can dre tbat all6 objects are detected.
However, compared to theTx x 8 Rx configuration in Fig. 4.12(b), the resolution in th&x x

4 Rx configuration is not as good. The two objects C and D areleatly separated.
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(a) Antennana geometry 4x4 (b) Antennana geometry 8x8

Fig. 4.12.: Comparison of number of antenna elements

The two-dimensional spatial spectra at distasicer are shown in Fig. 4.13. These spectraillustrate
the positions of objects C and D. In the case ¢ffx x 4 Rx MIMO system , the angular resolution
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is lower than that of & Tx x 8 Rx. The spectra of antenna geomeiryx x 8 Rx configuration
shows two sharp peaks. The peak of object €0igB higher than the valley between two peaks
while the peak of object D i$0 dB higher although of the same RCS. This is due to the step of
the steering vector and can be corrected by choosing a sms&die. In thet Tx x 4 Rx case,

the separation of those two peaks is not clear. Thereforpranng the number of elements in
the receive and transmit antennas leads to a higher rezolitiDOA estimation. However, it
also makes the dimension of the radar system larger and theutation time is longer. Thus,
depending on specific applications, the dimension shoutdhen into account.

-25
|-25
20~ * 20—
1 Ay s O : [P =
30 n/f ';\‘\ B 5+ B N %
Al IS : | =
35 / il c 03 [ N g
- D g c 5
15 P | :J-’.
50 8 / 0T
N 40~ o
55| = g D é
7 s 2 4 5
-65 ‘1 =z
{EEF [0 150
0 50
Elevation [deg] * Azimuth [d P >
evation [deg] ~m imuth [deg] Elevation [deg] = ~—  Azimuth [deg]
(a) Antennana geometry 4x4 (b) Antennana geometry 8x8

Fig. 4.13.: Comparison of number of antenna elements

Effect of SNR on the Radar Image

Fig. 4.14 shows the superimposed radar images of objecteit Tx x 8 Rx case for different
SNRs. In Fig. 4.14(a) depicting the radar image for SNR5 dB, there are only two clear objects
A and B. Objects C, D, E and F are not separable. Contrary toféhé&SNR= 5dB shown in
Fig. 4.14(b), the separability of all objects are clear. rEfiere, the higher the SNR is, the sharper
the peaks becomes. The presence of noise causes a sprdéatihgrethe peaks.

In addition for different SNRs, MUSIC algorithm requiragriori knowledge of the background
noise and interference field. Objects are only detecte@cthyrwith the right setting of the thresh-
old to estimate the eigenvalues which belong to the noissepade as discussed in section 4.1.
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Fig. 4.14.: MUSIC performance in different SNR scenarios

4.3.3. Conclusion of MUSIC Algorithm’s Performace

The MUSIC algorithm is a common one since it is applicablestineate multiple parameters per
source for arbitrary arrays with known configuration. Irstbase, can estimate both azimuth and
elevation angle.

The performance of the MUSIC algorithm for 2D and 3D radarasdjfor an SNR> —10dB.
The separation of objects in both azimuth and elevationeaagt5° separable in 2D radar and
14° separable in 3D radar. Its performance is also influencedhynaber of parameters such as
the SNR, the number of antenna elements, the antenna ggarhedceive and transmit antennas.
However, the noise statistics must be measured or chawsdeanalytically in order to set the
sufficient threshold to detect objects.

In the Matlab simulation, the steering vector resolution.ol rad (0.57°) is not perfect. However,
it's chosen since it gives enough resolution and the comgutme is short. If the step increases,
the angular resolution also increase but the computingiticreases.
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5. Realization of the RF Frontend

In this chapter, the hardware design of the OFDM-based MIEdar is presented. First, the direct
conversion radio architecture will be discussed. Thern @act of the RF front end, including the
digital-to-analog converters (DACSs), low pass filters (spFnphase/Quadrature (1/Q) modulators,
PLL frequency synthesizer and Wilkinson divider, will bepented.

5.1. Design Considerations

As mentioned in chapter 1, the final goal of the MIMO Radar @cbjs to build a functionally
complete system, consisting of several processing pacts asl the signal processing unit, radar
processing unit, RF front-end with antennas. The blockrdiagof the OFDM-based MIMO radar
is shown in Fig. 5.1.

o

/_\—|>—_\r

Computer DAC Transmitter

-

I1Q
Upconverter

=

1
Q |

User-defined | |
data

DAC

FPGA O

Radar
processing

ADC

Receiver

/Q
Down-converter

ADC

Fig. 5.1.: Block diagram of the OFDM-based MIMO Radar

An FPGA-based platform, performing a part of the basebagdasiprocessing in hardware has
been designed in [2]. The FPGA has the capability to genénatdigital 1/Q signals from the data
defined by the user for other stages in transmitters and todelate the received signals afterwards
for further processing. The implementation has been donb@fPGA for transmitters, but not
for the receivers. Since there is still a continuing workhad EPGA for the receivers, only the RF
front end for transmitters are considered in this thesise Mieasurement setup is thus changed to
utilize the Signal Analyzer in place of the receiver as shawfig. 5.2. This measurement setup is
made to verify the transmitted signals from the FPGA andaligo-analog converters (DAC), and
to test the MIMO radar functionality along with the DOA algbms. A reference clock from the

51
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FPGA is split to the transmitters and the signal analyzerévgnt frequency offsets, which can
lead to the loss of orthogonality in the OFDM signals.

Computer DAC Transmitter j
I :
User-defined FPGA | \ [ Q H W\ _l>_
data 1 : Upconverter
oAC f

Radar
processing

Signal analyzer

Fig. 5.2.: Measurement setup

In this project, a direct conversion RF frontend is congderDirect conversion means that the
baseband signal is directly converted to the RF signal witlamy intermediate frequency (IF)
stage. Direct conversion eliminates the need of an intelateetF stage and an associated filtering
process, thus reducing the transceiver’'s complexity,amkecost [7].

Low pass
/P Baseband Amp 1/Q Upconverter
filter
| signal
Ig—> DAC % |
~~o | C‘ D Band-pass Power
filter Amplifier
\ XU
f\J
Q signal NS |
—— > DAC Y
f\J |
Frequency LO
synthesizer generator

Fig. 5.3.: Block diagram of the direct-conversion transemit

The I and Q digital baseband signals generated by the FPGAdiss through the DAC. After that,
low pass filters are needed to suppress the images due tonipdirsgirate. The | and Q signals
may require baseband amplifiers in the case when the outpudrpaf the baseband signals are
too low. The filtered and amplitude-amplified signals arenttieectly up-converted to RF signals,
then added together in the 1/Q upconverter. An RF bandpassitlneeded to suppress noise and
spurs emissions. Towards the end of the transmitter bldek signals are amplified by the RF
power amplifier.
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In the next sections, each parts of the transmitter will Iseussed. The MIMO radar consists of 4
transmitters and operatet. 15 GHz to suit the frequency regulation (ISM band) in Germany.

5.2. Digital to Analog Converter (DAC)

A DAC is a device which converts a digital signal to an anal@y&form. Fig. 5.4 represents the
operation of the DAC with a 6-bit resolution in the time anddguency domains, where every 6
bits of the bit stream from the FPGA is applied to the inputshaf DAC and then converted to
analog signal at the sampling frequengy In the frequency domain these signals are replicated
at multiples of f; and the amplitude is determined by tie x/x function due to the frequency
response of the hold function in the DAC. The hold functioraisectangular function in time
domain, therefore in the frequency domain it is translatéd asinc function. The denominator
x also leads to a decrease in amplitude of the output signalshdwn in Fig. 5.4, the multiples
of the Nyquist frequency,/2 determines the Nyquist zones (zone 1, 2, 3...). The muagbn
of the signal and the hold function of the DAC in the frequedoynain leads to the images in the
Nyquist zone.

Digital Input Time domain Analog Output
Time | D5 D4 D3 D2 D1 DO Volts
DS — Y
2/fs o1 1 0 10 D3 6 bit
D1 |
N/fs 11 0 1 1 1
Time [s]
Sampling
frequency f,
Frequency domain @

Power

[dBm] Signal images from Nyquist zone 1

‘ Noise floor ‘ ‘ ‘
B B N
[ Frequency Zonedl | Zone2 | Zone3 | Zone4
[Hz]
fs/2 E
requency
H
fs 2xfs Hz]

Fig. 5.4.: Basic diagram of a 6-bit DAC in time and frequenoyrin
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The most important characteristics of DACs are:

» Resolution This is the number of possible output levels of the DAC aretpgal to2™, where
n is the number of output bits. In the diagram, a 6-bit DAC isiegjient to2° = 64 levels.

» Maximum sampling rate: This is the maximum speed that the DAC can operate at to pro-
duce correct analog signals. The choice of DACs dependserethtionship between the
bandwidth of the sampled signal and the sampling rate, wikibased on Nyquist-Shannon
sampling theorem.

In this project, the DAC2904 evaluation modules from Texestruments (TI) are used. Each mod-
ule has the update rate:,ocx up to 125 MSPS (MSPS = mega samples per second) and 14-bit
resolution. The detailed specifications of this module caridund in [29]. Since the baseband
bandwidth of the OFDM signals is less thaw) MHz and oversampling was not performed in the
FPGA, the clock frequency-;ock is set to bel00 MSPS. The DAC2904 modules are sufficient
for the current requirement. However, since the signal rest occupies almost the entire band-
width up tof, /2, the requirements for a steep roll-off LPF with cutoff freqayw,. after each DAC

to suppress the images in other Nyquist zones are critical.

5.3. Low Pass Filter

As explained in section 5.2, LPFs are required to suppressgihges after the DAC processing.
Filters are classified according to the functions they perfy in term of ranges of frequencies. A
low-pass filter characteristic is one in which the pass basehels fromw = 0 to w = w., where
w. 1S the cutoff frequency. There are several forms of lowpaspanse. However, to meet the
requirement that there is no ripple in the passband, we bonitchoices to the Butterworth or the
Inverse Chebyshev filters. In addition, since the transitiand must be very narrow, a high order
filter is required to achieve a steep roll-off. Preliminasiaulations of the filter order to fulfill
the conditions mentioned show that the Butterworth filtequiees more elements than Inverse
Chebysheuv filter. Since the ripple in the stop band is not @, the inverse Chebyshev filter is
thus decided upon. Since the LPF has the cut-off frequeng ¥itHz, a lumped element filter is
chosen. A microstrip filter is not suitable here because gegaiing frequency is low, leading to a
very large physical size.

The lowpass Chebyshev response can be expressed as f@@ws [

T = e 51)

where|T,(jw)| is the magnitude respomse or gain characteristics of tlee, filf, is the Chebyshev
polynomials of order.. Substracting (5.1) from 1, we have

: 2C%(w
|- L () = ——nl)

1+ eC?(w) 2)
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Finally, by inverting frequency by replacingwith 1/w, we have the inverse Chebyshev response

ToGu)P - poale
Tl /62103(1 ) 3
The attenuation factor can be expressed as
a = 10log [1 + 2;] dB (5.4)
eCh(l/w)

A Matlab simulation code has been written to calculate tluepof the filter. Fig. 5.5 represents
all the parameters which are taken into account when degjghe LPF. The3 dB frequencyw, is
48 MHz, the stopband or cutoff frequency is 50 MHz, the passband rippl&,, which shows the
maximum passband loss in decibels3 83 and the stopband attenuati&y, which is the number
of dB the stopband is down from the passbandidB.

Gain (dB)

0 N =

Rs

__________ L - - - - - - -

[\

Fig. 5.5.: Frequency response of an inverse Chebychev filter

The order of the LPF is estimated to be 12 to achieve a stekpffolAfter that, we simulated the
magnitude response of the LPF and generated the schema#ti2SrAgilent. The parameters of
all the lumped elements have been adjusted to fit with theevaluhose available on the market.
Fig. 5.6 shows the schematic of LPF. The printed circuit 8q®CB) was designed by using the
EAGLE software.
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Fig. 5.6.: Schematic of Low pass filter

The designed filters are fabricated on the FR-4 substeatecOnductor thickness, substrate
thickness=). Fig. 5.7 and Fig. 5.8 depict the transfer function and ctif@ coefficient from
the simulation result using Agilent ADS and the measured €tatm the Network analyzer. The
measured S21 result is slightly different from the simudatesults due to the non-ideal lumped
components otherwise the filter characteristics for theigted and measured results matches very

closely. Since the FPGA can perform carrier suppressiodjtesathe bandwidth, the designed LPF
are sufficient for the current usage.

— simulated S21
= = = measured S21

| |
B (]
o o
T T

Transfer function [dB

-60 ! ! I
0 1 2 3 4

Frequency [Hz] x10'

Fig. 5.7.: Transfer function of the low-pass filter
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Fig. 5.8.: Reflection coefficient of low-pass filter

The fabricated lowpass filter is shown in Fig. 5.9. The siziheffilter board is aboutcm x 1.5 cm
and the board is connected to the SMA connecters at both Jdvesfilter is reciprocal at both ports.

Fig. 5.9.: The fabricated low-pass filter

5.4. PLL Synthesizer

A Phase-locked Loop (PLL) synthesizer is the electroniciesy to generate multiple signal fre-
guencies from a common reference, such as a crystal oscillat this work, a frequency syn-

thesizer is required to generate the local oscillator d$ggfa the I/Q upconverters. The signals
after the frequency synthesizer are split into each of 4 IfQoaverters by a 4:1 Wilkinson di-

vider. Figure 5.10 shows a typical block diagram of a PLL iempéntation with a master oscillator
reference.
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Master - R /_\ Phase Loop |
oscillator -~ \fy comparator filter veo

Fig. 5.10.: Block diagram of classical PLL

The PLL circuit performs the frequency multiplication viaegative feedback loop to generate the
output frequencyyfy, in terms of the phase detector comparison frequefidg8].

fvco=N.f, (5.5)

A reference frequency must be provided to the phase det&gtoically, the TCXO frequency,,
is divided byR on the PLL chip. The phase detector uses this signal as @neketo tune the VCO
and in a "locked state" it is equal to the desired output feaqy, f, divided by V.

fo/N = fo/N = [r (5.6)

Therefore, the output frequency generated by the PLL frecusynthesizer can be changed by
changing the divideV to a new value. Consequently, the VCO can be tuned to the drexyuof
interest. When the PLL is in the unlocked state, the phasttetcreates a error voltage based on
the phase difference of the two input signals. The erroragatwill change the frequency of the
VCO so that it satisfies (5.6).

In this work, a HMC783LP6CE PLL with integrated VCO evalwatiboard is used. The typical
setup of the evaluation board is depicted in Fig. 5.11. Treduation board can be configured
with an on-board crystal oscillator or with an external $eurThe operating frequency id.5 —
12.5 GHz. Since there is a frequency multiplier by 2 in the 1/Q upcatem the local oscillator
signal needs to be half the value of the carrier frequefagy = 12.075 GHz.
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USB cable Control
cable

USB Interface PLL with Integrated VCO
evaluation board

Fig. 5.11.: Setup of Hittite PLL with integrated VCO

A measurement has been conducted to measure the phase mbispuaious signals from the
local oscillator, which may distort the desired signal. Tugput frequency is set to be At/2 =
12.075 GHz. The signal is measured IB’5Q26signal analyzer. Fig. 5.12 depicts the output signals
from the PLL synthesizer. Table 5.1 lists all the outputsh@ frequency range @f — 26.5 GHz.
Since the prescaler frequengyis f, = 6037.5 MHz, the spurs are actually the harmonicsfat
and appear in the output signals due to the leakage in the V& the measured data, since the
spurs generated by the PLL synthesizer have low output pdher interference to the band of
interest is negligible.
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Fig. 5.12.: A full span of the frequency spectrum

Frequency [GHz] | Output power [dBm] |

6.03 —24
12.075 10
18.813 —31
24.16 —32

Table 5.1.: The signals from the local oscillator

Fig. 5.13 depicts a close up look of the local oscillator aign the frequency domain. The output
spectrum cannot be modeled by a Dirac delta function at theecérequencyyf. but by a broader
pulse. Actually, this is a delta function surrounded by ghasise, which is caused by the rapid and
random fluctuations in the phase of the waveform. Since phaise can lead to serious problem
in OFDM system, its measurement has also been conducteddéihied studies for the phase
noise can be found in [15]. In practice, phase noise is egpreas the ratio of the 'power spectrum
density at a specific offset frequency’ to the 'carrier sigexgel’. The phase noise measurementis a
very sensitive one. However, in this thesis, it is simply embgFSQ26signal analyzer through the
averaging method. The center frequency has been setlta & GHz and the offset frequency is
10 kHz. The measured phase noise forkHz is —76.7 dBc/Hz. This PLL frequency synthesizer
can be considered as a low phase noise device. Since thisirsthe scope of this thesis, the effect
of phase noise will not be investigated further.
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Fig. 5.13.: A close up look to the local oscillator signal

5.5. Wilkinson Power Divider design

As discussed in 5.1, a microstrip 4:1 equal Wilkinson poweidér is needed to feed the signal
from the local oscillator to 1/Q upconverter. In this seatidhe theory and design of Wilkinson
divider will be discussed.

5.5.1. Transmission Line Circuit

In its simplest form, the two-way split Wilkinson power diMr is a three-port network shown
in Fig. 5.14. It splits an input signal into two in-phase sifpwith the same amplitude. For a
two-way Wilkinson divider using/s impedance transformers having a characteristic impedaince
V27, and a lumped isolation resistor 2f, with all three ports matched, high isolation between
the output ports can be obtained [31]. The resistor allowtete ports to be matched, as well
as fully isolating port 2 from port 3 at the center frequen@e design of an equal-split (3dB)
Wilkinson is often made with microstrip or stripline.
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V274, N4 Port 2

Port 1

Port 3
V2Zy, M4

Fig. 5.14.: Ideal two-port Wilkinson power divider

In this work, the design of Wilkinson divider are made withcnaistrip since it can be fabricated
simply by photolithographic process and can be easily nateg with other microwave devices.
The design for center frequency @2.075 GHzand Z, = 502 requires the isolation to be
27, = 100Q and the impedance of thé transmission line split section to k&7, = 70.71 Q. A
Rogers4003 substrate was chosen because of its stablécalgmtoperties and dielectric constant,
€., at high frequency. The specification of the substrate isstedll in the Table 5.2.

In the next step, the method to calculate the geometry ofiétkn divider will be discussed.

Y
w
d €y
s Ty T X

Fig. 5.15.: Geometry of the microstrip transmission line

The geometry of a microstrip line is shown in Fig. 5.15. Thag#hvelocity of the signal traveling
in the microstrip line can be expressed as

v, = (5.7)

where:
e. IS the effective dielectric constant of the microstrip line
cis the light velocity in free space.

Given the characteristic impedance of a microstrip line tthckness and the dielectric constant of
the substrate, the width of the microstrip line can be apprated using the equations developed
in [13].

For & <2
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w 8eA
MM 5.8
d e24 —2 (5.8)
Zy lee+1 e.—1 0.11
A== 2
60V 2 +ee+1<0 S ee)
For% > 2
W 2 e — 1 0.61
A {B—l—ln(QB—l)Jr ‘ <ln(B—1)+O.39— )} (5.9)
d T Ee 66
B_ 377
2Z0\/€c
where;

Zy is the characteristic impedance

¢. IS the dielectric constant of the substrate
W is the width of the microstrip line

d is the thickness of the substrate.

After that, substitutind? into equation (5.10) to find the effective dielectric comstaf the mi-
crostrip line.

€.+1 €e—1 1

. = + 5.10
“T T 2 Tt 2d/W (510)

The length of the microstrip line depends on the phase shifand is found as
¢ = Bl = \/eckol (5.11)

where:
ko = 2w f /cis the wavenumber

5.5.2. 4:1 Wilkinson Power Divider Simulation Results

Applying the theory discussed in 5.5.1, a simulated cirfarithe 4:1 Wilkinson power divider is
designed in ADS Agilent. Fig. 5.16 shows the model of the 4itkM&on divider using microstrip
curve segments to model the circular quarter-lambda spiitian. The ADS model is matched
to 501 at all ports. The microstrip transmission line segmentsmigeostrip T-junctions, straight
transmission lines, curve components. The substratedeaistics for Roger 4003C with thickness
0.508 mm were included in the model as well. The parameters of thetgtbaised in simulation
and fabrication are as listed in Table 5.2. The only diffeeshetween the specification parameters
and circuit simulation is the value of the dielectric comstaf the substrate. This difference has
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been specified in the substrate data sheet for use in sionsdatd account for the losses in the
actual fabricated circuit.

Input 1

Output 1 Output 2 Output 3 Output 4

Fig. 5.16.: ADS transmission line model of 4:1 Wilkinsonidier

Parameter \ Substrate specification| Circuit simulation
Dielectric constant, 3.38 £0.05 3.55
Dissipation factortanc 0.027 0.027
Substrate thickness, 0.508 mm 0.508 mm
Conductor thicknesg; 17 um 17 um
Conductivity 5.8x107 S 5.8x107 S

Table 5.2.: Roger4003C substrate specification

The fabricated circuit is shown in Fig. 5.17. The circuit wasasured with a Rohde Schwarz
network analyzer for one output port usif@s) terminations at the other output ports. The losses

in the cable connecting the 4:1 divider and the network a@alwere also calibrated and taken into
account.

Fig. 5.17.: Fabricated circuit of the 4:1 Wilkinson Powewrider

The simulated results using MOMEMTUM ADS and the measursdIts of the fabricated circuit
are shown in Fig. 5.18 and 5.19. As the Wilkinson divider wiircs reciprocal at the output ports
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1, 2, 3 and4, only the results o511 and S21 of port1 are shown. In Fig. 5.18, the measured and
simulated return losses are represented by are shown. The measured return loss has a shift of
approximately 600 MHz in the resonance frequency from theukited result. The cause of the
shift is due to the nonlinear change of the dielectric cantsté the substrate at high frequencies
and the coupling between transmission line of the circuiictvltannot be modeled correctly by
ADS.

Fig. 5.19 shows the simulated and measured insertion ldss.inBertion loss fluctuates over the
measured frequency 6fGHz to 15 GHz. The measured results have deviations from the simulated
due to inaccurate etching, substrate errors, SMA conneeod soldering. There is a peak at
12 GHz in the measured data. Since the frequency of interd.(§5 GHz, the fluctuation of the
insertion loss is not critical. At2.075 GHz, the insertion loss is-8.8dB. As discussed in 5.4,
since the LO signal power from the PLL synthesizer is arolindBm and the average input power

of the LO signal to be fed into the 1/Q upconverte3i§Bm, a low phase noise power amplifier
may be needed to amplify the LO signal before feeding theagsgnto the Wilkinson divider.

1S, [dB]

_o0} ——S11-simulated |
| - = =S11-measured

-25
9

Fig. 5.18.: Simulated and measured results for return$ess
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S, [9B]
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- == 821 - measured [

Frequency [GHz]

Fig. 5.19.: Simulated and measured results for insertisadg,

5.6. 1/Q Modulator

Since the data is modulated using complex modulation teck®si, there is a need of an In-
phase/Quadrature (1/Q) modulator to directly upconvestiihseband I/Q data onto an RF carrier.
A simple model of an I/Q modulator is shown in Fig. 5.20. At tbp mixer, an LO signadin(w,t)
and a baseband | signdlsin(wyt) are mixed. At the bottom mixer, @s(w.t) LO signal and a
baseband Q signalcos(wy,t) are mixed.

I Q
RF1
LO
Input Mixer 1
RF2
Mixer 2

Fig. 5.20.: Basic I/Q Modulator Block Diagram

The output at RF1 includes two terms:
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- the positive} Acos((w. + wy)t) for the upper sideband

- the negativel Acos((w. — wy)t) for the lower sideband.

The out put at the RF2 also includes two terms:

- the positive] Acos((w. + ww)t) for the upper sideband

- the positive] Acos((w. + ww)t) for the lower sideband.

The output of the two mixers are combined by a sum node, wieiatid to the results as follows
- The two upper sideband terms are in-phase and produce siredleutputAcos((w. + wy)t) -

- The two lower sideband terms are out of phase and cancel.

In this project, the HMC815LC5 1/Q upconverter eavaluatimard from Hittite is chosen. The LO
is driven by an activex2 frequency multiplier. Therefore, for the PLL synthesizbg LO signal is
just needed to be half of the value of the carrier frequeficyrhe specification of this product can
be summarized in the table 5.3.

Parameter | Value |
Operating frequency 21 — 27 GHz
Conversion gain 12dB

Sideband rejection| —20dBc
2 LO to RF isolation 10dB
Output IP3 +27dBm

Table 5.3.: Specification of HMC815LC5 I/Q Upconverter

Fig. 5.21.: Circuit

The details of the 1/Q upconverter will be discussed lataxhapter 5.

5.7. Maximum Transmitted Power

For an automotive radar at the 24 GHz ISM band, the effecte&apic radiated power (EIRP)
must not be greater than a vald® RP < 20dBm at any point of a specific frequency. As
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mentioned in 5.1, only the design of RF frontend for the tnaitters is considered.
Consider the antenna gain for a typical patch antenna asridydBi. We have

where:

* Prrrp is the effective isotropic radiated power of the system
* Pr, is the transmitted power of each transmitter at a specifquieacy
* GG, Is the gain of the antenna

Thus, Pr, < 5dBm is needed to satisfy the frequency regulation.

The detailed calculation of the output power before therardewill not be considered here since
the output power of the baseband signal after the DAC is anchote that, the cable loss in total
is 3.5 dB, the insertion loss of the LPF 7 dB and the conversion gain from the DAC18 dB.
An attenuator will be needed if the output power is too higth arpower amplifier will be needed
if the output power is low.



6. Measurement Setup and Results

6.1. Measurement setup for one whole transmitter

In order to test the functionality of one transmitter, a @@l OFDM signal withV, = 1024,
Nsym = 256, Af = 90.909kHz andT = 11 us is generated in Matlab using random symbols
with QPSK modulation. After that, it is converted to a wavefdfile (file extensiort.wv) and
then loaded to th&MU200Asignal generator. The clock rate is set to be equal to the OFDM
signal bandwidthB = 93.1 MHz. The output power of the generated signal is set to be -10 dBm.
The measurement setup is shown in Fig. 6.1. A clock refersiggeal from the signal analyzer is
fed to the PLL synthesizer and ti#sQ26signal analyzer to synchronize the time base between
them. The generated | and Q signal from signal generatobwiliploaded to the RF front end and
continuously repeated. The PLL synthesizer is controlled boftware through the USB interface
module to generate a frequencyfat2 = 12.075 GHz.

| signal

Q signal
I -
o
14
Feo| —- 98
o0p = =
- Nl 2o == 7@7@'
Low pass filters SMU 200A signal generator [ jock signal

Q
upconverter

USB interface
module

Control
signal

' PLL synthesizer

Clock signal

FSQ26 signal analyzer

Fig. 6.1.: Measurement setup for on transmitter

Fig. 6.2 depicts the output signals from the 1/Q upconvarteéhe signal analyzer. The frequency
span is set to maximum fro) kHz — 26.5 GHz. In this frequency range, there are three output
signals as follows:

69
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e The 1% signal at24.15 GHz with output power—11 dBm, which is the signal of interest.
Fig. 6.2 depicts the upconverted OFDM signal.

« The2" signal at18.12 GHz with output power—52 dBm
» The3" signal at12.07 GHz with ouput power-36 dBm

The frequency spacing between teose signals is ar6usd=Hz, which is equal to the prescaler
frequencyf, of the PLL synthesizer. Therefore, thé? and 3" signals are actually generated
from the intermodulation of the baseband OFDM signl withdh&anted harmonics from the PLL
synthesizers. Fig. 6.4 and Fig.6.5 show clearly that thelwaith of the2"? and 3, signals are
around93.1 MHz. However, there are still peaks appearing in the spectrunesd peaks are the
leakage of the LO signals to the RF output ports.
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Fig. 6.2.: A full span of the output signal from the 1/Q upcerter
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Fig. 6.3.: The signal of interest at GHz, a close up of Fig. 6.2
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Fig. 6.4.: Unwanted intermodulation productl&tGHz, a close up of Fig. 6.2
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Fig. 6.5.: Unwanted intermodulation productiatGHz, a close up of Fig. 6.2

6.2. Analysis of the Signals from the FPGA

The prototype of the FPGA for OFDM-based radar has been degignd studied in [2]. To
generate the OFDM signals witk. = 1024 subcarriers, an IFFT operation with the lengthhas
been performed. To do that, a total of ten radix-2 Cooley JUK&ET has been used and divided
by inserting block RAM to each second radix-2. Finally, fiipgdine groups can be formed as
shown in Fig. 6.6. In order to prevent an overflow (of bits) ifixad-point FFT deign, an indexed-
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| Bitvector | Decimal value| Loss in amplitude [dB] |

[1010101011] 683 33
[1010101010] 682 30
H!] | [0110101010] 426 27
[0101101010] 362 24
[0101011010] 346 21
[0101010110] 342 18

Table 6.1.: Available scaling factor faf24 IFFT and the corresponding loss in amplitude

scaling method has been implemented for pipelined FFT gemrs. When the IFFT is performed
in one stage, the pre-stored data from the previous IFFEstetipe memory are scaled and output
to the next FFT stage. The scaling bit stream consists of tk0als{ V,, N3, No, N1, Ng| with Ny
representing 2 binary bitsVy is the scaling factor for group 'x’. For example, if group 1shtae
scaling factorN; = (10), = (2)10 then the value of IFFT calculation is shifted 2 bits which is
equivalent to the division of that value by a factoref= 4. This method is good for preventing
overflow in memory. However, when the scaling value is laigalso leads to a great reduction in
the amplitude of the output signals.

Group 1 Group 2 Group 5
|Memory | |Memory | |Memory | |Memory | |Memory | |Memon/ |§
U P S T O S O N N A I PO
data | Radix-2 Radix-2 ' ! Radix-2 Radix-2 H ! Radix-2 Radix-2 ' data
i Butterfly Butterfly E 1| Butterfly Butterfly ! o 1| Butterfly Butterfly _!_>
Stage 0 Stage 1 E E Stage 2 Stage 3 i E Stage 8 Stage 9 :

Fig. 6.6.: The scaling index of IFFT

Table 6.1 shows the available bit vector in the FPGA and tiheesponding loss in amplitude of the
output signal due to the bit vector scaling factor. The loghe amplitude also leads to a reduction
in the total output power of the output signal.

6.2.1. Measurement for the Signals from the FPGA

In this part, the measurement for the signal from FPGA fortosesmitter is conducted. The input
parameters of the FPGA is shown in Table 6.2. The OFDM sigaskdmly one symbol without CP
therefore the time duration of one symbolis,, = 10.24 us. The | and Q signal after the DACs
are measured by an oscilloscope and a spectrum analyzeows 8hFig. 6.8. The digital | and
Q signals generated by the FPGA are passed through the DAfesi&vate analog | and Q signals.
The IFFT scaling factor as mentioned previously must becskétat leass46 in order to avoid an
overflow.
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| Symbol | Parameter Value
N, Number of subcarriers 1024
Nym Number of symbols 256
Af Subcarrier spacing 97.656 kHz
T Elementary OFDM symbol duration 10.24 us
Tep Cyclic prefix duration 1.28 us
Tsym Transmit OFDM symbol duration| 11.52 us
B Total signal bandwidth 100 MHz

Table 6.2.: MIMO OFDM-based system parameters
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Fig. 6.7.: Measurement setup to measure the signals geddrmathe FPGA
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Fig. 6.8.: The | and Q signals from the FPGA in time domain
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L hdu .

Center 93.6 MHz

Span 310.0 MHz

Fig. 6.9.: The OFDM spectrum measured from the spectrunyaeal

The | and Q signals after the DACs are then represented indon&ain in Fig. 6.8. The OFDM
symbols is sent repeatedly and continuously. There is atitepeof every 10.24 us in the
time-domain | and Q signals, which is the time duration of @fDM symbol. The spectrum
of the OFDM signal is shown in Fig. 6.9. Since no oversampigmgnplemented in the FPGA,
the OFDM spectrum is shaped by the hold function of the DAC @scdbed in section 5.2.
The spectrum near the frequenay MHz degrades because of the multiplication of the OFDM
spectrum with thesina/x function, which is the frequency response of the hold furctf the
DAC. In addition, the images due to aliasing from the oubafid signals also fall into the band of
interest. The output power at a specific frequency is lowan th34 dBm, which is relatively low.

One OFDM symbol is then extracted from the measured datan takéhe oscilloscope and put
in Matlab. A correlation operation between the originalnsiggenerated from Matlab and the
measured data is done. The QPSK modulation symbols are ¢semared by implementing the
IFFT process. Fig. 6.10 shows the scatter plot of the reeav&PSK symbols in the baseband.
One cloud represents one group of QPSK modulation symbbksclouds stretch in one direction
because of the interference of the images (which have lowgliudes than the signals at the
band of interest) at the multiples of Nyquist sampling. Istbase, the Nyquist sampling is
fs = 100 MHz. The recovered QPSK symbols are then implemented as the@R8K symbols
for the MIMO radar system simulation as described in chapter
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Fig. 6.10.: The scatter plot of the transmitted QPSK symbotmseband

3D Radar Imaging with the Signals from the FPGA

Consider now ar8Tx x 8Rx MIMO radar system, where the antenna geometry are ardange
as mentioned in 3.3.2. The element spacing of transmit aodive array is chosen to be
dr = dgr = X/2. The objects are listed in Table 4.1 in section 4.3.2 and KB S 5dB at

the receiver. The signal from the FPGA (DAC output) is pubiMatlab and these signals are
processed with the spectral masks for 8 transmitters taaepthe signals. These signals are then
put through the MIMO OFDM system simulation as describechiapter 3.

After applying the MUSIC algorithm as described in sectioh 4the radar image is shown in
Fig. 6.11. Its shows clearly two objects A and B but the otHgects are not clearly shown. In
addition, there are a lot of random peaks in the MUSIC spatilue to the wrong detection of
objects.
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Fig. 6.11.: The 3D radar image using the signal generated fr@ FPGA

6.2.2. Measurement of The Signal Generated by FPGA for Multi  ple
Transmitters

For the MIMO radar system,the spectrally interleaved mudfirier signals as described in
section 3.4 is used with the parameters listed in table th2.tdtall024 subcarriers are distributed
among the 4 transmitters/subchannels. Therefore, thererdy 256 subcarriers per subchannels.

When generating the signal for 4 transmitters, the IFFTisgdactor must set to be at leakt6 to
avoid an overflow.

Fig. 6.12 shows the | and Q signals from transmitter 1 in teetdomain. As discussed in section
6.3, the IFFT scaling vector leads to a reduction in the aongdi of the analog | and Q signals.
The average peak amplitude is around3 V. The spectrum for an OFDM signal with sideband
suppression of 16 subcarriers per side (equivalent to theadi®n of1.56 MHz per side). The peak
output power is—63 dBm
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Fig. 6.12.: The I and Q signal from transmitter 1 (out of 4 smaitters)
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Fig. 6.13.: Spectrum of | and Q analog signals for transmitte

One OFDM symbol is then extracted from the measured data &tkbe oscilloscope in Matlab by
a correlation operation between the original signal geaedriom Matlab and the measured data.
The QPSK modulation symbols are then recovered by implengetiie IFFT. Fig. 6.14 shows the
scatter plot of the signal transmitted from transmitterttain be seen that the QPSK symbols can
not be recovered and the scatter plot shows a noise-likalsigiis might be due to the scaling
factor which reduces the amplitude too much for the sigrmaksetcorrectly recovered.
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7. Conclusion

The main goals of this thesis were to implement an DOA estonatlgorithm for 2D and 3D
Radar Imaging and also to build a RF frontend to integraté wie FPGA (designed in another
work) and verify the radar imaging algorithm, several wdnkse been done.

The first main work was to investigate in the MIMO radar conicepA general model for
MIMO radar was derived for a better understanding of MIMOaiadThe fundamentals of the
OFDM-based SISO radar system RadCom were represented.ovVeeradar processing has been
discussed. The functionality of this system has been proVkd arbitrary antenna geometry have
been analyzed to give a set of general equations for latdysasa After that, the 2D antenna
geometry has been discussed. Since the application fomatitee radars have been changing over
time, the information of elevation angle is required. Tdreate the elevation angle, the antenna
geometry has been extended to a simple geometry in whichetteve and transmit arrays are
orthogonal to each other. Finally, in order to send uncatel signal, the signal modification from
the original OFDM signal in RadCom system was representéé. parameters for MIMO radars
were calculated and analyzed.

The second main work,the DOA estimation algorithms has Iségied. Among them, we chose
the most promising one, MUSIC algorithm. A MIMO radar systbas been implemented in
Matlab, including transmitter, receiver, channel model #re radar processing unit. The system
parameters are adjustable in all components. At the radaepsing unit, MUSIC algorithm with
virtual steering vector was successfully applied. Theltedar two cases, first, 2D radar and then
3D, are shown and analyzed for different scenarios. Theopraence of the MUSIC algorithm
for 2D and 3D radar is good for an SNR —10dB. The separation of objects in both azimuth
and elevation angle af€ separable in 2D radar arid°® separable in 3D radar. Its performance is
also influenced by a number of parameters such as the SNRuthieen of antenna elements, the
antenna geometry of receive and transmit antennas. Hoytbearoise statistics must be measured
or characterized analytically in order to set the suffictanéshold to detect objects.

The third main work was the realization of hardware for RFhfrend and measurement. The
transmitter with direct conversion architecture was coes@d based on its simplicity and cost.
Inverse Chebyshev LPFs have been designed, fabricated aadumed to suppress the images
caused by the DACs. The theory of DACs, PLL synthesizer aQduipconverter were studied.
A 4:1 Wilkinson divider is built to feed the LO signal from tR&.L synthesizer to 4 1/Q upconverter.
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The inverse Chebyshev LPF @i MHz was designed to suppress the image after to suppress the
images after the DAC processing. Since the signal of intei@sipies almost the entire bandwidth
up to fs/2, where f, is the sampling rate of the DAC, the requirements for a steépff LPF
with cutoff frequencyw,.. after each DAC to suppress the images in other Nyquist zaeegidical.
The inverse Chebyshev lumped-element LPF is decided bedttuse reasons: first, the ripple in
the stop band is not important, second, it requires less dahgements than ohter types of filter
and third, the microstrip filter is not suitable at this opgerg frequancy. The LPF was designed
in ADS Agilent and was fabricated. It was shown in measurdntehave a steep roll-off. The
filter characteristics for the simulated and measured t®$ave a different o8 Mhertz due to
the non-ideal lumped elements. Since the FPGA can performecauppression to adjust the
bandwidth, the designed LPF are sufficient for the curreages

The 4:1 Wilkinson power divider was designed to feed the Lghal into the 1/Q upconverter.
It design was based on the transmission line theory. Thertsioe of the circuit was taken into
account for the soldering of the four SMA output ports. Thevpodivider was simulated in ADS
and fabricated on substrate Roger4003C. The measured tetg has a shift of approximately
600 MHz in the resonance frequency from the simulated result. Theecaf the shift is due to the
nonlinear change of the dielectric constant of the sulestihigh frequencies and the coupling
between transmission line of the circuit which cannot be eftedi correctly by ADS. However, for
the use at2.075 GHz, the result is sufficient. The insertion loss1at075 GHz is —8.8 dB. This
mean that it i2.2 dB lower than the simulated insertion loss. In order to pro\addBm LO
signal to each 1/Q modulator, a low noise power amplifier wéim5 dB is required to amplify the
LO signal before passing through the Wilkinson divider.

The measurement for the PLL frequency synthesiz¢r at 12.075 GHz was conducted. Since the
prescaler frequency,. is f, = 6037.5 MHz, the spurs are actually the harmonicsaand appear
in the output signals due to the leakage in the VCO. From thasored data, since the spurs
generated by the PLL synthesizer have low output power; ihigrference to the band of interest
is negligible. The measured phase noiselfokHz is —76.7 dBc/Hz, which can be considered
low and sufficient for current use.

The measurement for one whole transmitter was conductddthé signal source from a signal
generator. The spectrum of the output signals are discusddw intermodulation products
between the OFDM signals and the LO leakage signals are simaivea measurement results. The
upconverted OFDM signal has the output power-af) dBm before passing the antenna. Due to
the unclear of the output power from the FPGA, a power amp#iieer the 1/Q modulator may be
needed.

Finally, the measurement for the signal generated by theAGtwo cases, for one transmitter
and four transmitters, are conducted. For the case of onenister, the QPSK symbols were
successfully recovered however, the group of one modulayonbol in the scatter plot stretches
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out in one direction due to aliasing. The output power of tieD®! signal is below—34 dBm,
which is relatively low. This due to the IFFT scaling factasigned in the FPGA. The baseband
signal generated by the FPGA was analyzed in Matlab for radaressing. For the case of four
transmitters, a higher IFFT scaling factor has to be set.s Tdads to a significant reduction in
the output power of the output signal from one transmitte63dBm. The scatter plot shows a
noise-like signal. Therefore more analysis needs to be tiwtiee FPGA before integration with
the RF frontend can be done.

Overall, the goals of designing the superresolution algorifor 2D and 3D radar imaging has been
achieved. The 2D radar shows the ability to estimate theivelaelocity along with the distance
and azimuth angle. With the extension in the geometry ofrdr@smit and receive antenna arrays,
a 3D MIMO radar system has been realized with the capabditgstimate one more parameter,
the elevation angle. Due to the long processing time, thecitgl estimation for the 3D case was
not demonstrated in this work. Nevertheless the curreniamented algorithm is capable of
estimating the velocity. The MUSIC algorithm has given asozeable angular resolution for DOA
estimation.

In addition, the signal separation technique in the RF &pndthas also been demonstrated to work.
As we mentioned in section 1.2, the full integration for tHefRontend might not be possible within
this limited time frame, its analysis however is a step tasahe integration of the whole MIMO
OFDM radar system.
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8. Future works

Listed below according to categories are some of the mostitapt aspects.

8.1. Characteristics of MUSIC algorithms

First, MUSIC algorithm is sensitive to the position of amararray. Thus, the array calibration
must be taken carefully. For a real antenna array, a truesgeeectorv deviates from the ideal
onev. The real antenna array should be modeled as

v=Cv (8.1)

whereC is a square calibration matrix. The method to estinfdtean be found in [12], [19].
The estimated calibration matri¥ is then can be used to correct the steering vector in MUSIC
algorithm. In addition, for antenna arrays, mutual couplwetween antenna elements can degrades
the performace of array signal-processing algorithms. Ifbiation is also required to process the
mutual-coupling compensation.

Secondly, MUSIC is based on the assumption that the sigrmpsice and noise subspace are
orthogonal. However, in practice, when multipath propageabccurs, instead of line-of-sight
signals, the non LOS ones, which are correlated with the edasignals, also arrives at the
receivers. This leads to a wrong DOA estimation. The sotuibo that is based on a preprocessing
scheme referred as spatial smoothing which can decordlaesignals and eliminates the effect
of coherent signals to DOA estimation. The studies for spatnoothing is introduced in [16]. A
ray-tracing scenario can be implemented to have a set ofdath is close to the real data.

Finally, a study of the threshold to detect objects in reanstios, such as on highway, can be
studied to improve the performance of MUSIC algorithm.

8.2. Improvement for FPGA prototype

First of all, oversampling should be implemented on the FP&4. 8.1 shows the comparison
between Nyquist sampling and oversampling. Nyquist ratgbi defines the minimum rate at
which the signal has to be sampled so that it can be recotestigsaccessfully. In this project, the
baseband banwidth 8/2 = 50 MHz and the sampling rate i§ = 100 MHz. This setup leads to

a great degration of the signal near the edgg0dflHz because of the multiplication of the signal
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and the transfer function of the DAGy =/ , in the frequency domain. In addition, the OFDM
signal also suffers from the aliasing interference. In theecof Nyquist sampling, the requirement
of a low pass filter is critical. Oversampling, on the othendhaincrease the sampling rate of the
signal significantly. The oversampling factor can be argeter rational fraction greater than unity
(so-called "upsampling"). It can be shown that a higher dergpate to relax the transition band
requirements for analog low pass filter. Moreover, it alshuced the baseband quantization noise
power and improves the resolution.
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Fig. 8.1.: Nyquist sampling vs. Oversampling

However, after the implementation of oversampling in FP@&y DACs with higher sampling rate
are also needed. Secondly, the scaling method to avoid owerflthe calculation of IFFT can be
studied more since it reduces significantly the output paféne baseband signals.

8.3. Measurement for MIMO radar

The design of receiver can be investigated. After that, @4 will be integrated the full RF front
end and take the measurement with the patch antennas.



A. Mathematical Notations

A.1l. Dot Product

The dot product of two vectoes = [ay, as, ..., b, andb = [by, bs, . .., b, is defined as:

a.b= Znalbl = albl + a2b2 + ...+ anbn (Al)

i=1

wheren is the dimension of the vector space.

A.2. Kronecker Product

The Kronecker product, denoted By is an operation on two matrices of arbitrary size resuliting
a block matrix. IfA is anm x n matrix andB is ap x ¢ matrix, then the Kronecker produdt® B
is themp x ng block matrix:

a1,1B a1,2B Tt a1,nB
a1B @B -+ ay,B

A®B= 2’_1 2’_2 . 2’. (A.2)
am,lB am,2B T am,nB

A.3. Hermitian Transpose

An Hermitian matrix is a square matrix with complex entribattis equal to its own conjugate
transpose. The Hermitian transposefofs denoted byA . It is obtained by taking the transpose
and then taking the complex conjugate of each entry.

(A%)ij = Ay (A.3)

where the subscripts denote the-th entry, and the overbar denotes a scalar complex comgugat

A.4. Positive Semidefinite Hermitian Matrix

An Hermitian matrix is a square matrix with complex entribattis equal to its own conjugate
transpose. This means that the element inittterow andj-th column is equal to the complex
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conjugate of the element in theth row and the-th column, for all indices and;.
aij = iji (A4)

A Hermition matrix is positive-semidefinite if and only iflaf its eigenvalues are non negative.
Considering a» x n Hermitian matrix}Vl, it said to be postive-semidefinite if

x*Mx > 0 (A.5)

for all matrixx € C3, wherex* is the conjugate transposexof



B. Circuits

B.1. PCB for LPF

Fig. B.1.: Layout for LPF

B.2. Schematic for Wilkinson power divider

Fig. B.2.: Schematic for Wilkinson power divider

87



88

B. Circuits




Bibliography

[1] M. Abramowitz and I. A. Stegun.Handbook of Mathematical Functions: with Formulas,
Graphs, and Mathematical TableBover Publications, 1965.

[2] Johannes Baier. Analysis and Design of an FPGA-based\DR@nsmitter for MIMO Radar
Application, 2012.

[3] C.A. Balanis.Antenna TheoryJohn Wiley &; Sons.Inc, New York, 1997.

[4] Chun-Yang Chen.Signal processing algorithms for MIMO RadaPhD thesis, Department
of Electrical Engineering, California Institute of Techogy, 2009.

[5] E. Fishler, A. Haimovich, R. Blum, D. Chizhik, L. Cimingnd R. Valenzuela. MIMO Radar:
an idea whose time has com@roceedings of the IEEE Radar Conferenpages 71-78,
April 2004.

[6] K.W Forsythe, D.W. Bliss, and G.S. Fawcett. Multipleairt multiple output (MIMO) radar:
performance issue€onference on Signals, Systems and Compute8d0-315, November
2004.

[7] Qizheng Gu.RF system design of transceivers for wireless communitat®pringer, 2005.
[8] European Telecommunications Standards Institutelligent transport systems.

[9] J. Liand P. Stoica. MIMO Radar with Colocated AntennHSEE Signal Processing Maga-
zing 24:106-114, September 2007.

[10] M. Marlene, S. Shameem, A. Andreas, and Z. Thomas. Ra&#&n of an innovative 3D
imaging digital beamforming radar systen2011 IEEE CIE International Conference on
Radar, 1:186-189, October 2011.

[11] Richard van Nee and R. Prasa@FDM for wireless multimedia communicationgrtech
House, 2000.

[12] J. Pierre and M. Kaveh. Experimental performance oibcation and direction-finding al-
gorithms . International Conference on Acoustics, Speech, and Sigradessing, ICASSP
2:1365-1368, 1991.

[13] David M. Pozar.Microwave EngineeringWiley, 2005.

[14] T.S. Rappaport and J. Liber&mart Antennas for Wireless Communications: 1S-95 andiThir
Generation CDMA Applicationdrentice Hall, 1999.

[15] P. Robertson and S. Kaiser. Analysis of the effects afgghnoise in orthogonal frequency
division multiplex (OFDM) systems IEEE Conference on Communicatior$s1652—-1657,
June 1995.

[16] Tie-Jun San, M. Wax, and T. Kailath. On spatial smoagtior direction-of-arrival estimation

89



90 Bibliography

of coherent signalslEEE Transactions on Acoustics, Speech and Signal Protwg$3:806—
811, August 1985.

[17] R. Schmidt. Multiple emitter location and signal paeter estimation IEEE Transactions
on Antennas and PropagatipB:276 — 280, March 1986.

[18] Karin Schuler.Intelligente Antennensysteme fiur Kraftfahrzeug-NahbleseRadar-Sensorik
PhD thesis, Forschungsberichte aus dem Institut flir Hbrelgstenztechnik und Elektronik
der Universitat Karlsruhe (TH), 2007.

[19] C. M. S. See. Sensor array calibration in the presenosutdial coupling and unknown sendor
gains and phaseg&lectronics Letters30:373-374, March 1994.

[20] L. Sit, C. Sturm, L. Reichardt, T. Zwick, and W. Wiesbeckirhe OFDM Joint Radar-
Communication System: An Overview'sPACOMM 2011, The Third International Confer-
ence on Advances in Satellite and Space Communicatiqomg 2011.

[21] Y. L. Sit, C. Sturm, J. Baier, and T Zwick. Direction of Aral Estimation using the MUSIC
algorithm for a MIMO OFDM RadarlEEE Radar ConferencéMay 2012.

[22] M. I. Skolnik. Introduction to Radar SystemblcGraw-Hill, 1962.

[23] C. Sturm, M. Braun, T. Zwick, and W. Wiesbeck. A multigkrget doppler estimation al-
gorithm for OFDM based intelligent radar systentauropean Radar Conference (EuRAD)
October 2010.

[24] C. Sturm, M. Braun, T. Zwick, and W. Wiesbeck. Perforroawerification of symbol-based
OFDM radar processinglEEE Radar Conference (EuURAINlay 2010.

[25] C. Sturm and T. Zwick. Smart Antennas for Wireless Communications: 1S-95 anddThir
Generation CDMA ApplicationdPatent DE 10 2011 009 874, Jul 2001.

[26] C. Sturm, T. Zwick, and W. Wiesbeck. An OFDM System Cgotctdr Joint Radar and
Communications OperationEEEE Vehicular Technology Conferen@©909.

[27] Christian SturmGemeinsame Realisierung von Radar-Sensorik und Funkkoikation mit
OFDM-SignalenPhD thesis, Forschungsberichte aus dem Institut fir Htvelgsienztechnik
und Elektronik der Universitat Karlsruhe (TH), 2011.

[28] Texas Instruments (TI). Fractional/Integer-N PLL BasAugust 1999.
[29] Texas Instruments (TI). Dual, 14-bit, 125MSPS DigttalAnalog Converter, October 2009.
[30] Mac E. VanValkenburgAnalog filter designHolt, Rinehart and Winston, 1982.

[31] E.J. Wilkinson. An N-Way Hybrid Power DividerlRE Transaction on Microwave Theory
and Techniques3:116-118, January 1960.



“(IT Karlsruher Institut | Institut fir Hochfrequenztechnik
A far Technologie und Elektronik

UNIVERSITAT POLITECNICA g
DE CATALUNYA c,O
BARCELONATECH N P

Thanh Thuy Nguyen

Master Thesis: Design and Analysis of Superresolution Algithm and Signal Separation
Technique for an OFDM-based MIMO Radar

Zeitraum: 01.05.2012 — 31.10.2012

Betreuer: Prof. Dr. -Ing. Thomas Zwick , Prof. Dr. Antonio Br oquetas

Abstract:

Recently, the concept of MIMO (multiple-input multiple4puit) radar has been proposed. MIMO
radar has the capability to transmit orthogonal (or incehgrwaveforms at multiple transmit
antennas. It offers promising potentials for resolutiomarcement, interference suppression
and against multipath fading. Many research about MIMO radaignal processing have been
conducted. However, the implementation of MIMO radar incticee is still uncommon. In this
thesis, the SISO (single-input single-output) OFDM radad eommunication system (RadCom),
a previous project at Institut fir Hochfrequenztechnik widktronik (IHE), KIT, Germany, is
extended to MIMO configuration using the idea of spectraitgileaved multi-carrier signals to
estimate the direction of arrival (DOA) of objects in 2D ard f&adar. The main aim of this thesis
is to implement and evaluate a MIMO OFDM-based radar system.

The thesis consists of two parts, the software and hardwate In the first part of the thesis, the
MIMO radar is studied. A signal modeling is derived alonghniihe analysis of suitable antenna
geometries for 2D and 3D radar. The MIMO radar with the apitd form virtual array can
increase significantly the resolution of DOA estimation.r Bwat purpose, numerous algorithms
based on different mathematical approaches exist. The meaheesults show that the MUSIC
(MUIltiple Slignal Classification) algorithm based on sulzspmethod is simple to implement and
have good resolution. We combine the OFDM-based signal meide MUSIC to perform 2D
and 3D radar sensing. The DOA estimation with MUSIC alonghwifite simulation results are
presented.

The second half of this thesis focuses on the realizatioh@htrdware design for MIMO radar
systems. A RF frontend for four transmitters with direct\ension architecture was considered.
One transmitter includes 2 low pass filters (LPFs), an Inpi@asadrature (I/Q) upcoverter, a
phase-locked loop (PLL) frequency synthesizer, a 4:1 \Wd&n power divider. Inverse Chebyshev
LPFs at50 MHz with lumped elements were built and measured. In additiosyféicient 4:1
Wilkinson divider was simulated and fabricated to feed tieal oscillator (LO) signal into the 1/Q
upconverters. The other individual elements of the trattemivas measured and analyzed. Several
measurement have been taken to test one whole transmittaddition, the signals generated by



the FPGA, which is planned to integrate with the transnsttare analyzed.

Postanschrift:  Institut fir Hochfrequenztechnik und Elektronik Tel.: +49 (0) 721608 4 2522
Kaiserstra3e 12 Sekr.: +49 (0) 721608 4 2523
D-76131 Karlsruhe Fax: +49 (0) 721608 45027

E-Mail:  info@ihe.kit.edu

Gebéaude: Engesserstral3e 5, Geb. 30.10 Web: www.ihe.kit.edu

KIT — University of the State of Baden-Wuerttemberg and National Laboratory of the Helmholtz Association WWW klt ed U



	Introduction and Motivation
	Introduction
	Motivation
	Outline of the Thesis

	Fundamentals of the OFDM RadCom
	Radar Basics
	OFDM Theory
	OFDM Concept
	OFDM Signal Generation
	OFDM in Multipath Channels and the Use of Cyclic Prefix

	OFDM Radcom Concept
	OFDM Radar Processing at the Receiver
	System Parametrization


	MIMO Radar Concepts
	Virtual Array Concept
	Signal Modeling
	Antenna Geometry for MIMO Radar
	Antenna Geometry for 2D Radar Imaging
	Antenna Geometry for 3D Radar Imaging

	MIMO Signal Waveform and Radar Processing

	DOA Estimation
	MUSIC algorithm
	Implementation of the Signal Model in Matlab
	Transmitters
	Channel
	Receivers
	Radar processing

	Simulation results
	2D Radar Imaging
	3D Radar Imaging
	Conclusion of MUSIC Algorithm's Performace


	Realization of the RF Frontend
	Design Considerations
	Digital to Analog Converter (DAC)
	Low Pass Filter
	PLL Synthesizer
	Wilkinson Power Divider design
	Transmission Line Circuit
	4:1 Wilkinson Power Divider Simulation Results

	I/Q Modulator
	Maximum Transmitted Power

	Measurement Setup and Results
	Measurement setup for one whole transmitter
	Analysis of the Signals from the FPGA
	Measurement for the Signals from the FPGA
	Measurement of The Signal Generated by FPGA for Multiple Transmitters


	Conclusion
	Future works
	Characteristics of MUSIC algorithms
	Improvement for FPGA prototype
	Measurement for MIMO radar

	Mathematical Notations
	Dot Product
	Kronecker Product
	Hermitian Transpose
	Positive Semidefinite Hermitian Matrix

	Low Pass Filter
	Lay out for LPF


