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Abstract

In wireless communications, there is a trend to deploy shorter-distance networks to cope with

the high demanding necessities of bit-rate that current applications require. In such networks,

the power needed for transmission is considerably low, due to proximity between base station

and mobile terminals. As a consequence, complex baseband algorithms for signal processing

and radio frequency circuitry require an amount of power that is comparable or even higher

than the power for transmission. Moreover, energy harvesting techniques, which allows user

to collect energy from the environment, are being emerged as a potential solution for battery

durability.

In this master thesis, the allocation of radio resources in such a scenario is addressed.

Nodes are considered to be battery-powered devices with an energy harvesting source that

allows them to recharge their batteries. Nodes feed back their battery status information

jointly with the channel state information to the scheduler, which makes a resource allocation

based on all the energy constraints of the problem and not only taking the transmitted power

and the channel state information as in classical approaches.

The final objective is to carry out a design of scheduling algorithms able to provide a

longer lifetime network, where lifetime is defined to be the period of time till the first node

runs out of battery.

In the first part of the thesis we consider some simplifications. Flat-fading channels are

assumed and the classical rate-power Shannon’s formula is used. As a result, continuous

bandwidth and power assignment as well as Gaussian constellations are considered. Resource

allocation problems are reformulated as convex optimization problems, which are solved using

powerful software packages, or algorithms based on Lagrange duality developed in this master

thesis

In the second part of the thesis, a more practical approach is carried out. Now, finite-

size constellations, such as QAM constellations are considered. Therefore, a discrete rate-
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power function based on BER requirements is proposed. Generally, these allocation problems

are integer combinatorial and thus non-convex. Optimum solutions are computationally

prohibited due to brute force search time consuming techniques. We propose greedy-like

algorithms to cope this problem, where subcarriers, bit allocation and power are assigned

dynamically, according to a given objective and energy constraints.

From simulation results, we conclude that by using the techniques proposed in the master

thesis, not only it is possible to enhance the network lifetime, but also the average bit-rate

achieved by the network terminals compared with classical approaches.



Resumen

Existe una tendencia en comunicaciones sin cables a desplegar redes para cubrir distancias

más cortas, con el objetivo de cubrir las necesidades de bit-rate que requieren las actuales

aplicaciones. Sin embargo, en tales redes, la potencia necesaria en la transmisión es consid-

erablemente baja, debido a la proximidad entre la estación base y los terminales móviles.

Como consecuencia, los complejos algoritmos de procesado de señal de banda base y los cir-

cuitos de radio frecuencia requieren un consumo energético comparable o incluso mayor que

el necesario en transmisión. Además, técnicas de harvesting están siendo desarrolladas como

soluciones potenciales a incrementar la durabilidad de las bateŕıas.

En esta tesis de máster, se lleva a cabo el diseño de asignación de recursos radio en el

escenario planteado anteriormente. Los terminales se consideran dispositivos con bateŕıa

finita, previstos de una fuente de harvesting de enerǵıa que les permite recargar las bateŕıas

cada cierto tiempo. Los terminales env́ıan sus estados de las bateŕıas junto con la estimación

del canal al scheduler. Éste realiza una asignación de recursos teniendo en cuenta todo el

gasto energético, tanto de los algoritmos de procesado de señal como de la circuiteŕıa de

radio frecuencia además de la potencia en transmisión, y no sólo de ésta úlitima junto con la

estimación del canal, como sucede en diseños clásicos.

El objetivo final es llevar a cabo el diseño de algoritmos de scheduling que sean capaces de

alargar la vida útil de la red, donde vida útil se define como el periodo de tiempo transcurrido

hasta que el primer terminal se queda sin bateŕıa.

En la primera parte de la tesis se asumen algunas simplificaciones. Canales planos en

frecuencia y la función continua de Shannon que relaciona bit-rate y potencia son utilizados.

Como resultado, asignación continua de ancho de banda y potencia, además de constelaciones

Gaussianas, son consideradas. Los problemas de asignación de recursos son reformulados

como problemas de optimización convexa, los cuales son resueltos mediante paquetes de

software o algoritmos basados en dualidad de Lagrange desarrollados en esta tesis de máster.
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En la segunda parte de la tesis se llevan a cabo diseños más realistas y prácticos. Ahora se

consideran constelaciones de dimensión finita, como por ejemplo modulaciones del tipo QAM.

Ello hace que la función rate-potencia pase a ser discreta y esté basada en requerimientos de

BER. Generalmente, estos problemas de asignación de recursos son combinatorios y por lo

tanto no son convexos. Las soluciones óptimas suelen ser computacionalmente prohibitivas

debido a la extensa búsqueda que se tiene que realizar. Es por ello que se proponen algoritmos

de tipo greedy para solucionar el problema de la búsqueda exhaustiva, donde portadoras,

asignación de bits y potencia son asignadas de forma dinámica, en función de un objetivo y

de las restricciones de enerǵıa.

Mediante los datos obtenidos en las simulaciones, podemos concluir que usando las técnicas

propuestas en esta tesis, no sólo es posible incrementar el tiempo de vida de la red, sino que

además es posible incrementar el bit-rate medio conseguido por los terminales de la red

comparado con técnicas clásicas de asignación de recursos.
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Chapter 1

Introduction

1.1 Motivation

In the last years, there has been a considerable expansion of wireless networks. With the

evolution and improvement of wireless standards, more and more users are introduced in

the systems every day. This expansion, and the fact that newer applications require higher

data-rates, involves a need for a substantial increase of system capacity. In wireless networks,

the resources are shared between users and they are limited. As a consequence, there must

be an entity that manages the radio resources in a suitable way. In order to be more effi-

cient, networks are becoming smaller in terms of distance between the central node and the

intermediate nodes (in case of a sensor network) or the base station and users (in case of a

cellular network). For instance, in cellular networks the trend is to deploy small cells called

femtocells [9], [30], in order to provide high data-rates with a good performance to many

users simultaneously. Due to the short distances between transmitter and receiver, the radi-

ated power associated with the Power Amplifier (PA) can be compared or even lower than

the power consumed by the Radio Frequency (RF) chain and the baseband signal processing

algorithms [24], [13], [14] (see Fig. 1.1). Moreover, the high data-rate needed by the terminals

entails situations where the users run out of battery noteworthy fast. All this matters, jointly

with the idea that new energy harvesting technologies1 are being emerged [51], [25], makes

that new strategies for allocation the radio resources have to be developed.

In classical Radio Resource Allocation (RRA) policies, a given objective function is max-

imized or minimized (usually the data-rate or the transmit power) but without considering

1These technolgies are able to collect energy from the environment and to recharge the batteries of the
nodes.
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2 1.1 Motivation

Figure 1.1: The required transmit power for two short-distance bands of interest. Most applications today lie
somewhere between the two curves.

the energy spent in the whole communication process, only the radiated power transmitted

by the PA. The main goal of this thesis is to design and develop strategies of RRA proce-

dures where the nodes are battery-powered devices and are provided with a energy harvesting

source. Thus, the information concerning the status of the battery level will play explicitly

a role in the allocation decision.

There is a new line of research, being currently developed, concerning the concept of Green

Communications2 [33], [4], [40]. Particularizing to the area of RRA strategies for wireless

networks, there have been some works so far, but to the best of our knowledge, none of them

have included the information of the battery level in the allocation.

In [12], [13] authors developed strategies to optimize the modulation type based on a

global energy minimization while satisfying a given throughput and delay requirements. They

showed an 80% energy savings in uncoded systems. For coded systems, they showed that

the benefit of coding varies with the transmission distance and the underlying modulation

schemes. In [14] authors presented an approach for a joint design of the physical (PHY),

Medium Access Control (MAC), and routing layers to minimize network energy consumption.

They minimized the total network energy that included both transmission and circuit energy

consumptions. They optimized the routing flow, Time Division Multiple Access (TDMA)

slot assignment, and Quadrature Amplitude Modulation (QAM) modulation rate and power

on each link. However, most of the works found in the literature based on energy efficient

approaches are based on the quotient metric of bits over Joules that was first introduced by

Verdu in [47]. Miao et al. developed resource allocation strategies based on this quotient

2Green Communications deals with energy-aware and energy-efficient schemes and strategies in order to
reduce the emitted CO2 and to increase the lifetime of the network
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in many works [35], [34], [36], [?]. The main problem associated with this approach is that

the bit-rate obtained by the optimization problem is very small and may not be enough for

some applications. There have also been some tries to incorporate the energy efficiency in

Multiple Input Multiple Output (MIMO) schemes [40]. For example, in [3] authors presented

a precoder design based on the maximization of the quotient metric of bits over Joules.

They concluded that to maximize the metric they should transmit with very low power,

which turns in very small bit-rate. In [28] authors considered an energy-efficient multiuser

MIMO beamforming algorithm that maximized the minimum energy efficiency among all the

users with individual Signal to Interference Noise Ratio (SINR) constraints. The metric used

was based on bits over Joules but SINR constraints made the bit-rate be controlled by this

quality parameter. MIMO cooperation under energy efficiency was addressed in [44]. They

considered individual single-antenna nodes that cooperate to form multiple-antenna trans-

mitters or receivers. By transmitting and/or receiving information jointly, they showed that

tremendous energy saving was possible for transmission distances larger than a given thresh-

old, even when they took into account the local energy cost necessary for joint information

transmission and reception. They also showed that over some distance ranges, cooperative

MIMO transmission and reception could simultaneously achieved both energy savings and

delay reduction. In [45] an energy-efficient cooperative relay selection scheme that utilized

the transmission power more efficiently in cooperative relaying systems was proposed. Based

on a suboptimal solution, the energy-efficient relay selection scheme was given, which selected

the relay stations with the best energy efficiency and decided the optimal number of coopera-

tive relay stations. Compared with the fixed relay cooperation, the simulation results showed

that the proposed scheme could improve the energy efficiency as well as the system capacity,

irrespective of the channel state conditions. Finally, other works considered the potential

game theory frame to come up with new design strategies for the resource allocation problem

from an energy-efficiency perspective [21], [17].

In this thesis, we consider a broadcast scenario. The reason for choosing to study this

scenario is because the scientific community assumed in the wireless research area that most

of the data traffic in networks is transmitted in the downlink link. This is so, since the data

generation of multimedia services like audio and video streaming, web browsing is highly

asymmetric.

The broadcast allocation has two potential scenarios of applicability. First, we have the

usual downlink scenario of a cellular network, depicted in Fig. 1.2. In this case, we are

experiencing every day a constant change of technology, making the applications higher and

higher computationally cost demanding. This, turns in a battery short lifetime and a decrease

of user happiness.
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Figure 1.2: A broadcast OFDM scenario, consisting of one transmitter (base station) and several receivers.

Figure 1.3: Multiple parallel relay channel, consisting of one transmitter (S), several intermediate nodes (R),
and a destination node (D).

The second potential scenario is the multiple parallel relay channel [2], where a set of

intermediate battery-constrained wireless nodes retransmit data from a source transmitter

to a given receiver. Fig. 1.3 depicts the proposed scenario. As a general framework, we have

included a direct link between the transmitter and the receiver. For the sake of simplicity,

we will not consider direct link, so that both problems, the cellular scenario and the multiple

parallel relay channel are mutually equivalent. In these wireless networks, the replacement of

the battery of the intermediate nodes may be very difficult, costly or even impossible. In such

a case, there is a crucial need for incorporating the battery status in the allocation policy in

order to minimize the network cost and to maximize the network operation.
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1.2 Objectives of the Thesis

The concepts that will be treated throughout this thesis stand in the forefront of future

broadband wireless systems. The general objective of this work is to contribute with the

state-of-the-art by settling critical and original knowledge about RRM for wireless networks

in the ambit of the PHY and MAC layer where nodes are battery-constrained and have

harvesting capabilities. The main objectives of this thesis are summarized below:

1. Theoretically conceive and evaluate, using link-level simulations, adaptive Radio Re-

source Management (RRM) solutions for the downlink of Orthogonal Frequency Divi-

sion Multiple Access (OFDMA) -based networks, mainly focusing on the optimization

of sub-carrier assignment, data-rate (bit loading) and power allocation.

2. Conceptually study the fundamental trade-off between capacity/throughput and energy

efficiency in wireless networks and propose ways to manage this trade-off using RRM.

3. Formulate and evaluate RRM policies with different optimization objectives, such as

maximization of system capacity, minimization of the energy consumed by the network

players or a compromise between these factors.

4. Find techniques that contribute to the optimization of the battery lifetime of users, and

therefore, the lifetime of the network itself.

General system assumptions:

• The Base Station (BS) has perfect knowledge of the Channel State Information (CSI)

of all mobile terminals in all sub-carriers.

• The channel coefficients are assumed to be constant during the whole frame. However,

different channels realizations are generated in each simulation.

• In Chapter 4, users experience frequency-selective Rayleigh channel. However, sub-

carriers are considered to have smaller bandwidth than the coherence channel band-

width, and thus, it makes the sub-carriers to experience flat-fading.
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• The mobile terminals are static, i.e., there is no mobility. However, in each realization

of the simulation (at the end of one frame), a different user distribution is simulated in

order to capture the system performance in different coverage situations.

• It is not considered any signaling information to be sent or received by the users within

the allocated channels. Allocation information transmission procedures are omitted in

our models. As a consequence, the data-rate allocated to a given channel is fully used

by the user to receive useful information.

1.3 Outline of Thesis

The organization of the thesis is as follows. In chapter 2 the fundamentals of radio resource

allocation strategies applied to wireless communications will be presented. We will provide

a mathematical framework able to solve the resource allocation problems. Then, the basic

idea of resource allocation will be introduced. In chapter 3 the resource allocation prob-

lem when the channels are considered flat-fading will be studied. Hardware models will be

presented to characterize the energy dissipated by the receivers when decoding the received

data. Afterwards, different resource allocation problems will be addressed and, when pos-

sible, sub-optimal approaches with semi-analytical solutions will be provided. In chapter 4

a more realistic scenario is considered. Channels are considered to be frequency-selective.

Moreover, a set of finite-size constellations will be considered which yields to bit and power

loading algorithms. Chapter 6 will present the conclusions of the thesis and propose some

further research works.



Chapter 2

Fundamentals of Radio Resource

Allocation in Wireless

Communications

2.1 Mathematical Preliminaries

In this section, a mathematical framework based on convex optimization theory is presented.

This section is a brief summary of [7] that aims to provide a self-contained document which

will give a broad understanding of the basic ideas to the reader that is not familiar with this

theory. In order to find the mathematical foundations in a more depth, the interested reader

is referred to [7] . These mathematical preliminaries will be useful in some chapters of the

thesis where nonlinear constrained convex optimization problems must be solved.

2.1.1 Convex Optimization

Convex optimization theory provides a framework for solving a variety of constrained opti-

mization problems. There is in general no analytical formula for the solution of convex op-

timization problems. However, in some cases, it is possible to obtain a closed-form solution,

or at least a semi-analytical solution1 based on the application of the Karush-Kuhn-Tucker

(KKT) conditions under some mild conditions, as it will be shown later on this section. Be-

sides, there exists a great variety of very effective numerical methods for solving the problems

1A semi-analytical solution means a solution that is achieved with an iterative algorithm.

7
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(a) (b)

Figure 2.1: (a) Example of a convex set. (b) Example of a nonconvex set.

with no analytical solution, such as for example interior point methods. It is out of the scope

of this thesis to present such methods, for a formal description the reader is referred to [7].

2.1.2 Convex Sets and Convex Functions

Suppose x1 6= x2 are two points in Rn. Points of the form

y = θx1 + (1− θ)x2,

where θ ∈ R, form the line passing through x1 and x2. The parameter value θ = 0 corresponds

to y = x2, and the parameter value θ = 1 corresponds to y = x1. Values of the parameter θ

between 0 and 1 correspond to the (closed) line segment between x1 and x2.

A set A is a convex set if the line segment between any two points in A lies in A. This

can be expressed mathematically as

θx1 + (1− θ)x2 ∈ A, ∀x1,x1 ∈ A, ∀θ ∈ [0, 1].

Fig. 2.1 depicts a simple example of a convex and nonconvex sets in R2. Basically, a set

is convex if every point in the set can be reached by any other point in the set through a

straight line that must also lie in the set. There are many examples of convex sets. The

most important ones are cones, hyperplanes and halfspaces, Euclidean balls and ellipsoids,

among others. There exists a variety of properties and mathematical operations that preserve

convexity concerning convex sets. For instance, the intersection of an infinite number of

convex sets is convex, i.e., if Sα is convex for every α ∈ A, then
⋂
α∈A Sα is convex. A

important property of a convex function is that the associated sublevel set is convex, where
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(a) (b)

Figure 2.2: (a) Example of a convex function. (b) Example of a concave function.

the α−sublevel set Sαf is defined as

Sαf , {x ∈ domf : f(x) ≤ α}.

See [7] for a more complete list of properties and examples of convex sets.

A function f : Rn → R is a convex function if dom f is a convex set and if ∀x1,x2 ∈
dom f and ∀θ ∈ [0, 1], we have

f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2). (2.1)

Geometrically, the previous inequality means that the line segment between (x1, f(x1)) and

(x2, f(x2)) lies above the graph of f . The simplest example of a convex function is the set

of affine functions which have the form f(x) = aTx + b. A function f is concave if −f
is convex. Examples of convex and concave functions are exponentials functions, powers,

logarithms, etc. We say f is strictly convex if strict inequality holds in (2.1) whenever x 6= y

and 0 < θ < 1 (strictly concave if −f is strictly convex). See Fig. 2.2 for a representation of

a convex and a concave function.

In order to verify the convexity of a function, two conditions must hold. Let us start

with the so-called first-order condition. Suppose f is differentiable and its domain is convex.

Then, f is convex if, and only if,

f(x2) ≤ f(x1) +∇f(x1)
T (x2 − x1)

holds for all x1,x2 ∈ dom f . On the other hand, the second-order condition states that if f

is twice differentiable, i.e., its Hessian ∇2f exists at each point in dom f , then f is convex

if and only if its domain is convex and

∇2f(x) � 0,
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that is, its Hessian matrix is positive semidefinite.

2.1.3 Definition of Convex Problems

The general notation to describe a constrained optimization problem is as follows:

minimize
x

f0(x) (2.2)

subject to fi(x) ≤ 0, i = 1, . . . ,m,

hi(x) = 0, i = 1, . . . , p.

This notation represents the problem of finding an x that minimizes f0(x) (called the ob-

jective or cost function) among all x that satisfy the conditions fi(x) ≤ 0, i = 1, . . . ,m

and hi(x) = 0, i = 1, . . . , p. The variable x is called the primal optimization variable. The

inequalities fi(x) ≤ 0 and their corresponding functions fi : Rn → R are called the

inequality constraints and inequality constraint functions, respectively. Conversely, the equa-

tions hi(x) = 0 and their corresponding functions hi : Rn → R are called the equality

constraints and equality constraint functions respectively. If there are no constraints, the

problem is called unconstrained optimization problem.

The set of points for which the objective and all constraint functions are defined,

D =
m⋂
i=0

dom fi ∩
p⋂
i=1

domhi,

is called the domain of the optimization problem (2.2). A point x ∈ D is feasible if it

satisfies the constraints fi(x) ≤ 0, i = 1, . . . ,m and hi(x) = 0, i = 1, . . . , p simultaneously. If

there exists at least one feasible point in the problem (2.2), then the problem is said to be

feasible, and infeasible otherwise. The set of all feasible points is called the feasible set or

the constraint set.

The optimal value p? of the problem (2.2) is defined as

p? = inf {f0(x) | fi(x) ≤ 0, i = 1, . . . ,m, hi(x) = 0, i = 1, . . . , p}.

The optimal value p? is allowed to have values within the range ±∞. If the optimal value is

p? =∞, then the problem is infeasible, whereas the problem is said to be unbounded below

if p? = −∞.

If x? is feasible and f0(x
?) = p?, then we say x? is an optimal point or optimal solution.
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The set of all optimal points is called the optimal set, which is expressed

X = {x | fi(x) ≤ 0, i = 1, . . . ,m, hi(x) = 0, i = 1, . . . , p, f0(x) = p?}.

It is said that the optimum value is attained or achieved if there exists an optimal point for

the problem (2.2). Accordingly, if X is empty, it is said that the optimal value is not attained

or not achieved.

A feasible point x is locally optimal if there is an R > 0 such that

f0(x) = inf {f0(z) | fi(z) ≤ 0, i = 1, . . . ,m, hi(z) = 0, i = 1, . . . , p, ||z− x||2 ≤ R}.

All optimal points are also locally optimal, but the converse is not always true. There may

exist some locally values which do not yield to optimal solutions (i.e., globally optimal).

The problem (2.2) is said to be a convex optimization problem if the objective function is

convex, if the inequality constraint functions fi(x) ≤ 0, i = 1, . . . ,m are all convex, and if the

equality constraint functions hi(x) = aTi x−bi, i = 1, . . . ,m are affine. Based on the definition

of the domain of the optimization problem, it is easy to realize that the domain of a convex

optimization convex is also convex, since it is the intersection of the set of domains of all

the functions, which are convex. Additionally, the constraint set is also convex since it is the

intersection of m convex sublevel sets, and p hyperplanes. A fundamental property of convex

optimization problems is that any locally optimal point is at the same time globally optimal

[7]. Sometimes it is useful to transform the original problem into an equivalent problem. This

is done mostly when the original problem is not convex. These tricks may include a change

of variables or the introduction of slack variables. Some of these techniques will be used and

commented along this thesis whenever needed.

The most common convex optimization problems are Linear Programming (LP) problems,

quadratic programming (QP)2 and geometric programming (GP)3. For a large descriptions of

convex optimization problems see [7].

A concave optimization problem is a problem where the objective function, concave in this

case, is to be maximized, and the inequality constraint functions fi(x) ≤ 0, i = 1, . . . ,m are

convex, the equality constraint functions hi(x) = 0, i = 1, . . . , p are affine. This problem

can be easily transformed to a standard convex optimization problem by just minimizing the

convex function −f0(x) subject to the same original constraints.

2An optimization problem is said to be QP if the objective function is quadratic and the constraint functions
are affine.

3An optimization problem is said to be GP if the objective function and the inequality constraint functions
are posynomials, and the equality constraint functions are monomials.
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2.1.4 Duality Theory and Karush-Kuhn-Tucker Conditions

Given the optimization problem in standard form (2.2), and assuming its domain is not

empty, the Lagrangian of the problem can be defined as

L(x;λ,ν) , f0(x) +
m∑
i=1

λifi(x) +

p∑
i=1

νihi(x),

where λ = [λ1 . . . λm]T and ν = [ν1 . . . νp]
T are the vector of Lagrange multipliers associated to

the ith inequality and equality constraint functions respectively. The Lagrangian multipliers

are commonly referred to as dual variables. We define the Lagrange dual function (or just

dual function) as the infimum of the Lagrangian over x

g(λ,ν) = inf
x∈D

L(x;λ,ν) = inf
x∈D

(
f0(x) +

m∑
i=1

λifi(x) +

p∑
i=1

νihi(x)

)

such that λ ∈ Rm,ν ∈ Rp and D is the domain of the original problem (2.2). When the

Lagrangian is unbounded below, the dual function takes on the value −∞. Since the dual

function g(λ,ν) is the pointwise infimum of a family of affine functions of (λ,ν), it is concave

even when the problem (2.2) is not convex [7]. A point (λ,ν) is said to be dual feasible if

λ � 0 and (λ,ν) ∈ dom g. An important statement is that the dual function evaluated at

any dual feasible point yields a lower bound on the optimal value p? of the original problem

(2.2). The proof is as follows

p? = f0(x
?) ≥ f0(x

?) +
m∑
i=1

λifi(x
?) +

p∑
i=1

νihi(x
?) (2.3)

≥ inf
z∈D

(
f0(z) +

m∑
i=1

λifi(z) +

p∑
i=1

νihi(z)

)
= g(λ,ν)

The best lower bound that can be obtained from the Lagrange dual function may be found

by solving the following optimization problem:

maximize
λ,ν

g(λ,ν) (2.4)

subject to λ � 0.

(2.5)
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This problem is called the Lagrange dual problem associated with the problem (2.2). The

optimal value achieved by this problem is d? and it is attained at the dual variables (λ?,ν?).

As it was mentioned before, it is by definition the best lower bound on p?:

d? ≤ p?.

The previous inequality always holds, even if the original problem is not convex. This property

is known as weak duality. On the other hand, if the equality

d? = p?

holds, then it is said that strong duality holds (or the optimal duality gap is zero). This

shows that under certain conditions, the bound obtained from the Lagrange dual problem is

tight. However, strong duality does not always hold. In order to assure strong duality, for

convex problems it is only needed to proof that some mild technical conditions are satisfied.

These conditions are called constraint qualifications. An example of a constraint qualification

is the Slater’s condition. It states that strong duality holds if there exists a point x such

that fi(x) < 0, i = 1, . . . ,m and Ax = b (this point is commonly referred as strictly feasible

point).

If we assume strong duality holds, for a given primal optimal x? and dual optimal (λ?,ν?)

variables, the following expression holds

f0(x
?) = g(λ?,ν?) (2.6)

= inf
x∈D

(
f0(x) +

m∑
i=1

λ?i fi(x) +

p∑
i=1

ν?i hi(x)

)

≤ f0(x
?) +

m∑
i=1

λ?i fi(x
?) +

p∑
i=1

ν?i hi(x
?)

≤ f0(x
?).

An important conclusion can be drawn from the previous statement. Notice that, from the

fourth line, we have that the inequality must be an equality, that is,

m∑
i=1

λ?i fi(x
?) = 0.

Since each term in this sum is nonpositive, it can be concluded that

λ?i f
?
i (x?) = 0, i = 1, . . . ,m.

This condition is known as complementary slackness, and it holds for any primal and any
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dual optimal variables. As a consequence, the complementary slackness implies that

λ?i > 0 =⇒ fi(x
?) = 0,

or,

fi(x
?) < 0 =⇒ λ?i = 0.

Using all the previous statements and assuming that all the functions (f0, . . . , fm, h1, . . . , hp)

are differentiable, we are able to conclude that the following equations must be fulfilled for

any primal and dual optimal variables

fi(x
?) ≤ 0, i = 1, . . . ,m,

hi(x
?) = 0, i = 1, . . . , p,

λ?i ≥ 0, i = 1, . . . ,m, (2.7)

λ?i f
?
i (x?) = 0, i = 1, . . . ,m,

∇f0(x?) +
m∑
i=1

λ?i∇fi(x?) +

p∑
i=1

ν?i∇hi(x?) = 0,

which are called the Karush-Kuhn-Tucker conditions.

To summarize, for any optimization problem with differentiable objective and constraint

functions for which strong duality holds, any pair of primal and dual optimal points must

satisfy the KKT conditions (2.8). This means that KKT conditions are always necessary

conditions for optimality. If, moreover, the problem is convex, KKT conditions are also

sufficient for optimality. In other words, if the points x and (λ,ν) satisfy the KKT conditions,

then these points are primal and dual optimal, with zero duality gap.

2.1.5 Multicriterion Optimization

Multicriterion optimization [7], [16] is a specific case of vector optimization. Vector optimiza-

tion extends the standard form problem to include vector-valued objective and constraint

functions. Now, instead of having only one objective function, we deal with several objec-

tives. Still, our goal is to maximize or minimize all the objectives at the same time. It

may seem reasonable that, under some conditions, we will not be able to maximize/minimize

everything. In these optimization problems, the optimal solutions are called Pareto optimal

points. Let us show an example with only two objectives to understand this concept. Imagine

that we want to maximize two objectives, let us say F1(x) and F2(x). The space of feasible

points are represented in Fig. 2.3, which, for this case, the feasible points are inside of what

is called the Pareto region (i.e., the boundary line). Thus, the boundary defines the Pareto
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Figure 2.3: Example of a Pareto region of two functions.

optimal points of the two objectives. As a simple explanation, we can say that a Pareto

optimal point is a point such that if one of the objectives improves, the other gets worse. It

is easy to see graphically with the two objective example. If a Pareto point moves towards

the right (along the boundary), F2(x) improves (increases), but in contrast F1(x) decreases.

Let us define the components of f0 as F1, . . . , Fq, to be interpreted as q different scalar

objectives, each of which it is desired to be minimized. Then, in a vector optimization

problem, an optimal point x?1 satisfies

Fi(x
?
1) ≤ Fi(x2), i = 1, . . . , q,

for every feasible value x2.

The mathematics behind this problem involves a proper cone. This is so, since now, we

need to compare vector-valued objectives. The explanation made before about the Pareto

points is only valid when the cone is K = Rq
+. In this case, the problem is called Multicriteria

Optimization Problem (MOP) (also multi-objective optimization problem). However, we

could generalize the mathematical formulation including a general cone. We only need to

consider the fact that each cone induces a distinct multivariate order relation. Now, we can

provide a more formal definition of the Pareto optimal region. The Pareto optimal region

is formed by Pareto optimal points which can be defined as the set of feasible points that

makes f0(x) to be a minimal element of the set of achievable values. In other words, a

point x1 is Pareto optimal if it is feasible and, for any feasible x2, f0(x2) �K f0(x1) implies

f0(x2) = f0(x1).

There are several methods for finding the Pareto points of a MOP, most of them based
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on scalarization techniques. The simplest technique (and the used along this thesis) is called

the weighted sum method, which collapses the vector objective into a single objective sum

component

minimize
x

q∑
k=1

µkFk(x) (2.8)

Thus, for a given set of µ’s, an optimal solution is obtained, that is, if we change the values

of the weight, different Pareto solutions are found. In order to guarantee that the optimal

solutions achieved by (2.8) are indeed the Pareto optimal points of the original problem, all

the objective functions F1, . . . , Fq must be convex and so does the constraint set [16].

2.1.6 Solving Convex Problems

As commented before, there is no general analytical formula to solve convex optimization

problems. However, in cases where the objective and constraint functions are differentiable,

and where the KKT holds, being able to solve the KKT equations may yield to a closed-form

solution of the problem due to the fact that KKT conditions are necessary and sufficient for

optimality.

Notice, nevertheless, that even if not closed-form solutions are obtained, an efficient nu-

merical algorithm can always be implemented to achieve the optimal value thanks to the

fundamental property that states that any locally optimal point is also a globally solution.

This motivates the search for very fast algorithms to solve convex optimization problems. In-

deed, almost real-time algorithms for solving convex problems can be found today. Among the

most famous, the interior point methods (also called barrier methods) must be emphasized.

These algorithms reach the optimal solution by solving a sequence of smooth unconstrained

problems, usually using the Newton’s method [7]. Generally, the interior-point based meth-

ods are able to provide not only the optimal primal variables, but also the optimal dual ones

(that is the Lagrange multipliers). These techniques are called primal-dual interior point

methods.

2.2 Overview of Radio Resource Management for OFDMA

Systems

RRM techniques are responsible for the utilization and allocation of the radio resources of the

air interface of a given wireless network. Traditionally, RRM functionalities were decisive for

the guarantee of Quality of Service (QoS) requirements of different services, the maximization

of the spectral efficiency, the optimization of coverage in cellular networks, or the provision



Chapter 2. Fundamentals of Radio Resource Allocation in Wireless Communications 17

of adequate fairness in the resource distribution among the network nodes. Nowadays, with

the impact of green communications in all the system levels of any communication system,

RRM techniques are also crucial for providing a long network lifetime in terms of battery

duration.

2.2.1 Introduction to Orthogonal Frequency Division Multiplexing

Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier transmission scheme,

where a high-rate serial data stream is split up into a set of N low-rate substreams, each

of which is modulated on a separate orthogonal sub-carrier [5], [48], [10]. Thereby, the

bandwidth of the sub-carriers becomes small compared with the coherence bandwidth of

the channel, i.e., the individual sub-carriers experience flat fading, which allows for simple

equalization. This implies that the symbol period of the substreams is made long compared

to the delay spread of the time-dispersive radio channel.

The OFDM transmission scheme has the following key advantages:

• Easy adaptation to severe channel conditions without complex time-domain equaliza-

tion.

• Robustness against narrowband interference because such interference affects only a

small percentage of the sub-carriers.

• High spectral efficiency as compared to conventional modulation schemes.

• Low sensitivity to time synchronization errors

On the other hand, OFDM also has some drawbacks compared with single-carrier modu-

lation:

• Sensitivity to Doppler shift.

• Sensitivity to frequency synchronization problems.

• High Peak-to-Average-Power Ratio (PAPR), requiring linear transmitter circuitry, which

suffers from poor power efficiency.

• Loss of efficiency caused by cyclic prefix/guard interval.

In the following, the mathematical and block description of the modulation will be presented.

Each OFDM symbol is composed of two parts: the useful information part, with N samples,
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Figure 2.4: OFDM modulator and demodulator

and the Cyclic Prefix (CP), with D samples. The CP is typically added at the beginning of

the OFDM symbol, and its samples are equal to the last samples D samples of the useful

information. The time domain representation of an OFDM symbol at m-th time slot can be

expressed as

x(m,n) ,
1√
N

N−1∑
k=0

sk(m)e
j2πfk

n
fs , −D ≤ n < N, (2.9)

where fk corresponds to the base-band frequency corresponding, fs is the sampling frequency,

sk(m) is the QAM symbol and n is the time index. Notice that, the generation of the samples

in (2.9) can be easily implemented using a N -point inverse Fast Fourier Transform (IFFT).

The block diagram of a point-to-point transmission using OFDM modulation is depicted in

Fig. 2.4. As shown, the data stream is mapped into symbols belonging to a constellation,

then converted from a serial to a parallel stream in order to assign each symbol to a specific

sub-carrier using the IFFT. After that, all IFFT samples are converted back from parallel to

serial and the CP is added at the beginning of the symbol. Finally, the OFDM symbol is I/Q

modulated. The structure of the receiver is symmetric to the transmitter scheme. The signal

is first baseband converted and then the CP is removed. OFDM demodulation is achieved

now using the Fast Fourier Transform (FFT) and finally symbols are decoded.

For a more elaborate introduction to OFDM, the reader may refer to [38], [39].

2.2.2 OFDM-based Multiple Access Technologies

OFDM combined with multiple access techniques allows to exploit new sources of diversity

that jointly with the classical ones must be well explored by the RRM algorithms. These

diversities are:
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• Time: The time diversity comes from the time-varying nature of the wireless radio

channel. The velocity in which the state of the channel changes can be estimated by

the channel coherence time.

• Frequency: Frequency diversity concerns the fact that different sub-carriers of a wire-

less system may have a strongly varying attenuation, due to the frequency selectivity

of the wireless channel.

• Space: In systems with multiple antennas, it is also possible to enumerate space di-

versity. Space offers a new dimension to be explored by the fact that antennas placed

at a certain distance provide a different wireless channel.

• Multi-user: As several terminals are located in a given position, sub-carriers are likely

to be in different quality states for different network nodes, i.e., a certain node may

experience some carriers in a deep fade while others could take profit of them. This is

true since, in general, the fading process is statistically independent for different nodes.

In order to fully exploit the flexibility offered by OFDM efficient RRM techniques are of

utmost importance. Assuming that the transmitter knows the CSI of the different users,

adaptive allocation mechanisms can be used to allocate the limited resources, e.g., bandwidth

and power, in an intelligent way in order to maximize some performance metric. Therefore,

the problem of allocating time slots, sub-carriers, rates, and power to the different users in

an OFDM system has been an area of active research. Based on everything exposed before,

there exists a set of different multiple access schemes that take profit of the advantages of the

digital modulation OFDM. There are studies that show the performance comparison between

them [42]. Theses multiple access schemes are:

• OFDM-Frequency Division Multiple Access (FDMA): Network nodes are pre-

assigned a set of sub-carriers. It is considered static resource allocation. With this

scheme, multi-user diversity cannot be explored since carriers in a deep fade for a given

user are wasted and probably not used.

• OFDM-TDMA: All the sub-carriers are available for a given node and a certain time-

slot. Normally, this is also considered static resource allocation, since the assignment

of frames are pre-established at the beginning of the communication. As happened in

previous scheme, OFDM-TDMA is not able to fully explore the multi-user diversity due

to the time-varying nature of the wireless channel. It may happen that in a given time

instant, a user find most of the sub-carriers in a deep fade, having wasted one frame of

the communication.
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• OFDM-Code Division Multiple Access (CDMA): There exists also multiple ver-

sions where multi-carrier systems are combined with CDMA. OFDM symbols are pre-

multiplied by their user-dependent chip code, allowing different users to share the same

sub-carriers at the same time.

• Adaptive-OFDMA: There is no a unique name to represent this multiple access tech-

nique. Sometimes it is known as multi-user adaptive OFDM (MAO) in the community

research. This multiple access technique resolves the main problems presented in pre-

vious ones: it entirely exploits the multi-user diversity. In order to address such a

problem, multiple access is achieved in OFDM by assigning subsets of sub-carriers to

different users at each OFDM symbol. This technique is known as OFDMA. On the

contrary, the resources needed for signaling and the highly computational cost required

by the resource algorithms makes it often impossible to implement. One must be aware

that, the algorithm needs the channel state information of all users in all time-slots.

If channel is almost static, the feedback information of the channel could be relaxed,

but in general it is very signaling demanding in scenarios where channels are extremely

time-varying, with the consequences of reducing the throughput of the network.

Apart from the previous presented techniques, others can be found in the literature. They

basically present slightly modifications or combinations of the exposed ones.

2.2.3 Radio Resource Management Techniques for OFDMA Systems

The goal of any resource allocation algorithm is to explore as many diversities as possible

offered by the varying nature of the wireless channel. While exploring diversity, the scheduling

algorithm must make a properly usage of the different existing resources in an OFDMA-

based system among the network players. There exists a wide variety of radio resources to

be managed, but the most important can be summarized as follows [32]:

• Frequency sub-carrier: Frequency domain adaptation achieves large performance

gains in cases where the channel varies significantly over the system bandwidth. Thus,

frequency domain adaptation becomes increasingly important with an increasing system

bandwidth. OFDM transmission straightforwardly supports such frequency-domain

scheduling by the dynamic allocation of different sets of sub-carriers.

• Time slot / frame: Exploiting channel variations in the time domain through channel

dependent scheduling provides a substantial increase in spectral efficiency. Multiplexing
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can also be performed in the time dimension of OFDM-based systems, as long as it

occurs between time slots (usually difficult in real-time applications) or between frames.

• Modulation and Coding Scheme (MCS): Using adaptive modulation and coding,

the transmitter can send higher data rates over the sub-carriers with better channel

conditions to improve throughput and simultaneously ensure an acceptable Bit Error

Rate (BER) in all sub-carriers. The MCS used for each sub-carrier can also be changed

at each time slot or frame.

• Transmission power: Due to the frequency-selective attenuation of the wireless chan-

nel, the transmit power per sub-carrier can be adapted in order to increase the spectral

efficiency. The capacity can be maximized if more transmit power is applied to fre-

quency areas with a low attenuation relative to the other frequencies. As different

sub-carriers experience different fades and transmit different number of bits, the trans-

mit power levels must be changed accordingly.

The allocation of resources in OFDMA-based systems corresponds to a multi-dimensional

problem, since time, frequency, and spatial (in case of MIMO systems) domains should be ef-

ficiently used and combined. Therefore, significant performance improvement can be achieved

by means of an efficient resource allocation strategy. RRM techniques essential provide con-

siderable gains in energy-efficiency, capacity, fairness or QoS. From a commercial point of

point, it is important to improve coverage, capacity or QoS, since it represents better mone-

tary gains and better radio services for the final client.

However, it is also very important to reduce the network consumption of the devices

plugged into the electrical network. Hence, it seems reasonable to come up with new allocation

strategies that consider the energy to be spent by the network nodes in the design. On the

other hand, from a customer point of view, allocation strategies should yield to better services,

higher fairness, and enhanced QoS levels. Here again, it is very important to consider the

energy-efficiency in the allocation procedure. This is also beneficial for the customer since

with the high demanding download of fast streams, devices run out of battery considerably

fast, producing a bad customer experience. In case of wireless sensor nodes, this may also

be even more important, since nodes can be placed at locations where battery replacement

may be even impossible, or very costly. Moreover, in these kind of networks, or in multi-hop

wireless networks, the ”death” of a node not only means its uselessness, sometimes it may

even affect the entire network functionality.

There are many RRA algorithms available for OFDMA-based systems. In the following,

we present a list containing the most researched techniques in the literature:
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• Dynamic Sub-carrier Assignment (DSA): The spatial selectivity of the sub-carriers,

which is related to the multi-user diversity, gives rise to the opportunity of assigning

different sub-carriers to different users. The DSA algorithm explores this flexibility of

the OFDMA system and determines the pairs users/sub-carriers according to a given

RRA policy [37].

• Adaptive Power Allocation (APA): This algorithm is also called power loading in

the literature. Each sub-carrier may face a different channel gain depending on which

frequency it is related to (frequency diversity), when it is allocated (time diversity),

and for which user it is assigned (multi-user diversity). Taking this into account, it is

advantageous to dynamically adapt the power of each sub-carrier [20].

• Adaptive Modulation and Coding (AMC): This technique is also known as bit

loading [8]. It exploits the time and frequency diversities in order to allocate the most

suitable MCS to each sub-carrier according to its Signal-to-Noise Ratio (SNR) or BER.

• Interference avoidance/coordination: In systems where the interference between

close networks is an issue, some interference avoidance techniques must be developed.

In general, this class of RRM strategies are considered in multi-cell scenarios, where

interference reduces the cell throughput.

Resource allocation for wireless communications systems may have different aims. The tra-

ditional ones include the maximization of system throughput, user QoS, or fairness in the

resource distribution. The objective of this thesis is to develop a framework where battery-

powered harvesting devices inform its battery status and harvesting rates to the scheduler,

making this information available in the allocation and trying to optimize the lifetime of the

battery-driven nodes and devices. As a consequence, energy-efficiency schemes arise natu-

rally from this new scenario. Unfortunately, in general, these objectives cannot be attained

all together simultaneously. There exists a natural trade-off between most of them. In the

following, we provide some fundamental compromises that appear in wireless networks:

• Capacity vs QoS: A clear compromise between system capacity and user QoS is the

fact that the existence of more users in the system decreases the QoS per user.

• Fairness vs QoS: Since the wireless resources are limited, the QoS of the users cannot

be improved indefinitely. If the QoS of few users is maximized, the others will feel the

lack of resources. This imbalance is translated into a fairness decrease. On the other

hand, if a high fairness is assured, then the maximum achievable QoS in this situation

is upper-bounded.
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• Capacity vs Fairness: In order to maximize system capacity, the wireless resources

must be allocated in the most efficient way possible. A possible way to accomplish this

is by using opportunistic resource allocation algorithms, which assign the resources to

the users who have the best channel conditions. As introduced before, wireless channel

suffers high variability in time and frequency domain. In order to maximize capacity,

the opportunistic RRM algorithm will inevitably concentrate the resources to the best

users. In general, this situation is characterized by low fairness. On the other hand,

if a high fairness level is required, the system is forced to cope with the bad channel

conditions of the worst users and allocate resources to them.

• Througput vs energy-efficiency: As commented before, in order to maximize

throughput, the system will allocate resources to the users that experience the best

channel condition. This could lead to a situation where users with the best conditions

run out of battery, making the system non-efficient in terms of energy, whereas other

users may have enough battery to be used at this time instant. However, selecting users

with higher battery level may lead to situations where the system capacity is degraded.

As a consequence, it is not clear what users must be selected in order to cope with this

trade-off.

• QoS vs energy-efficiency: The compromise also arises between user QoS and network

energy-efficiency. If the minimum QoS is considerably high even in situations where

it is not needed, this would decrease the energy-efficiency performance of the network.

From the energy-efficiency point of view, users with better harvesting rate or battery

capacity could experience better QoS. But, since these parameters change along time,

the scheduler may adapt the user QoS by taking into account their energy status.

Apart from the ones exposed in this thesis, in the particular case of cellular communications,

compromises with coverage also appear. For example, the trade-off between coverage and

QoS is evident. The higher the minimum QoS requirement is, the smaller the cell coverage

will be. Another example is the trade-off between the coverage and the capacity of the cell.

base stations with high power provide good coverage, but also generate excessive interference

to the neighbor cells, which can decrease the overall system capacity.

Note that the compromises described above are fundamental trade-offs found in any wire-

less communication network. System design, the use of specific technologies, and the use of

suitable RRM techniques can diminish the gap of the compromises. Adaptive RRM strategies

are very useful in cases where the trade-offs cannot be solved in a ’win-win’ approach.
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2.2.4 Solving Radio Resource Allocation Problems

Generally a RRA problem is formulated as an optimization problem. A proper objective

function to be maximized or minimized must be defined, and a set of constraints have to make

the resource problem affordable. Often, the constraints are physical limitations of the network

itself or QoS demands. As an example of RRA problem we have the classical maximization

of the sum of all user rates subject to a power budget constraint or the minimization of

the transmitter power with data rate constraints. In order to solve these problems, some

optimization tools are more suitable than others. The powerful framework based on convex

optimization presented in previous section is one of the most common tools used to propose

RRA techniques for OFDMA systems. For instance, the Lagrangian’s method of multipliers

and the KKT conditions are classical tools for nonlinear constrained convex optimization

problems.

When the optimum solution of the optimization problem is too difficult to be found, for

example when the problem is not convex (due to the combinatorial nature of the problem

itself), some sub-optimum approaches need to be used. Three of the most common approaches

found in the literature are listed below [23]:

• Relaxation of constraints: The idea is to relax some optimization constraints in

order to ease the solution of the problem. Usually the constraints are nonconvex sets,

and by applying the relaxation they become convex. In RRA techniques usually appear

an univocal assignment of sub-carrier that is an integer constraint. This integrity makes

the whole problem nonconvex and very difficult to be solved. The key point is to relax

the univocal assignment so that each sub-carrier can be assigned to multiple users

simultaneously. The same problem arises with the bit loading algorithm. By doing

this, the optimization problems may become linear programming problems, which can

be solved efficiently. However, one must have in mind that after solving the relaxed

problem, the relaxed solution has to be re-evaluated because only integer solutions are

feasible from the network’s point of view. Further detail will be presented in future

chapters/sections of this thesis.

• Problem splitting: This approach uses the concept of splitting the complex problem

into two or more simpler steps so that a sub-optimum solution close enough to the

optimum can be found. Generally, when there are QoS constraints, the scheduler needs

to assign a set of minimum resources to each user in order to guarantee that the QoS

level will be achieved. Problem splitting helps facing this problem, assigning in a first

step, the minimum resources, and then assigning the specific resources in order to

maximize or minimize the objective function. This approach will be used in the RRA
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techniques proposed in this thesis.

• Heuristics: It refers to experience-based techniques for problem solving, which are

used to find sub-optimum solutions hopefully close to the optimum with much less

complexity than other conventional combinatorial optimization techniques. It has been

widely used by many works in the literature. This approach will be used in the RRA

techniques proposed in this thesis.
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Chapter 3

Energy Efficient Resource

Allocation with Energy Harvesting

Nodes and QoS Constraints over

Flat-Fading Channels

3.1 Introduction

In this chapter we face the problem of RRA strategies in a downlink scenario where the

receivers are battery-powered devices. Hence, the energy information of each user, that is,

the knowledge about their battery status will be available at the transmitter for a suitable

efficient resource allocation. Nodes are provided with energy harvesting sources that allows

them to recharge their batteries at a given time instants. For simplicity, Rayleigh flat-fading

channels are considered in this chapter. Therefore, there will not be subcarrier assignment.

Only power allocation, bit-rate and bandwidth will be assigned by the scheduler. Energy

consumption models for the transmitter and receiver will be presented. These models will be

used throughout the whole thesis.

3.2 System Model

Let us consider a set of users indexed by k ∈ K , {1, . . . ,K} with a finite battery capacity,

Ckmax. As mentioned in the introduction, we focus on a broadcast scenario where K single-

27
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antenna receivers are served by a single-antenna transmitter. This scenario has two potential

applications, namely the downlink in a cellular network and the first phase or hop of a multiple

parallel relay channel (see Fig. 1.2 and 1.3). We index time by the slot t ∈ T , {1, . . . , T}
with a duration of Tl seconds per time-slot. Receivers are provided with an energy harvesting

source that allows them to recollect energy dynamically from the environment to be used

in the transmission or reception. We follow a discretized model for energy arrivals where

energy is collected by the receiver at known time instants. For simplicity in the notation,

we consider that the receivers are only allowed to collect energy between time slots, being

Ek(t) the energy harvested in Joules by the k-th user at the t-th time slot, but it is easy to

generalize it having different harvesting sources. Therefore, energy harvested at time slot t is

available at time slot t+ 1. For the sake of simplicity, we assume that all users are provided

with the same energy harvesting sources and therefore, the energy packets contain the same

amount of Joules for all users, whenever the harvesting source is able to collect energy. Hence,

Ek(t) ∈ {0, E}, where E is the amount of Joules contained in an energy packet. Receivers

feed back their current battery status at the beginning of the allocation, that is, at t = 1,

and then for the next T time-slots, it is only necessary to feed back whether there is energy

available at the harvester at the end of each time slot. This can be implemented with a

single bit feedback channel whenever energy is available. That makes the resource allocation

very efficient in terms of feedback channel usage. BS can estimate the energy spent by the

receivers at each time slot using the models presented in further sections of this chapter.

At the allocation stage, bandwidths are assigned disjointly to the users. For the sake of

simplicity, the frequency band for a given user is considered to be flat fading. Assume there

is a total bandwidth WT to be scheduled at each time slot. The channel gains between the

BS and the receivers during the t-th time slot gk(t) ∈ C are modeled by a i.i.d. random

complex Gaussian variables ∼ CN (0, σ2hk), being σ2hk the channel variance and k the receiver

index. We also assume that at the beginning of each allocation all the receivers feed back

their channel informations and, thus, BS is provided with CSI. To better describe the model,

we provide the following definitions:

Definition 1 (Battery without harvesting). The battery of the k-th user, denoted by Ck(t),

corresponds to the amount of available energy at the end of the t-th time slot, just before any

potential harvesting. As commented before, we consider receivers with finite battery capacity,

Ckmax. Hence, Ck(t) must always fulfilled that 0 ≤ Ck(t) ≤ Ckmax,∀ t, k.

Definition 2 (Battery with harvesting). The battery of the k-th user after adding the energy

collected by the harvesting source, is denoted as C̃k(t) = max{Ckmax, Ck(t) + Ek(t− 1)}.

Due to the harvest source, overflows of the battery may be produced. Thus, the energy lost

due to overflow at t-th time slot by k-th receiver, denoted as Ok(t) is Ok(t) = max{0, Ck(t) +
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Figure 3.1: Time slot structure and energy arrivals

Ek(t−1)−Ckmax}. Notice that overflow assures that the battery level will never be above the

maximum battery capacity. Also note that battery level has units of capacity, whereas energy

has units of Joules. Capacity and energy are related through the voltage consumption of the

circuit. For simplicity, we consider the voltage of the circuit to be 1 volt, and thus, the relation

between the battery level and the energy stored in the battery in units of milliAmpere-hour

(mAh) and Joules (J) is 1 mAh ≡ 3.6 J. Thanks to that, we can operate directly with energy

and capacity units.

Definition 3 (Energy available for scheduling). The energy available for the scheduling al-

gorithm at the BS of the k-th user at the t-th time slot is denoted by Ekg (t).

Notice that Ekg (t) is different from the current battery level C̃k(t), since as it will be shown

later, in most of the cases not all the battery level is allowed to be used at the scheduling

stage, but only a fraction of C̃k(t) will be used in order to restrict the energy spent by the

receiver when decoding the information.

Fig. 3.1 depicts the time slot structure and at what time instants energies are collected

and are available for allocation at BS.

3.2.1 Power Consumption Models

In this section we present the models of the energy consumed by the receiver and the trans-

mitter. As presented before, in order to minimize the total energy consumption, all RF and

signal processing blocks should be considered in the optimization model and not only the ra-

diated power, as done classically. The energy consumed by the transceiver can be separated

into two groups: the energy consumed by the RF components and the energy consumed by

the baseband signal processing algorithms. Thus, the power consumed by the transceiver is

Pc,tot = Pbb + Pc, (3.1)
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where Pbb is the power consumed by the baseband signal processing algorithms and Pc models

the power consumed by RF subsystems. In [Marcu ”a 90 nm”], authors show that for high

data rate communication, the power required for decoding dominates other sinks of power,

such as other baseband signal processing techniques or even RF components. As we focus on

a downlink scenario, Pbb corresponds to the power consumed by the receivers at the decoding

stage, that is, P rxbb = P rxdec. On the other hand, we assume no complicated baseband signal

processing techniques at the transmitter side, so P txbb = 0. This is true since the complexity of

signal processing algorithms at transmission is considerably low compared with the processing

needed at the receiver side. Usually, decoding algorithms are highly demanding in terms of

computational requirements.

RF Components

The RF model proposed in this thesis is based on [13], which is shown in Fig. 3.2. It presents

the RF blocks of the transmitter and the receiver. On the transmitter side, the signal is

first converted to an analog signal by using a digital-to-analog converter (DAC). Then it is

filtered by a conventional filter and modulated with the local oscillator (LO) and the mixer.

Finally it is amplified by the power amplifier (PA) and transmitted to the channel through

the antenna. The receiver model is using a reverse architecture based on the transmitter.

These architectures are very generic and a different architecture could be easily adapted. We

assume all blocks at both sides are always in active mode, even though there is no signal to

transmit or the receive. Another possible strategy could be to take into account the time

the transceiver is active and inactive and include such times in the optimization problem. In

classical approaches, i.e., large distances between nodes, the power consumed by the PA was

highly dominant, and it made no sense to include other parts of RF chain. This is not so for

short distances, where the path losses are low, and therefore the power needed in the PA is

also low.

Taking all this into account, the total power consumption by the transmitter RF blocks

can be modeled as:

P txc = Pmix + Psyn + Pfilt + PDAC , (3.2)

where Pmix is the mixer power consumption, Psyn is the frequency synthesizer power con-

sumption and, PDAC is the power consumed by the DAC block. In the same manner we can

define the power consumption at the receiver system:

P rxc = Pmix + Psyn + PLNA + Pfilr + PIFA + PADC , (3.3)
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Figure 3.2: Transceiver circuit blocks

where PLNA and PIFA are the power consumed by the Low Noise Amplifier (LNA) and In-

termediate Frequency Amplifier (IFA) and PADC is the analog-to-digital converter consumed

power. The specific consumption model of each of the components can be found in [13]. If

sleep mode is used, as for example in wireless sensor networks, minor changes must be applied

to the models proposed. For further details see [13].

Baseband Signal Processing Consumption

As mentioned before, we assume no complicated models of signal processing are applied

at the transmitter side. Transmitted signals are orthogonal to different users and there is

no need to include any pre-cancelation techniques such as dirty paper coding. Therefore,

the energy consumed by the baseband signal processing algorithms at the transmitter is

considered negligible and, thus, it will be omitted in the design. Moreover, we are dealing

with a downlink scenario, where the BS is connected to a energy source and in this case, BS

is not energy-limited. On the other hand, the energy consumed by the receivers should be

taken into account since the users are considered battery-powered devices closely placed to

the BS. Even though we focus on a broadcast scenario, it is clear to see that all these ideas

also apply to the first phase of a multiple parallel relay channel. It is shown in [24], [13],

[44] that operating in short ranges, the transmit power can be significantly smaller than the

power consumed in decoding. Hence, it seems reasonable to include decoding power in the

downlink scenario. From now on, we omit the upper-index rx to refer to power of decoding

at the receiver.

There are different models for Pdec in the literature. In [?] authors claim that Pdec is

linearly related with the data rate at reception. The proposed model is

Pdec =
ξDEnodemlRdec

Rch
. (3.4)
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The data rate is proportional to Rdec which it affects linearly the power consumed by decoding

stage.

Authors in [11] propose a power estimation model for Viterbi decoding algorithms. They

also claim that the consumed power by the Viterbi algorithm grows linearly with the data

rate. The model proposed in this case is,

Pdec ≈ (Pv)ref
R/kBrV

2
ddLDNs(Lm + Lw + 104)

1.38× 106
. (3.5)

Most of the variables given in previous model are decoder specific and a full analysis of it is

out of the scope of the thesis and can be found in [11].

However, there are other models in the literature. In [43] authors propose an exponential

model for the decoding complexity. They claim that the state space and the number of

possible state transitions in the decoder-trellis expands exponentially with the data rate. In

fact, they say that the computation power can be expressed as,

Pdec = c1c
c3R
2 , (3.6)

where the constants cj are decoder specific and R is the data rate. In fact, in order to be

more general, all the constants cj should be user-dependent, since in real scenarios, users

may have different implementations of the Viterbi algorithm. Then, the computation power

of the k-th user is modeled as,

Pdec,k = c1kc
c3kR
2k . (3.7)

Also, let us denote for convenience, c1c
c3R
2 as c1e

c4R, where c4 = c3 ln(c2). The previous

model may be the object of some criticism due to the fact that the computation power is not

zero when the rate assigned to the user is zero. A possible interpretation of this phenomenon

can be considered to be RF power consumption, such as for instance the power consumption

of the electronics of the decoder itself when it is in idle state. However, a more accurate

model would be

Pdec,k = c1k
(
ec4kR − 1

)
. (3.8)

Therefore, the total power consumption of the receiver is modeled as

P rxc,tot,k = Pdec,k(R) + P rxc , (3.9)

and the energy consumed by the whole receiver is described as

Tl ·
(
Pdec,k(R) + P rxc

)
≤ Ekg (t), (3.10)
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where Tl is the duration of the time-slot in seconds. As it is expressed, the energy consumed

by the receiver must be lower than the energy allowed by the scheduling algorithm, Ekg (t) for

the k-th user, that is a fraction of the current battery level of the user as it will be seen in

further sections. This is, in fact, a constraint to be added in the resource allocation algorithm.

This will be presented and commented with more details in §3.3. The previous constraint

can also be thought as an upper bound on the maximum data-rate to be attained by the k-th

user at the t-th time slot,

Rmax,k(t) ≥ Rk(t), (3.11)

which provides a general framework regardless the model of the baseband signal process-

ing consumption used. The relation between the Rmax,k(t) and the energy allowed by the

scheduling is

Rmax,k(t) = P−1dec,k

(
Ekg (t)

Tl
− P rxc

)
. (3.12)

For the particular case of the exponential model, the relation between the maximum data-rate

and energy is as follows

Rmax,k(t) =
1

c4k
ln

(
Ekg (t)− P rxc Tl

Tlc1k

)
. (3.13)

If we consider the case of linear model of power consumption, the relation between the

maximum data-rate and energy is now

Rmax,k(t) =
1

ν

(
Ekg (t)− P rxc Tl

Tl

)
, (3.14)

where ν is a constant that incorporates all the decoder parameters presented in (3.4) and

(3.5).

Therefore, at each time slot, the BS will allocate a given Ekg (t) and thus, the rate obtained

by the allocation algorithm must fulfilled Rk(t) ≤ Rmax,k(t).

3.3 Energy Efficient Sum-Rate Maximization with QoS Con-

straints

In this section, we consider the problem of sum-rate maximization under constraints in the

maximum energy spent per receiver. This problem was studied long time ago in terms of

resource allocation, but to the best of our knowledge, no one has included any information

regarding the battery status of the terminals nor the harvesting capabilities of the receivers.
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There are other works in the literature, such as [15], [1] that considered other objective func-

tions. For instance, it is well known that taking the geometric mean of the receiver rates as a

objective function provides fairness between users in terms of similar data-rates. Other tech-

niques such as the maximization of the minimum user data-rate (maximin approaches) may

also be considered. We study different approaches in further sections that will be compared

with the one presented in this section based on the maximization of the sum-rate. Given all

that, the problem of resource allocation with QoS constraints is formulated as follows:

maximize
{Ri, pi, Bi}Ki=1

K∑
i=1

Ri (3.15)

subject to C1 :

K∑
i=1

pi + P txc ≤ Pmax

C2 :
K∑
i=1

Bi ≤WT

C3 : −Bi log
(

1 +
pi|gi(t)|2

BiN0

)
+Ri ≤ 0, i = 1, . . . ,K,

C4 : Rmax,i ≥ Ri, i = 1, . . . ,K,

C5 : Ri ≥ qosi, i = 1, . . . ,K,

C6 : pi ≥ 0, i = 1, . . . ,K,

C7 : Bi ≥ 0, i = 1, . . . ,K,

where pi and Bi are the power allocated and the bandwidth assigned to the i-th user. Ri

is the data-rate of ith user, and the objective function to be optimized is what is called

the sum-rate, i.e., the sum of all receiver rates. qosi represents a minimum data-rate to be

assigned to i-th user, and Pmax the maximum transmit power available at the BS. Constraint

C4 considers the limitation of energy to be spent by receivers (it is a general model, where

the data-rate is constrained to have a maximum value, see (3.13) and (3.14)). Notice that,

the model of energy consumption does not affect the solution of the problem.

In current mobile standard communications, the bandwidth assignment is implemented

through sub-carriers using the modulation OFDM based on the access technology OFDMA

[50], [18]. OFDMA assigns a set of sub-carriers to each user and loads a given number of

bits per carrier in order to fulfill the requirements of QoS. Sub-carriers do not necessarily

have to be adjacent. In order to formulate our bandwidth allocation problem in terms of

sub-carrier allocation, an integrity constraint must be added in order to guarantee univocal

assignment of the sub-carrier. However, if the number of sub-carriers is high enough with a

small frequency inter-carrier separation and considering flat-fading conditions, the proposed

problem in this section, (3.15), would yield to almost the same results.
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The previous problem is a convex optimization problem where the objective function and

the constraints are easily verified to be convex. The objective function is a sum of piece-wise

linear functions of R, and thus convex. C1 is affine since we have a linear sum over pi’s and

a constant and hence convex. The same reasoning can be applied for C2. C4 − C7 are all

linear on the design variables, and hence convex. Convexity of C3 is provided in the following

lemma:

Lemma 3.1. Constraint C3 of problem (3.15) is jointly convex on Bi and pi.

Proof. See Appendix 3.A. �

This implies that the solution to the problem can be obtained by using one of the multiple

efficient algorithms such as the interior point methods [7]. The key point of the design is to

provide a framework that maximizes the time-of-live of all terminals providing at the same

time a certain QoS. In order to achieve that, the variable Ekg (t) plays an important role.

This variable, which is user and time-dependent, controls the maximum rate assigned to a

given user and provides the total energy available to be spent by the k-th user at t-th time

slot. When trying to optimize the sum-rate, there exists a trade-off between the associated

rate and the energy spent by the receiver. The higher the rate assigned, the more energy

spent and the lower the battery level will be. By contrast, thanks to the harvesting property

of receivers, the scheduler could increase the time-of-live of receivers and at the same time

obtain a considerably gain in average sum-rate with respect to traditional sum-rate schedulers

that do not consider energy constraints and allow to have big peak rates, which most of the

times are unnecessary, and will cause the user to quickly run out of battery.

Optimality Conditions

Let R?i , p
?
i , and B?

i be any primal optimal points. The previous problem has infinite possible

optimal solutions 1 that will be achieved depending on the algorithm. One solution is to

attain the maximum transmitter power,
∑K

i=1 p
?
i + P txc = Pmax and have

∑K
i=1B

?
i ≤ WT

whereas the other solution minimizes the power, having fixed the sub-carrier assignment,∑K
i=1B

?
i = WT and varying the powers

∑K
i=1 p

?
i + P txc ≤ Pmax. If a general solver is used,

this cannot be controlled in principle. If a customized algorithm is developed, one of the two

solutions must be chosen. The following lemma follows easily:

Lemma 3.2. The data-rate function Ri = Bi log
(

1 + pi|gi(t)|2
BiN0

)
is monotonically increasing

in pi and Bi.

1i.e., infinite different solutions that achieve the optimum value of the objective function and that fulfill
the constraints.
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Proof. See Appendix 3.B. �

Due to previous lemma, we are able to claim that constraint C3 is tight at the optimum

value, i.e., R?i = B?
i log

(
1 +

p?i |gi(t)|2
B?i N0

)
, since if R?i < B?

i log
(

1 +
p?i |gi(t)|2
B?i N0

)
we can decrease p?i

or B?
i and still fulfill all the constraints. As a consequence of that, it is easily verified that if

p?i = 0 =⇒ B?
i = 0 and R?i = 0. The converse is also true for all variables, that is, if B?

i = 0

=⇒ p?i = 0 and if R?i = 0 =⇒ B?
i = 0 and p?i = 0.

Slater’s constraint qualification holds for this problem and, thus, the KKT are necessary

and sufficient conditions for optimality (see Appendix 3.C). Therefore, when the primal

problem is convex any primal and dual points that satisfy the KKT conditions are in fact

the optimal points.

3.3.1 Energy Allocation at Each Iteration

The scheduler must assign the value of Ekg (t) for all users at the beginning of the t-th time-

slot. As mentioned before, this value represents a given portion of the current battery C̃k(t)

of the receiver that is allowed to be spent. This C̃k(t) already includes the harvested energy,

thus C̃k(t) = max{Ckmax, Ck(t) + Ek(t − 1)}. A possible solution is to assign constantly a

fixed percentage amount of the C̃k(t) to be the available energy to spend by the receiver,

i.e., Ekg (t). Hence, Ekg (t) = αC̃k(t), such as for example a given percentage of the current

battery level. The impact of α in the design lies on the fact that higher values of α will allow

to achieve high data-rates but the battery level will decrease considerably. If, on the other

hand, α is relatively small, it will constraint a lot the maximum data-rate, increasing notably

the life-time of this user due to small energy consumption. Notice then, that α controls the

trade-off between the data-rate and the life-time of the user. For the sake of simplicity, we

consider all users to have the same implemented Viterbi decoder. The scheduling algorithm

considering assignment of energies is as follows:



Chapter 3. Energy Efficient Resource Allocation with Energy Harvesting Nodes and QoS
Constraints over Flat-Fading Channels 37

Algorithm 1: Battery update and energy allocation

1: set minimum rates (qosk) and initial energies:

Ekg (t) = αC̃k(t) for k = 1, . . . ,K

2: solve optimization problem (3.15) and obtain:

R?k, p
?
k, B

?
k for k = 1, . . . ,K

3: set battery level according to data-rate used:

Ck(t+ 1) = C̃k(t)− Tl (Pdec (Rk(t)) + P rxc ) for k = 1, . . . ,K

4: update battery level according to harvesting:

C̃k(t+ 1) = max{Ckmax, Ck(t+ 1) + Ek(t)} for k = 1, . . . ,K

5: updates energies to users:

Ekg (t+ 1) = αC̃k(t+ 1)

6: go to step 2

3.3.2 Sub-Optimal Case: Fixed Transmission Bandwidth

In this section we consider a sub-optimal case based on the previous optimization problem.

Now, the bandwidths are fixed for all users and only the powers and the data-rates are

available in the design. For this sub-optimal problem we are able to develop an analytical

solution for the problem from the KKT optimality conditions.

Let us start by defining the problem:

maximize
{Ri, pi}Ki=1

K∑
i=1

Ri (3.16)

subject to C1 :

K∑
i=1

pi + P txc ≤ Pmax

C2 : −Blog
(

1 + piλi

)
+Ri ≤ 0, i = 1, . . . ,K,

C3 : Rmax,i ≥ Ri, i = 1, . . . ,K,

C4 : Ri ≥ qosi, i = 1, . . . ,K,

C5 : pi ≥ 0, i = 1, . . . ,K,

where λi represents |gi(t)|
2

N0
. In order to simplify the problem and reduce one constraint so

that one Lagrange multiplier is avoided, we transform the previous QoS-constrained problem

into an equivalent unconstrained QoS problem.

Lemma 3.3. The convex optimization problem (3.16) with QoS constraints is equivalent to

the convex optimization problem defined in (3.17) without QoS constraints.
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Proof. See Appendix 3.D. �

maximize
{Ri, p̃i}Ki=1

K∑
i=1

Ri (3.17)

subject to C1 :

K∑
i=1

p̃i + P txc ≤ P̃max

C2 : −Blog
(
θi + p̃iλi

)
+Ri ≤ 0, i = 1, . . . ,K,

C3 : Rmax,i ≥ Ri, i = 1, . . . ,K,

C4 : Ri ≥ 0, i = 1, . . . ,K,

C5 : p̃i ≥ 0, i = 1, . . . ,K.

Slater’s constraint qualification also holds for this problem and thus, KKT conditions are

necessary and sufficient for optimality. Hence, by solving the KKT condition (see Appendix

3.E) we are able to provide an analytical solution. The power allocation for the i-th user

becomes,

p̃?i =

[
(1− α?i )B
σ? ln(2)

− θi
λi

]+
, (3.18)

where f [x]+ = max(0, x), and α?i and σ? are Lagrange multipliers. If i-th user is not

saturated in C3, i.e., Rmax,i > R?i =⇒ α?i = 0 by the complementary slackness. Thus,

p̃?i =
[

B
σ? ln(2) −

θi
λi

]+
, which is a classical water-filling solution with activation order given by

1
σ? >

θi ln(2)
λi

. On the other hand, if user is saturated, i.e., Rmax,i = R?i , then p̃?i = 2
Rmax,i

B −θi
λi

.

By inspection, we are also able to find a saturation order, according to C3, that will help

us to develop an efficient algorithm that attains the optimum value. The condition for the

i-th user to be saturated is 1
σ? ≥

ln(2)2
Rmax,i

B

λi
. The converse is also true, that is, if for i-th

user 1
σ? ≥

ln(2)2
Rmax,i

B

λi
holds, then the user is saturated. It may seem that by having a small

value of λi and also small value of Rmax,i the user could be saturated and at the same time

no active, which makes no sense. The following trivial lemma follows:

Lemma 3.4. If a user is not active it cannot be saturated regardless the value of Rmax and

λ that it has.

Proof. See Appendix 3.F. �

Let us denote s(i) as the index of the i-th saturated user and let also c = B
σ? ln(2) . The

developed algorithm that attains the optimum value is presented below.
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Figure 3.3: Modified water-filling algorithm

Algorithm 2: Rate and power allocation with fixed bandwidth

1: set ζj = 2
Rmax,j

B

λj
→ order increasingly

2: A = {1, 2, . . . ,K}; k = 1

3: solve c :
∑

j∈A

(
c− θj

λi

)+
= P̃max

4: if c ≥ ζk then

5: Pk = 2
Rmax,k

B −θk
λk

6: P̃max ← P̃max −
∑k

j=1 Pk

7: A ← A− {s(k)}
8: k ← k + 1

9: go to 2

10: end if

11: assign p̃?i = min(c− θi
λi
, ζk) −→ p?i = p̃i

? + pmin,i

12: R?i = Blog
(

1 + p?iλi

)
13: end algorithm

Fig. 3.3 depicts the results of the modified water-filling algorithm presented before. For

the sake of simplicity users are ordered increasingly. In the Fig., users two and three are

battery-limited and therefore they cannot achieve the water-level. Users one and four are not

yet energy-limited, whereas user five has no allocated power.
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3.3.3 Simulation Results

In this section we present simulation results related to the previous resource allocation prob-

lems. For the optimal case with variable bandwidth assignment, we performed the simula-

tions using the commercial build-in function of MATLAB fmincon. fmincon allows to find

a minimum of a constrained nonlinear multivariable optimization problem, regardless of its

convexity. However, since the problem (3.15) was proved to be convex, we assure to achieve

the global optimum using fmincon. Nevertheless, results presented for the sub-optimal case

were obtained by means of the greedy-like algorithm developed in the thesis and described

at the end of §3.3.2.

In order to evaluate our algorithms, we compare them with other traditional resource

allocation strategies. Two techniques were considered in the simulations: the maximization

of the sum-rate without energy constraints (SR) and the maximization of the minimum user

data rate (maximin approach). From now on, we will refer as SREE to the problem (3.15).

Table 3.1 depicts all the simulation parameters considered in the model. The values of the

parameters concerning the RF blocks were extracted from [CUI]. We consider an exponential

model for energy consumption of baseband signal processing algorithms where all users have

the same algorithms implemented, although similar results could have been obtained following

other consumption models. Additionally, simulations using a different value of the parameter

α are shown. Initial level of batteries are assigned randomly between a minimum value,

1000mAh, and a maximum value, 15000mAh. This means that some users may have the

same initial battery. Besides, we assume the maximum capacity level Ckmax is two times the

initial value, thus, users start the reception with half of its total battery capacity.

We must say that the results are conditioned to the values of constants c1 and c4. These

constants control the relation between the data-rate and the energy consumption. In order

to be able to see the performance of our algorithm in a short period of time, we assigned

a sufficiently high values to these constants. However, by assigning them smaller values,

more realistic data would be obtained, but longer simulations in time would be needed. The

results are also conditioned to the size of the energy packet, which is assigned to be 100mAh.

The harvesting allocation per time slot among users was implemented by assigning randomly

to each user at each time slot two possible values, 0 or E (see Table 3.1). Thus, packets of

energy of different time slots are independent. A more realistic case would take into account a

bursty energy packet collection, since the source harvests energy under some conditions. For

example if the node is static and the harvesting source is based on kinetic energy, no energy

could be stored for a period of time. QoS is omitted in the SR approach since sometimes

the battery level of the users do not allow to guarantee it, making the optimization problem
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Table 3.1: Simulation parameters

Parameter Value

Central frequency 2 GHz

Bandwidth 20 MHz

Number of users up to 20

Frame duration 125 µs

Time slot duration Tl 5 µs

Maximum BS transmission power 1 W

Pmix 30 mW

Pfilt = Pfiltr 2.5 mW

PLNA 20 mW

Psyn 50 mW

PIFA 3 mW

PADC = PDAC 60 mW

Energy packet size E 100 mAh

Battery capacity level 1000 ≤ Ckmax ≤ 15000 [mAh]

Channel model Rayleigh flat-fading

Noise spectral density N0 -174 dBm/Hz

Decoder constant c1 200000

Decoder constant c4 4.83x10−6

Energy allocation parameter α 0.1 and 0.01

Mobile terminal speed static

QoS 200 kbits/s

Number of channel realizations 500
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infeasible.

All the plots shown in this section are averaged over 500 different channel realizations.

Fig. 3.4 shows the evolution of the battery level of a system with four users for all models.

As it was expected, the battery levels of the SR (3.4 (a)) decrease very fast making some

users to run out of battery almost instantly. This is so, because the system does not limit

the data-rate. A user can get a data-rate proportionally to the whole current battery level,

even if he does not need it. This is the main drawback of SR approaches. On the contrary,

the maximin approach (3.4 (b)) assigns (more or less) the same data-rate to all the users and

it turns out to be the minimum required data-rate. If the required data-rate is low enough,

users are able to improve its battery level due to the harvesting source. Finally we have the

results for two different values of battery assignment parameter α (3.4 (c-d)) of the proposed

model SREE. It can be seen that higher values of α makes the battery level to decrease faster

than if smaller values are assigned to it. It is possible to find a balance where users do not

spend more battery than the one they are using and collecting from the harvesting source.

This is the case of (3.4 (d)).

Notice that, if the number of users is increased (see Fig. 3.5), there are some users that

even in the SR approach are able to maintain its battery level quite high. This is due to the

fact that, in order to maximize the sum-rate, there may be some users that are not served

by the BS. This is the case where some users are far from the location of the BS. In order

to compare the energy consumption with the assigned data-rate we provide with two figures.

Fig. 3.6 shows the average between users under the four models with different number of

users in the system. Fig. 3.7 presents the average data-rate distribution for the same models

and number of users. Surprisingly, the SREE outperforms, in term of average data-rate, the

case where no energy constraints are included. This is so because the SR model provides high

peaks of data-rate to the users that translates in big amounts of energy consumed, yielding

to users without battery for the future time-slots.

Fig. 3.8(a) depicts the evolution of the sum-rate when the number of users increases. Note

that, the SREE with α = 0.1 is better than the SR up to 16 users. Looking at Fig. 3.8(b)

it is clear the improvement in terms of battery usage of SREE against SR. By assigning a

higher value of α (for example α = 0.2) we could assure a better sum-rate than SR regardless

the number of users and still offer an improvement on the battery level.

Finally, Fig. 3.9 shows the comparison between the optimal bandwidth algorithm (3.15)

and the fixed and equal bandwidth allocation case (3.17), where the transmission bandwidths

were considered fixed among users. There exists a small difference in terms of the sum-rate

between the optimal and sub-optimal models, but, on the other hand, the complexity of the
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Figure 3.4: Battery evolution of 4 nodes with different approaches: (a) maximization of the sum rate and no
energy constraints. (b) maximin rate approach and no energy constraints. (c) maximization of the sum rate
with energy constraint and parameter α = 0.1. (d) maximization of the sum rate with energy constraint and
parameter α = 0.01.
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Figure 3.5: Battery evolution of 16 nodes with different approaches: (a) maximization of the sum rate and no
energy constraints. (b) maximin rate approach and no energy constraints. (c) maximization of the sum rate
with energy constraint and parameter α = 0.1. (d) maximization of the sum rate with energy constraint and
parameter α = 0.01.
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Figure 3.6: (a) Average battery evolution of 4 nodes. (b) Average battery evolution of 12 nodes
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Figure 3.7: (a) Average data-rate evolution of 4 nodes. (b) Average data-rate evolution of 12 nodes.



46 3.4 Energy Efficient Maximin with QoS Constraints

4 6 8 10 12 14 16 18 20
0

2

4

6

8

10

12

14

16

18

x 10
6 Sum−Rate

Number of users

b
it
s
/s

 

 

SR

Maximin

SREE α=0.1

SREE α=0.01

(a)

4 6 8 10 12 14 16 18 20

−20

−10

0

10

20

30

40

50

Average Spent Battery Level

Number of users

%
 B

a
tt
e
ry

 L
e
v
e
l

 

 

SR

Maximin

SREE α=0.1

SREE α=0.01

(b)

Figure 3.8: (a) Sum rate evolution. (b) Average percentage of battery level spent by users (a negative
percentage means a gain in battery level).
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Figure 3.9: Sum-Rate comparison between optimal and suboptimal approaches.

sub-optimal case is reduced notably in front of the optimal one.

3.4 Energy Efficient Maximin with QoS Constraints

The classical maximim approach in resource allocation considered the problem of maximizing

the minimum or worst user rate assignment. By means of this technique, fairness in terms of

throughput between users was introduced. This problem has been studied in the literature in

many different scenarios [1], [41]. In this section we propose a different maximim approach.

Instead of considering to maximize the minimum user rate assignment, we maximize the

minimum residual battery level after the allocation. For simplicity, we allow all users in the
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system to have the same decoder algorithm, letting us remove the user-dependence of the

decoding power Pdec. Thus, the optimization problem can be formulated as:

maximize
{Ri, pi, Bi}Ki=1

mini=1,...,K

(
C̃i(t)− Tl · Pdec(Ri)− Tl · PRxc

)
(3.19)

subject to C1 :
K∑
i=1

pi + P Txc ≤ Pmax

C2 :
K∑
i=1

Bi ≤WT

C3 : −Bi log
(

1 +
pi|gi(t)|2

BiN0

)
+Ri ≤ 0, i = 1, . . . ,K,

C4 : Tl · Pdec(Ri) + Tl · PRxc − C̃i(t) ≤ 0, i = 1, . . . ,K,

C5 : Ri ≥ qosi, i = 1, . . . ,K,

C6 : pi ≥ 0, i = 1, . . . ,K,

C7 : Bi ≥ 0, i = 1, . . . ,K.

The previous optimization problem can be easily verified to be convex. Constraints C1 −
C3, C5−C7 were commented in §3.3. The objective function to be maximized is the minimum

of a set of concave functions in Ri and thus, it is concave. C4 is easily verified to be convex

on Ri. Note also that C4 assures that no more energy than the current battery level is spent

for a given user. The direct way to solve the previous maximin problem is to first minimize

the inner optimization problem, and then solve the outer maximization, either numerically or

analytically. Most of the times, however, this approach is difficult because it is not possible to

find analytically the inner solution, and therefore it requires a numerical solution that needs

to be evaluated at each iteration of the outer maximization, which turns out to be required to

solve the inner minimization numerically as many times as needed to achieve convergence. As

a consequence, facing the problem directly requires a high computational cost to be solved.

Fortunately, there are different ways to transform the original problem into an equivalent

convex optimization problem.

Hence, we can reformulate the original problem into the following transformed convex
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optimization problem:

maximize
t, {Ri, pi, Bi}Ki=1

t (3.20)

subject to C1 : t ≤ C̃i(t)− Tl · Pdec(Ri)− Tl · PRxc

C2 :

K∑
i=1

pi + P Txc ≤ Pmax

C3 :
K∑
i=1

Bi ≤WT

C4 : −Bi log
(

1 +
pi|gi(t)|2

BiN0

)
+Ri ≤ 0, i = 1, . . . ,K,

C5 : Tl · Pdec(Ri) + Tl · PRxc − C̃i(t) ≤ 0, i = 1, . . . ,K,

C6 : Ri ≥ qosi, i = 1, . . . ,K,

C7 : pi ≥ 0, i = 1, . . . ,K,

C8 : Bi ≥ 0, i = 1, . . . ,K,

where a slack variable t has been introduced and the inner minimization has been transformed

into a new set of constraints. The problem remains convex since the objective function is

linear and C1 is convex in Ri. Therefore, the KKT conditions are necessary and sufficient

for optimality since Slater’s constraint qualification holds. Notice that now, all the available

battery is available to the scheduler instead of a fraction of it. Note also that for this

case, it is still needed the one-bit feedback channel to transmit the harvesting updates since

problem (3.20) must be solved at each time slot and between time slots the scheduler has to

update the value of C̃i(t) according to the harvesting. It is easy to realize that the previous

problem has infinite number of solutions. This is so since the problem will only force the

users associated with t? (see constraint C1) to have a certain bit-rate, power and bandwidth

to meet the constraint. What happens with the power, bandwidth and rates of the rest of

users is not explicitly determined by the optimization problem. Different bit-rates assigned

to the same users may lead to the same optimal value for the objective function as long as

the bit-rates meet the other constraints (C2-C8). Let us put an example to make it clear.

Let us imagine that, due to initial configuration (battery level, channel gain etc), there is

only one user that achieves C1 with equality. This user is the one that after the allocation

procedure yielded with the least residual battery level. The other users fulfill constraint C1

with inequality (their residual battery levels were higher). Then, there is no other constraint

to assign power, bandwidth and bit-rates to the these users. Any rate, power and bandwidth

configuration that fulfills constraints C2-C8 is valid. The final configuration will depend on

how the specific solver faces the problem and, in general, we cannot choose the configuration.

This is why we claim that there exists an infinite number of possible solutions. However, the
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optimum solution that minimizes the energy is the one that assigns the value of ‘qos’ to the

optimum rate for all users.

Another way to understand the resolution of the problem is by looking at it graphically.

Imagine we are interested in observing what happens with the bit-rate configuration for all

the users in terms of its sum, i.e., the sum-rate. The plot will represent the optimal objective

value respect to the sum-rate. When two variables are traded-off we have a curve that is

called the Pareto curve (see §2.1.5). Fig. 3.10 depicts a possible curve that represents the

trade-off between the sum-rate and the optimal value of the problem (that is the least residual

battery level). We can see that, having a solution called t?sol, there is an infinite number of

possible sum-rates, which turns into individual rates, represented with the dotted red line.
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Figure 3.10: Trade-off between sum-rate and worst residual battery level

If we are interested in the solution that is Pareto optimal, that is the solution that max-

imizes the sum-rate for a given optimal objective value (in the graph is represented by the

cross-point between the dotted red line and the Pareto curve), we need to redefine the problem

introducing an extra objective function: we need the current objective function, (maximiza-

tion of the minimum residual battery levels) and, on the other hand, we need the maximization

of the sum-rate as another objective function. As a result, we end up with a problem with

two objective functions (see §2.1.5). This problem will be addressed in next section.

3.5 Sum-Rate - Maximin Trade-off

We conclude in previous section that the maximin approach yielded to a convex optimization

problem with infinite number of solutions. In this section we face a different problem where
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the trade-off between the previous maximim problem and the sum-rate are both incorpo-

rated into the objective function. The problem, thus, becomes a multi-criterion optimization

problem. We provide the Pareto-optimal points accounting for the solution of the maximin

problem that maximizes the sum-rate. Therefore, a unique solution is obtained now.

There are several methods for finding the Pareto points of a multi-objective optimization

problem. In this section, we follow the scalarization technique based on the weighted sum

method [7], [16]. This method collapses the vector objective (bi-objective in this case) into a

single objective component sum. According to the scalarization technique for multi-criterion

problems, the allocation problem can therefore be stated as:

maximize
t, {Ri, pi, Bi}Ki=1

K∑
i=1

Ri + µt (3.21)

subject to C1 : t ≤ C̃i(t)− TlPdec(Ri)− TlPRxc

C2 :

K∑
i=1

pi + P Txc ≤ Pmax

C3 :

K∑
i=1

Bi ≤WT

C4 : −Bi log
(

1 +
pi|gi(t)|2

BiN0

)
+Ri ≤ 0, i = 1, . . . ,K,

C5 : Tl · Pdec(Ri) + Tl · PRxc − C̃i(t) ≤ 0, i = 1, . . . ,K

C6 : Ri ≥ qosi, i = 1, . . . ,K,

C7 : pi ≥ 0, i = 1, . . . ,K,

C8 : Bi ≥ 0, i = 1, . . . ,K.

The Pareto-optimal curve can be computed by varying the value of µ within the interval

[0,∞). Specifically, when µ approaches 0, all the emphasis is put on the sum-rate, which

leads to the classical sum-rate maximization with no energy constraint, but the largest con-

sumption. On the contrary, when µ increases, all the emphasis is put on the maximization of

the minimum residual battery capacity, that is, the maximization of energy, all this achieving

a certain QoS constraint.

The Pareto-optimal curves for a scenario with four users are shown in Fig. 3.11 and 3.12.
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∑
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c4R i
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i

Pareto Optimal Trade−Off Curve

Figure 3.11: Trade-off curve between sum-rate and energy consumption using a exponential model for the
decoding consumption model.

∑
K

i=1(C̃ i(t) − T lνR i − T lP
rx
c )

∑
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=
1
R

i

Pareto Optimal Trade−Off Curve

Figure 3.12: Trade-off curve between sum-rate and energy consumption using a linear model for the decoding
consumption model.
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3.6 Sum-Rate - Sum-Residual Trade-off

Motivated by the fact that we were not able develop customize efficient algorithms to solve

the previous optimization problem, we came up with a different optimization problem. Now,

instead of maximizing the minimum of the battery level residuals, we include the sum of

all the battery residuals of all users in the optimization, being the residual battery level,

the level of battery after the allocation procedures. We propose a multi-criterion resource

allocation problem where sum-rate and sum-residuals are to be traded off. First, we present

the complete problem, where power, bandwidth, and data-rate are to be assigned. Then, we

propose a sub-optimal allocation strategy based on fixed bandwidth assignment that reaches

the optimal value by means of an iterative algorithm.

Exponential Model of Decoding Power

The optimization problem can be modeled as:

maximize
{Ri, pi, Bi}Ki=1

K∑
i=1

Ri + µ
K∑
i=1

(
C̃i(t)− Tlc1ec4Ri − TlPRxc

)
(3.22)

subject to C1 :

K∑
i=1

pi + P Txc ≤ Pmax

C2 :
K∑
i=1

Bi ≤WT

C3 : −Bi log
(

1 +
pi|gi(t)|2

BiN0

)
+Ri ≤ 0, i = 1, . . . ,K,

C4 : Rmax,i ≥ Ri, i = 1, . . . ,K,

C5 : Ri ≥ qosi, i = 1, . . . ,K,

C6 : pi ≥ 0, i = 1, . . . ,K,

C7 : Bi ≥ 0, i = 1, . . . ,K,

where Rmax,i = 1
c4

ln
(
C̃i(t)−TlPRxc

Tlc1

)
which assures that no more energy than the current

available battery level is spent at the allocation. For this case we have that if µ approaches 0,

all the emphasis is put on the sum-rate, which leads to the classical sum-rate maximization

with no energy constraint, but the largest consumption. On the contrary, when µ increases,

all the emphasis is put on the maximization of residual levels, that is, the maximization of

energy, all this achieving a certain QoS constraint. The Pareto-optimal curve for a scenario

with four users is shown in Fig. 3.13. Based on KKT observation (see Appendix 3.G), we are

able to provide two upper-bounds in the following lemmas:

Lemma 3.5. There exists a maximum value of weight µ, such that above this upper-bound
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∑
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i=1(C̃ i(t) − T lc1e
c4R i

− T lP
rx
c )

∑
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=
1
R

i

Pareto Optimal Trade−Off Curve

Figure 3.13: Trade-off between sum-rate and energy consumption

the data-rate optimum solution is always zero. The value of the maximum µ is:

µmax =
1

Tlc1c4ec4qosi
. (3.23)

Proof. See Appendix 3.I. �

Lemma 3.5 provides an upper-bound on the value of µ. Hence the trade-off is only expe-

rienced when µ is within the interval [0, µmax].

Lemma 3.6. For a given µ, c1 and, c4 there is a maximum rate Rm to be attained by the

receivers which is:

Rm =
1

c4
ln

(
1

µTlc1c4

)
. (3.24)

Proof. See Appendix 3.J. �

Due to the nature of the problem, and the trade-off between maximizing the data-rate and

maximizing the residuals, it appears this maximum data-rate which is of course independent

of Rmax. Therefore, the problem has two upper bounds on the data-rates. If Rmax is higher

than Rm then the upper bound that dominates is the lowest one, Rm in that case, and thus

the user will never be saturated through C4. The converse is also true. Rm is the same for

all users but it could be different if they had a different decoder, and therefore becoming

constants cj user-dependent.
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Linear Model of Decoding Power

Now, we consider a linear model of decoding power. The problem is defined as:

maximize
{Ri, pi, Bi}Ki=1

K∑
i=1

Ri + µ

K∑
i=1

(
C̃i(t)− TlνRi − TlPRxc

)
(3.25)

subject to C1 :
K∑
i=1

pi + P Txc ≤ Pmax

C2 :
K∑
i=1

Bi ≤WT

C3 : −Bi log
(

1 +
pi|gi(t)|2

BiN0

)
+Ri ≤ 0 i = 1, . . . ,K,

C4 : Rmax,i ≥ Ri i = 1, . . . ,K,

C5 : Ri ≥ qosi i = 1, . . . ,K,

C6 : pi ≥ 0 i = 1, . . . ,K,

C7 : Bi ≥ 0 i = 1, . . . ,K,

where constant ν was presented in §3.2.1 and is decoder specific and Rmax,i = C̃i(t)−TlPRxc
Tlν

assures that no more energy than the current available battery level is spent at the allocation.

Based on KKT observation (see Appendix 3.H), we are able to provide the following lemma:

Lemma 3.7. There exists a maximum value of weight µ, such that above this upper-bound

the data-rate optimum solution is always zero. The value of the maximum µ is:

µmax =
1

Tlν
. (3.26)

Proof. See Appendix 3.K. �

Lemma 3.7 provides an upper-bound on the value of µ. Hence the trade-off is only ex-

perienced when 0 ≤ µ ≤ µmax. One could notice that the only difference between the

exponential model problem and the linear one is the objective function. By inspection, we

could modify the objective of the linear model problem. If constant ν is not user dependent,

then the objective can be rewritten as
∑K

i=1K · Ri + ρ, where ρ =
∑K

i=1 µC̃i(t) − TlPRxc
and K = 1 − Tlν. Hence the maximization of the problem becomes the classical sum-rate

problem where there are no constraints of energy. On the other hand, if constant ν is user

dependent, the objective function can be arranged to be
∑K

i=1Ki ·Ri+ρ and now the problem

is a weighted sum-rate problem which of course provides a different solution. The weighted

sum-rate is a problem that has been studied in the literature [19]. It is common to relate the
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weight associated to the data-rate as a certain QoS parameter. Users with higher weights

will be allowed to have greater data-rates. Notice that in this case, the weights cannot be

configured since they depend on the decoder specific constants of each user, which relates the

energy to be spent by the decoder for a given data-rate. If constant νi of i-th user is small, it

implies a good efficiency of the decoder and low energy to be spent when decoding. Thus, if

νi is small, then Ki will be high, and the optimization problem will allow this user to have a

greater data-rate due to its high weight since little energy is to be used by the receiver. The

Pareto-optimal curve for a scenario with four users is shown in Fig. 3.14.

∑
K

i=1(C̃ i(t) − T lνR i − T lP
rx
c )

∑
K i
=
1
R

i

Pareto Optimal Trade−Off Curve

Figure 3.14: Trade-off between sum-rate and energy consumption

3.6.1 Sub-Optimal Case: Fixed Transmission Bandwidth

For the sub-optimal cases we are able to develop a semi-analytical solution for the problem

from the KKT optimality conditions and we provide both algorithms that attain the optimum

values.
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Exponential Model of Decoding Power

The problem with exponential model is modeled as:

maximize
{Ri, pi}Ki=1

K∑
i=1

Ri + µ
K∑
i=1

(
C̃i(t)− Tlc1ec4Ri − TlPRxc

)
(3.27)

subject to C1 :

K∑
i=1

pi + P Txc ≤ Pmax

C2 : −Blog
(

1 + piλi

)
+Ri ≤ 0, i = 1, . . . ,K,

C3 : Rmax,i ≥ Ri, i = 1, . . . ,K,

C4 : Ri ≥ qosi, i = 1, . . . ,K,

C5 : pi ≥ 0, i = 1, . . . ,K.

Lemma 3.5 and lemma 3.6 found for the optimal case can also be applied in this case. The

power allocation for the i-th user is,

p?i =

[
(1− µTlc1c4ec4R

?
i − α?i + γ?i )B

σ? ln(2)
− 1

λi

]+
, (3.28)

where f [x]+ = max(0, x), and α?i , γ
?
i , and σ? are Lagrange multipliers. If the i-th user

is not saturated in C3, i.e., Rmax,i > R?i =⇒ α?i = 0 by the complementary slackness.

Besides, if R?i > qosi =⇒ γ?i = 0. Thus, p?i =

[
(1−µTlc1c4ec4R

?
i )B

σ? ln(2) − 1
λi

]+
, which is a water-

filling-like solution with activation order given by 1
σ? > ln(2)

λi(1−µTlc1c4ec4qosi )B . Moreover, if

the i-th user is saturated, i.e., Rmax,i = R?i , then p?i = 2
Rmax,i

B −1
λi

. By inspection, we are

also able to find a saturation order, according to C3, that will help us develop an efficient

algorithm that attains the optimum value. The condition for the i-th user to be saturated

is 1
σ? ≥

ln(2)2
Rmax,i

B

(1−µTlc1c4ec4Rmax,i )λiB
. The converse is also true. It is not so straightforward to

solve this problem since the optimum value of power allocation depends on the optimum

rate allocation, which also depends on the power. Notice also that the right hand side of the

saturation order may be negative, since 1−µTlc1c4ec4Rmax could be negative for some value of

Rmax. The users with negative threshold will never reach saturation by Rmax. The algorithm

will first compute the saturation order, and will leave out the ones that are negative. Rate

allocation will be computed using the fix-point method by introducing the optimum power

(3.28) in the rate equation, resulting in (3.29), assuming they are not saturated and positive.

In order to compute the optimum rate, we need to know the value of the Lagrange multiplier

σ?. Let us denote 1
σi

= ln(2)2
Rmax,i

B

(1−µTlc1c4ec4Rmax,i )λiB
. We first need to know in which interval the

multiplier is, i.e., 1
σi
> 1

σ? >
1
σj
, ∀ i, j with i 6= j. Then, we proceed using fitting interval
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technique applied to σ? to find the proper value.

R?i = B log

(
1 +

[
(1− µTlc1c4ec4R

?
i )B

σ? ln(2)
− 1

λi

]+
λi

)
(3.29)

Let us denote s(i) as the index of the i-th saturated user and let also c = B
σ? ln(2) . Let us

denote K to be the total number of users in the system.

The developed algorithm that attains the optimum value is presented below.

Algorithm 3: SR-SR Exponential model

1: set D = {1, 2, 3, ...,K}

2: A = {γj | γj = 2
Rmax,j

B

(1−µTlc1c4ec4Rmax,j )λj
,∀j} → order increasingly

3: Ω = {j | γj < 0,∀ j}
4: A ← A− s(Ω)

5: σ1 = 0, σ2 = 0

6: for k = 1 to |A| do

7: set σ = 1
γk

8: Ri ←− Ri = B log

(
1 +

[
(1−µTlc1c4ec4Ri )B

σ ln(2) − 1
λi

]+
λi

)
,∀i > k

9: pi = 2Ri−1
λi

10: pj = 2Rmax,j−1
λj

with j ≤ k

11: if
(∑

j pj +
∑

i pi

)
> Pmax then

12: σ2 = σ

13: go to 22

14: end if

15: if
(∑

j pj +
∑

i pi

)
< Pmax then

16: σ1 = σ

17: end if

18: if
(∑

j pj +
∑

i pi

)
= Pmax then

19: σ? = σ

20: go to 42

21: end if

22: end for

23: if σ1 = 0 then

24: Pr = Pmax

25: else

26: Pr = Pmax −
∑

j pj
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27: end if

28: Pac = 0

29: while (|Pac − Pr| > ε) do

30: σm = (σ1 + σ)/2

31: Ri ←− Ri = B log

(
1 +

[
(1−µTlc1c4ec4Ri )B

σm ln(2) − 1
λi

]+
λi

)
,∀i > k

32: Pac =
∑

i
2Ri−1
λi

33: if Pac > Pr then

34: σ2 = σm

35: else

36: σ1 = σm

37: end if

38: end do

39: D ← D − s(j) with j < k

40: for all i ∈ D do

41: R?i ←− Ri = B log

(
1 +

[
(1−µTlc1c4ec4Ri )B

σm ln(2) − 1
λi

]+
λi

)
42: p?i = 2R

?
i −1
λi

43: end for

44: end algorithm

Linear Model of Decoding Power

The problem with exponential model is modeled as:

maximize
{Ri, pi}Ki=1

K∑
i=1

Ri + µ

K∑
i=1

(
C̃i(t)− TlνRi − TlPRxc

)
(3.30)

subject to C1 :
K∑
i=1

pi + P Txc ≤ Pmax

C2 : −Blog
(

1 + piλi

)
+Ri ≤ 0 i = 1, . . . ,K,

C3 : Rmax,i ≥ Ri i = 1, . . . ,K,

C4 : Ri ≥ qosi i = 1, . . . ,K,

C5 : pi ≥ 0 i = 1, . . . ,K.



Chapter 3. Energy Efficient Resource Allocation with Energy Harvesting Nodes and QoS
Constraints over Flat-Fading Channels 59

The power allocation for the i-th user is,

p?i =

[
(1− µTlν − β?i + γ?i )B

σ? ln(2)
− 1

λi

]+
, (3.31)

where f [x]+ = max(0, x), and β?i , γ
?
i , and σ? are Lagrange multipliers. If the i-th user is not

saturated in C3, i.e., Rmax,i > R?i =⇒ β?i = 0 by the complementary slackness. Besides,

if R?i > qosi =⇒ γ?i = 0. Thus, p?i =
[
(1−µTlν)B
σ? ln(2) −

1
λi

]+
, which is a classical water-filling

solution with activation order given by 1
σ? >

ln(2)
λiB

. On the other hand, if user is saturated,

i.e., Rmax,i = R?i , then p?i = 2
Rmax,i

B −1
λi

. By inspection, we are also able to find a saturation

order, according to C3, that will help us develop an efficient algorithm that attains the

optimum value. The condition for the i-th user to be saturated is 1
σ? ≥

ln(2)2
Rmax,i

B

(1−µTlν)λiB . The

converse is also true, that is, if for the i-th user 1
σ? ≥

ln(2)2
Rmax,i

B

(1−µTlν)λiB holds, then the user is

saturated.

Let us denote s(i) as the index of the i-th saturated user and let also c = B
σ? ln(2) . The

developed algorithm that attains the optimum value is presented below.

Algorithm 4: SR-SR linear model

1: set γj = 2
Rmax,j

B

(1−µTlν)λjB → order increasingly

2: A = {1, 2, . . . ,K}; k = 1

3: solve c :
∑

j∈A

(
c− 1

λj

)+
= Pmax

4: if c ≥ γk then

5: Pk = 2
Rmax,k

B −1
λk

6: Pmax ← Pmax −
∑k

j=1 Pk

7: A ← A− {s(k)}
8: k ← k + 1

9: go to 2

10: end if

11: assign p?i = min(c− 1
λi
, γk)

12: R?i = Blog
(

1 + p∗iλi

)
13: end algorithm
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3.7 Chapter Summary and Conclusions

In this chapter, RRA algorithms have been presented for a broadcast multi-user scenario in

short distance networks, such as for example femtocells. For simplicity, the allocation was

considered to be continuos, in terms of bandwidth, power, and thus data-rate. The nodes

were considered battery-powered devices provided with energy harvesting sources. The key

point was that the battery status of the users were considered in the allocation process,

increasing the network lifetime.

Different resource allocation problems were formulated and solved, using commercial soft-

ware packages for the case of optimal allocation, and we developed iterative algorithm to

achieve the optimum in cases where the transmission bandwidth was considered fixed for all

users.

Simulations showed that whenever the scheduler had information regarding the battery

level of the users, it was able to allocate resources according to battery constraints, making

the nodes live longer (in terms of battery), and thus, to increase the average sum-rate.
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3.A Appendix: Proof of Lemma 3.1

We aim to show that f(pi, Bi) = −Bi log
(

1 + pi|gi(t)|2
BiN0

)
is jointly convex in pi and Bi. In

order to do that, we shall prove the second-order conditions which states that a function

f is convex if and only if dom f is convex and its Hessian is positive semidefinite [Boyd

pag. 71]. Let x be the bandwidth Bi and y be the power pi. Without loss of generality, we

consider the logarithm to be the natural logarithm. Hence, we prove convexity of function

f(x, y) = −x log
(
1 + y

x

)
on variables x and y. The Hessian of previous function can be

verified to be positive semidefinite for ∀x, y ≥ 0,

∇2f(x, y) =

 y2

x(x+y)2
− y

(x+y)2

− y
(x+y)2

x
(x+y)2

 � 0, (3.32)

A 2×2 matrix of the form

[
a b

b c

]
with a > 0 is positive semidefinite if and only if b2−ac ≥ 0.

Since the Hessian matrix presented before fulfills this property, it is positive semidefinite, or

what is the same f(pi, Bi) is convex over Bi and pi.

3.B Appendix: Proof of Lemma 3.2

In this section we prove that equation Ri = Bi log
(

1 + pi|gi(t)|2
BiN0

)
is monotonically increasing

in pi and Bi. It is straightforward to see that it is monotonically increasing in pi since the

log function is indeed monotonically increasing. In contrast, it is not so straightforward to

see the monotonicity in Bi. We will then prove so. Let x denote Bi and let transform the

original function in a more suitable one being f(x) = x log
(
1+ α

x

)
. Without loss of generality

we consider the logarithm to be a natural logarithm. We start the proof by working out what

value the function takes when x = 0, that is f(0):

lim
x→0

x log
(
1 +

α

x

)
= lim

x→0

log
(
1 + α

x

)
1
x

, (3.33)

applying L’Hôpital’s rule it follows,

lim
x→0

log
(
1 + α

x

)
1
x

= lim
x→0

α
x2

1+α
x

1
x2

= lim
x→0

α

1 + α
x

= lim
x→0

αx

x+ α
= 0. (3.34)
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Thus, function f(x) starts at 0. In order to check if f(x) is monotone increasing in x it is

enough proving if the derivative of f(x) is always positive, i.e.,

f ′(x) = log
(
1 +

α

x

)
− α

x+ α
≥ 0 =⇒ log

(
1 +

α

x

)
≥ α

x+ α
. (3.35)

In order to check if the second term of (3.35) is always fulfilled, we check the derivatives of

both sides of the inequality,
α

x2 + αx
≥ α

(x+ α)2
, (3.36)

and because inequality is always attained for x ≥ 0, this concludes the proof.

3.C Appendix: KKT Conditions of Problem (3.15)

Let us first denote the Lagrangian of the problem (3.15) as

L
(
σ, µ, {Ri, pi, Bi, αi, βi, γi, ξi, νi}Ki=1

)
= −

K∑
i=1

Ri + σ

(
K∑
i=1

(
pi + P txc − Pmax

))
+

+ µ

(
K∑
i=1

Bi −WT

)
+

K∑
i=1

βi (Ri −Rmax,i) +

+
K∑
i=1

αi

(
Ri −Bilog

(
1 +

pi|gi(t)|2

BiN0

))
+

+

K∑
i=1

γi (qosi −Ri)−
K∑
i=1

ξipi −

−
K∑
i=1

νiBi. (3.37)

Let R?i , p
?
i , B

?
i , and σ?, µ?, α?i , β

?
i , γ

?
i , ξ

?, ν? be any primal and dual optimal points. Then, the

KKT conditions of problem (3.15) are shown below:

−1 + α?i + β?i − γ?i = 0 ∀i, (3.38)

σ? − 1

ln(2)

α?iB
?
i |gi(t)|2

B?
iN0 + p?i |gi(t)|2

− ξ?i = 0 ∀i, (3.39)

µ? − α?i log

(
1 +

p?i |gi(t)|2

B?
iN0

)
+

1

ln(2)

α?i p
?
i |gi(t)|2

B?
iN0 + p?i |gi(t)|2

− ν?i = 0 ∀i, (3.40)

K∑
i=1

p?i + P txc − Pmax ≤ 0, (3.41)

K∑
i=1

B?
i −WT ≤ 0, (3.42)
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R?i −B?
i log

(
1 +

p?i |gi(t)|2

B?
iN0

)
≤ 0 ∀i, (3.43)

R?i −Rmax,i ≤ 0 ∀i, (3.44)

qosi −R?i ≤ 0 ∀i, (3.45)

−p̃i?,−B?
i ≤ 0 ∀i, (3.46)

σ?

(
K∑
i=1

p?i + P txc − Pmax

)
= 0, (3.47)

µ?

(
K∑
i=1

B?
i −WT

)
= 0, (3.48)

α?i

(
R?i −B?

i log

(
1 +

p?i |gi(t)|2

B?
iN0

))
= 0 ∀i, (3.49)

β?i (R?i −Rmax,i) = 0 ∀i, (3.50)

γ?i (qosi −R?i ) = 0 ∀i, (3.51)

ξ?i p
?
i = 0 ∀i, (3.52)

ν?i B
?
i = 0 ∀i, (3.53)

σ? ≥ 0, µ? ≥ 0, (3.54)

α?i ≥ 0, β?i ≥ 0, γ?i ≥ 0, ξ?i ≥ 0, ν?i ≥ 0. ∀i (3.55)

Given the Lagrange multipliers and the optimal bandwidth allocation, we have that the

optimal power allocation of the i-the user is

p?i =

[
α?iB

?
i

σ? ln(2)
− B?

iN0

|gi(t)|2

]+
. (3.56)

In a few special cases, the previous problem can be solved analytically. Usually, a semi-

analytical solution using iterative methods can be applied to obtain the optimal variables.

Unfortunately, in most of the times, a generic software package is needed to get the optimal

solution of the problem. There are many commercial packages that provides with a set of

algorithms able to solve convex problems. Among them, we find the package CVX [6], or

the build-in function fmincon of the commercial software MATLAB [26]. Depending on the

dimension of the problems, some packages are more suitable than others.

3.D Appendix: Proof of Lemma 3.3

In this section we prove the equivalence between problems (3.16) and (3.17). Remember that,

we define this lemma in order to simplify the original problem and reduce one constraint so

that one Lagrange multiplier is avoided. As a result, we transform the the QoS-constrained
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problem into an equivalent unconstrained QoS problem. Let us start with the original prob-

lem:

maximize
{Ri, pi}Ki=1

K∑
i=1

Ri (3.57)

subject to C1 :

K∑
i=1

pi + P txc ≤ Pmax

C2 : −Blog
(

1 + piλi

)
+Ri ≤ 0 i = 1, . . . ,K,

C3 : Rmax,i ≥ Ri i = 1, . . . ,K,

C4 : Ri ≥ qosi i = 1, . . . ,K,

C5 : pi ≥ 0 i = 1, . . . ,K.

Let us define pmin,i = 2
qosi
B −1
λi

. Thus, C4 can be eliminated and we incorporate a lower-bound

on power pi, such that C5 is rewritten as pi ≥ pmin,i. Then, introducing a new variable called

p̃i = pi − pmin,i, C5 is modified as p̃i ≥ 0. Finally, making all the changes in variable pi such

that pi = p̃i + pmin,i, we obtain that C2 = −Blog
(

1 + p̃iλi + pmin,iλi

)
+Ri ≤ 0. By calling

θi = 1 + pmin,iλi and P̃max = Pmax −
∑K

i=1 pi,min, we end up with the following equivalent

problem:

maximize
{Ri, p̃i}Ki=1

K∑
i=1

Ri (3.58)

subject to C1 :
K∑
i=1

p̃i + P txc ≤ P̃max

C2 : −Blog
(
θi + p̃iλi

)
+Ri ≤ 0 i = 1, . . . ,K,

C3 : Rmax,i ≥ Ri i = 1, . . . ,K,

C4 : Ri ≥ 0 i = 1, . . . ,K,

C5 : p̃i ≥ 0 i = 1, . . . ,K.

3.E Appendix: KKT Conditions of Problem (3.17)

Let us first denote the Lagrangian of the problem (3.17) as

L(σ, {Ri, p̃i, αi, βi, γi}Ki=1) = −
K∑
i=1

Ri + σ
( K∑
i=1

(
p̃i + P txc − P̃max

))
+

K∑
i=1

αi

(
Ri −Rmax,i

)
+

+
K∑
i=1

βi

(
Ri −Blog

(
θi + p̃iλi

))
−

K∑
i=1

γip̃i −
K∑
i=1

µiRi. (3.59)
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Leaving out the last two terms of the Lagrangian, and considering later the fact that

power and data-rate cannot be negative, the KKT conditions of the problem (3.17) are,

−1 + α?i + β?i = 0 ∀i, (3.60)

σ? − 1

ln(2)

β?i λiB

θi + p̃i
?λi

= 0 ∀i, (3.61)

K∑
i=1

(
p̃i
? + P txc − P̃max) ≤ 0, (3.62)

R?i −Rmax,i ≤ 0 ∀i, (3.63)

R?i −Blog
(
θi + p̃i

?λi

)
≤ 0 ∀i, (3.64)

−p̃i?,−R?i ≤ 0 ∀i, (3.65)

σ?

(
K∑
i=1

p̃i
? + P txc − P̃max

)
= 0, (3.66)

α?i

(
R?i −Rmax,i

)
= 0 ∀i, (3.67)

β?i

(
R?i −Blog

(
θi + p̃i

?λi

))
= 0 ∀i, (3.68)

σ? ≥ 0, (3.69)

α?i ≥ 0, β?i ≥ 0 ∀i. (3.70)

From (3.61) we obtain that p̃?i =
[
(1−α?i )B
σ? ln(2) −

θi
λi

]+
, since βi = 1− αi from (3.60) and where

f [x]+ = max(0, x) as power cannot be negative. From (3.66), if
∑K

i=1 p̃i
? + P txc < P̃max =⇒

σ? = 0 and we know all users are saturated. Hence, R?i = Rmax,i and then p̃i
? = 2

Rmax,i
B −θi
λi

.

Then it also implies from (3.61) that βi = 0 =⇒ αi = 1 since we assume λi > 0 and p̃i
? > 0.

On the other hand, if
∑K

i=1 p̃i
?+P txc = P̃max =⇒ Rmax,i ≥ R?i . This means some of the users

may be saturated but it does not necessarily to be true. If Rmax,i > R?i =⇒ αi = 0 and then

p̃?i =
[

B
σ? ln(2) −

θi
λi

]+
and we end up with the classical water-filling solution with a saturation

order given by 1
σ? >

θi ln(2)
λiB

. However, if Rmax,i = R?i =⇒ αi ≥ 0 then p̃i
? =

(
(1−α?i )B
σ? ln(2) −

θi
λi

)
and p̃i

? = 2
Rmax,i

B −θi
λi

. From both equations, we conclude that α?i = 1 − σ? ln(2)2
Rmax,i

B

λiB
≥ 0.

Hence, we can finally obtain the saturation order as 1
σ? ≥

ln(2)2
Rmax,i

B

λiB
.

3.F Appendix: Proof of Lemma 3.4

In this section we prove that if a user is not active, then it cannot be saturated. We order

the users, making the first one be the user with highest θi
λi

value, i.e., the last user be

activated. We assume all the users are active except the first one. As a worst case, we

will prove that this user will never be saturated, regardless of the value of Rmax,i. Let us

define c = B
σ? ln(2) . If user 1 is not active =⇒ P̃max < (N − 1) θ1λ1 −

∑K
i=2

θi
λi

. Then, we
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must also have that
∑K

i=2

(
c− θi

λi

)
= P̃max. Thus, c = 1

(N−1)

(
P̃max +

∑K
i=2

θi
λi

)
. Notice

that in order to be saturated, c ≥ 2
Rmax,1

B

λ1
. By combining previous equations, it yields that

P̃max ≥ (N −1)2
Rmax,1

B

λ1
−
∑K

i=2
θi
λi

and this contradicts the condition of being not active since

2
Rmax,1

B > θ1, thus if a user is not active it can never be saturated.

3.G Appendix: KKT Conditions of Problem (3.22)

Let us first denote the Lagrangian as

L(σ, ξ, {Ri, pi, Bi, αi, βi, λi, νi, γi}Ki=1) = −
K∑
i=1

Ri − µ
K∑
i=1

(
Ci(t)− Tlc1ec4Ri − Tl · PRxc

)
+

+ σ

(
K∑
i=1

(
pi + P txc − Pmax

))
+ ξ

(
K∑
i=1

Bi −WT

)
+

+

K∑
i=1

αi (Ri −Rmax,i) +

K∑
i=1

λi (qosi −Ri) +

+
K∑
i=1

βi

(
Ri −Bilog

(
1 +

p∗i |gi(t)|2

B∗iN0

))
−

−
K∑
i=1

νipi −
K∑
i=1

γiBi. (3.71)

The KKT conditions are the following:

−1 + µTlc1c4e
c4Ri + α?i + β?i − λ?i = 0 ∀i, (3.72)

σ? − 1

ln(2)

β?iB
?
i |gi(t)|2

B?
iN0 + p?i |gi(t)|2

− ν?i = 0 ∀i, (3.73)

ξ? − β?i log

(
1 +

p?i |gi(t)|2

B?
iN0

)
+

1

ln(2)

β?i p
?
i |gi(t)|2

B?
iN0 + p?i |gi(t)|2

− γ?i = 0 ∀i, (3.74)

K∑
i=1

p?i + P txc − Pmax ≤ 0, (3.75)

K∑
i=1

B?
i −WT ≤ 0, (3.76)

R?i −B?
i log

(
1 +

p?i |gi(t)|2

B?
iN0

)
≤ 0 ∀i, (3.77)

R?i −Rmax,i ≤ 0 ∀i, (3.78)

qosi −R?i ≤ 0 ∀i, (3.79)

−p?i ,−B?
i ≤ 0 ∀i, (3.80)
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σ?

(
K∑
i=1

p?i + P txc − Pmax

)
= 0, (3.81)

ξ?

(
K∑
i=1

B?
i −WT

)
= 0, (3.82)

β?i

(
R?i −B?

i log

(
1 +

p?i |gi(t)|2

B?
iN0

))
= 0 ∀i, (3.83)

α?i (R?i −Rmax,i) = 0 ∀i, (3.84)

λ?i (qosi −R?i ) = 0 ∀i, (3.85)

ν?i p
?
i = 0 ∀i, (3.86)

γ?iB
?
i = 0 ∀i, (3.87)

σ? ≥ 0, ξ? ≥ 0, (3.88)

α?i ≥ 0, β?i ≥ 0, γ?i ≥ 0, λ?i ≥ 0, ν?i ≥ 0 ∀i. (3.89)

3.H Appendix: KKT Conditions of Problem (3.25)

Let us first denote the Lagrangian as

L(σ, ξ, {Ri, pi, Bi, αi, βi, λi, νi, γi}Ki=1) = −
K∑
i=1

Ri − µ
K∑
i=1

(
Ci(t)− TlνRi − Tl · PRxc

)
+

+ σ

(
K∑
i=1

(
pi + P txc − Pmax

))
+ ξ

(
K∑
i=1

Bi −WT

)
+

+

K∑
i=1

αi (Ri −Rmax,i) +

K∑
i=1

λi (qosi −Ri) +

+
K∑
i=1

βi

(
Ri −Bilog

(
1 +

p∗i |gi(t)|2

B∗iN0

))
−

−
K∑
i=1

νipi −
K∑
i=1

γiBi. (3.90)

The KKT conditions are the following:

−1 + µTlν + α?i + β?i − λ?i = 0 ∀i, (3.91)

σ? − 1

ln(2)

β?iB
?
i |gi(t)|2

B?
iN0 + p?i |gi(t)|2

− ν?i = 0 ∀i, (3.92)

ξ? − β?i log

(
1 +

p?i |gi(t)|2

B?
iN0

)
+

1

ln(2)

β?i p
?
i |gi(t)|2

B?
iN0 + p?i |gi(t)|2

− γ?i = 0 ∀i, (3.93)
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K∑
i=1

p?i + P txc − Pmax ≤ 0, (3.94)

K∑
i=1

B?
i −WT ≤ 0, (3.95)

R?i −B?
i log

(
1 +

p?i |gi(t)|2

B?
iN0

)
≤ 0 ∀i, (3.96)

R?i −Rmax,i ≤ 0 ∀i, (3.97)

qosi −R?i ≤ 0 ∀i, (3.98)

−p?i ,−B?
i ≤ 0 ∀i, (3.99)

σ?

(
K∑
i=1

p?i + P txc − Pmax

)
= 0, (3.100)

ξ?

(
K∑
i=1

B?
i −WT

)
= 0, (3.101)

β?i

(
R?i −B?

i log

(
1 +

p?i |gi(t)|2

B?
iN0

))
= 0 ∀i, (3.102)

α?i (R?i −Rmax,i) = 0 ∀i, (3.103)

λ?i (qosi −R?i ) = 0 ∀i, (3.104)

ν?i p
?
i = 0 ∀i, (3.105)

γ?iB
?
i = 0 ∀i, (3.106)

σ? ≥ 0, ξ? ≥ 0, (3.107)

α?i ≥ 0, β?i ≥ 0, γ?i ≥ 0, λ?i ≥ 0, ν?i ≥ 0 ∀i. (3.108)

3.I Appendix: Proof of Lemma 3.5

From (3.91) we have that β?i = 1 − µTlc1c4e
c4Ri − α?i + λ?i ≥ 0. Now, if R?i > qosi and

R?i < Rmax,i =⇒ α?i = 0, λ?i = 0, and then β?i = 1 − µTlc1c4ec4Ri ≥ 0. If µ increases, then

for a given Tl, c1, c4 and Ri, β
?
i must decrease. But β?i cannot be negative. Therefore, when

µ achieves a certain maximum value, β?i = 0. From that point, if µ increases, then λ?i > 0 in

order to keep β?i ≥ 0. Hence, at that point R?i = qosi. If we consider β?i = 0, then we have

1 = µTlc1c4e
c4qosi that it produces µmax = 1

Tlc1c4e
c4qosi and with this it concludes the proof.

3.J Appendix: Proof of Lemma 3.6

From (3.91) we have that β?i = 1 − µTlc1c4e
c4Ri − α?i + λ?i ≥ 0. Now, if R?i > qosi and

R?i < Rmax,i =⇒ α?i = 0, λ?i = 0, and then β?i = 1 − µTlc1c4ec4R
?
i ≥ 0. For a fixed µ, Tl, c1
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and c4, if we increase R?i =⇒ β?i decreases. Thus, there is a maximum R?i that makes β?i = 0,

which is the same for all users considering that constants cj are not user-dependent and can

be expressed as Rm = 1
c4

ln
(

1
µTlc1c4

)
.

3.K Appendix: Proof of Lemma 3.7

From (3.72) we have that β?i = 1−µTlν−α?i +λ?i ≥ 0. Now, if R?i > qosi and R?i < Rmax,i =⇒
α?i = 0, λ?i = 0, and then β?i = 1− µTlν ≥ 0. Then, 1

Tlν
≥ µ and hence, µmax = 1

Tlν
.
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Chapter 4

Practical Energy Efficient Resource

Allocation with Energy Harvesting

Nodes over Frequency-Selective

Channels

4.1 Introduction

Resource allocation in frequency-selective channels started to be developed for Asynchronous

Digital Subscriber Line (ADSL) systems. The first works in the literature dealt with the

problem of assigning bits and power to sub-carriers in systems based on Discrete Multi

Tone (DMT) modulations [29]. With the introduction of OFDM in wireless communications,

there was a need for developing allocation algorithms but now dealing with the features of

radio channels. In the last decade, a lot of effort has been put to obtain accurate models

for RRA algorithms. As it was presented in Chapter 2, in general, assignment problems

with frequency-selective channels are combinatorial integer programming, which is a class

of non convex problems. Besides, it is proved that these problems are NP-complete [23].

As a consequence, most of the works found in the literature deal with finding sub-optimal

algorithms that approach the optimum [31], [37], [20]. Real-time approaches can also be

found by using low-complexity algorithms [49], [8].

Generally, the community classifies all the approaches into two groups:

71



72 4.1 Introduction

• Rate adaptive schemes.

• Margin adaptive schemes.

Rate adaptive schemes provide strategies that have as a target to optimize a certain data-

rate function. The classical rate adaptive scheme is the maximization of the sum-rate with

power constraints [27]. The allocation problem can be stated as

maximize
{pn},{ρk,n}

K∑
k=1

N∑
n=1

log

(
1 +

pn|gk,n(t)|2

N0

)
ρk,n (4.1)

subject to C1 :

K∑
k=1

ρk,n ≤ 1 ∀n

C2 :
N∑
n=1

pn ≤ Pmax

C3 : ρk,n ∈ {0, 1} ∀k, n,

(4.2)

where K and N are the number of users and the number of subcarriers, k and n represents

the user index and the subcarrier index respectively, pn is the subcarrier power, N0 is the

noise power, gk,n is the channel gain, Pmax is the maximum transmit power and, ρk,n is called

the univocal assignment of the subcarrier to a specific user which is defined as

ρk,n =

{
1 if ck,n 6= 0.

0 if ck,n = 0.
(4.3)

The solution to this problem is to assign each sub-carrier to the user that maximizes

the channel gain of that particular sub-carrier, and then perform water-filling over all the

allocated sub-carriers [27]. Other examples of rate adaptive schemes are the maximization of

the minimum user data-rates [41] or the maximum sum-rate with proportional rate constraints

[53].

As far as the margin adaptive schemes are concerned, they refer to strategies where the

objective function of the optimization deals with a certain power function. Here again, we

have that the classical margin adaptive scheme is the minimization of the power with data-
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rate constraints [8]. The allocation problem can be modeled as

minimize
{rk,n},{ρk,n}

K∑
k=1

N∑
n=1

(2rk,n − 1)
N0

|gk,n(t)|2
ρk,n (4.4)

subject to C1 :

K∑
k=1

ρk,n ≤ 1 ∀n

C2 :
N∑
n=1

rk,nρk,n ≥ rmin,k

C3 : ρk,n ∈ {0, 1} ∀k, n,

(4.5)

where K and N are the number of users and the number of subcarriers, k and n represents the

user index and the subcarrier index respectively, rk,n is the data-rate, N0 is the noise power,

gk,n is the channel gain, rmin.k is the minimum data-rate (QoS parameter) and, ρk,n is the

univocal assignment of the subcarrier to a specific user. The objective function is obtained

isolating the power from the Shannon’s bit-rate formula.

The solution to this problem assigns the sub-carriers to the users and the rate on each

sub-carrier. This problem is in general very difficult to solve. Many works can be found

approaching different ways of solving the problem. For example, in [8], authors propose

a solution based on the integer relaxation of the variable ρ, making the problem convex.

However, due to the relaxation, the solution is suboptimal.

The optimal solution to the previous problems was found based on the dual domain (see

§2.1.4). In [52], authors propose an iterative algorithm. However, the complexity associated

with this approach is prohibitively for real applications.

In this chapter, we propose solutions to allocation problems based on rate adaptive, margin

adaptive, and a new group that we call energy adaptive schemes, where the energy constraints

are introduced.

4.2 System Model

In this chapter we follow the same system model that was presented in Chapter 3. We

assume a broadcast transmission where nodes are battery-powered devices equipped with

energy harvesting sources. We take into consideration the current battery status of the nodes

in the design. Models for power consumption of the RF subsystems and the baseband signal
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processing algorithms were presented in previous chapters. The main difference introduced

in this chapter is that channels are no longer flat-fading but frequency-selective. This means

that each sub-carrier may experience a different channel gain. We consider the frequency

separation among sub-carriers to be smaller than the coherence bandwidth of the channel,

making the subchannels to be flat-fading for each independent sub-carrier. Two different

realizations of a frequency-selective channel with parameters given by Appendix 4.A are

shown in Fig. 4.1. Moreover, we have included another realistic degree: we no longer consider
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Figure 4.1: Power spectral density of two realizations of Rayleigh frequency-selective channels used in this
chapter.

a continuous bit assignment as in previous chapter, but we consider a discrete bit assignment

from a possible set of different modulation schemes. This implies that the power allocated to

each sub-carrier is also discrete. As a consequence, we do not work with the Shannon formula

as a bound for the data rate any more, but we introduce a realistic power-rate function given

by the probability of error (i.e., BER). From [39], we have that the required power at reception

using ck,n bits per symbol for the k-th user at the n-th sub-carrier, guaranteeing a certain

BER is

Pk,n(ck,n) =
N0,k,n

3

[
Q−1

(
BERk,n

4

)]2
(2ck,n − 1), (4.6)

where Q(x) = 1√
2π

∫∞
x e−t

2/2 dt, N0 is the noise power per sub-carrier. This is more restric-

tive than necessary, since we require that all subcarriers of a given user must fulfill the BER

requirement, where, in real systems, the BER is required to be the average of all the subcar-

riers. If, on the other hand, an averaged BER is considered, it couples the problem in the

frequency domain among all the subcarriers, making the allocation problem too difficult to

be solved. For the sake of simplicity, we consider that the BER requirement and the noise

power are the same for all subcarriers and users, and thus, we drop the subindexes associated

to the power-rate function presented before. Given all that, the transmitted power at the BS
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can be modeled as

PT =
N∑
n=1

K∑
k=1

P (ck,n)

|gk,n(t)|2
ρk,n + P txc , (4.7)

where |gk,n(t)|2 is the channel power of the k-th user at the n-th sub-carrier computed as

shown in Appendix 4.A.

We consider in all the algorithms presented in this thesis that the subcarriers are assigned

to a single user during one slot, i.e., we do not allow subcarrier time-sharing between users,

since it is proved in [27] that single assignment is optimum.

4.3 Energy Adaptive Schemes with Battery Constraints

In this section we propose a novel allocation algorithm that deals with the new class of

allocation algorithms that we call energy adaptive schemes. As happens with the two classical

approaches, now, the objective function is a function that explicitly includes energy related

to the allocation procedure. This section is, indeed, the extension to the problem (3.19)

presented in previous chapter, including all the new constraints commented in §4.2. Therefore,

the new problem can be stated as

maximize
{ck,n},{ρk,n}

mink=1,...,K

(
C̃k(t)− Tlc1e

c4
∑N
n=1

ck,n
tOFDM

ρk,n − TlPRxc
)

(4.8)

subject to C1 :
N∑
n=1

K∑
k=1

P (ck,n)

|gk,n(t)|2
ρk,n + P txc ≤ Pmax

C2 :
K∑
i=k

ρk,n = 1, n = 1, . . . , N,

C3 : Rmax,k ≥
N∑
n=1

ck,n
tOFDM

ρk,n, k = 1, . . . ,K,

where Rmax,k = 1
c4

ln
(
C̃k(t)−TlPRxc

Tlc1

)
and tOFMD is the duration of the OFDM symbol. No-

tice the differences between problems (3.19)-(4.8). Now, we have integrity condition in the

modulation type (it is not continuous as before) represented by means of the variable ck,n,

and also the integrity in the subcarrier allocation expressed through the variable ρk,n. The

rest is very similar to the former problem.

In order to find the optimal solution of this problem, we should proceed in a combinatorial

manner. Since the number of all possible combinations increases exponentially with the

number of subcarriers, the complexity of the optimal solution is impracticable. In these



76 4.3 Energy Adaptive Schemes with Battery Constraints

situations, the idea is to find an iterative algorithm, that is suboptimal in a general sense,

but closely approaches to the optimal solution, and in some cases it coincides with it. Of

course, the complexity associated with the iterative approach should be reduced compared

with the combinatorial, otherwise still becomes unrealizable in any real scenario. Besides,

it is desired a linear complexity increment when the number of subcarriers is increased.

Generally, greedy algorithms are implemented to solve this kind of algorithms. The idea of

the greedy assignment makes the algorithms very simple and in some situations they approach

the optimal solution decently.

As happened before, this optimization problem has infinite number of solutions. The

reasons were exposed in the corresponding section. Here again, we design the algorithm such

that we obtain the solution that maximizes the sum-rate at the same time that meets the

requirements of the objective function. As a consequence, the greedy algorithm presented in

this section only provides one solution to the problem (4.8).

Given all that, we propose a greedy algorithm that iteratively assigns subcarriers and bits

to the given set of users. The algorithm is as follows:
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Algorithm 5: Energy adaptive scheme algorithm

1: set A = {1, 2, 3, ..., N}
2: B = {1, 2, 3, ...,K}
3: Ak = ∅ ∀k
4: ck,n = 0 ∀k, n
5: ρk,n = 0 ∀k, n
6: Pk,n = 0 ∀k, n
7: ∆Pk,n = P (1)

|gk,n(t)|2
∀k, n

8: while
(∑K

k=1

∑N
n=1 Pk,n ≤ Pmax − P txc and B 6= ∅

)
do

9: k̃ = arg maxk∈B C̃k(t)− Tlc1e
c4
∑N
n=1

ck,n
tOFDM

ρk,n − TlPRxc
10: ñ = arg minn∈A∪Ak̃

∆Pk̃,n

11: ck̃,ñ ←− ck̃,ñ + 1

12: Pk̃,ñ =
P (ck̃,ñ)

|gk̃,ñ(t)|2

13: ∆Pk̃,ñ =
P (ck̃,ñ+1)−P (ck̃,ñ)

|gk̃,ñ(t)|2

14: if (ñ ∈ A) then

15: Ak̃ ←− Ak̃ ∪ {ñ}
16: A ←− A− {ñ}
17: ρk̃,ñ = 1

18: end if

19: if (
∑N

n=1

ck̃,n
tOFDM

ρk̃,n == Rmax,k̃) then

20: B ←− B − {k̃}
21: end if

22: end do

23: end algorithm

The algorithm selects the available user that maximizes the objective at each iteration and

then, it selects the subcarrier that requires least power to assign a new bit to it. Due to this

fact, we claim that the solution tries to maximize the sum rate. When searching subcarriers,

the set must be bounded to the set of available subcarriers (not assigned yet) plus the already

assigned subcarriers to the user. Then, it performs some updates, and if the user has achieved

its maximum rate according to the available energy, it is moved out of the set of available

users. In further sections, simulation results showing the performance and behavior of the

algorithm will be presented.
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4.4 Rate Adaptive Schemes with Battery Constraints

In this section, we deal with the resource allocation under rate adaptive schemes. This is

a classical RRA problem that has been studied since long ago. The maximization of the

sum-rate, the maximization of the minimum bit-rate, or the maximization of the weighted

sum-rate are examples of rate adaptive schemes. Among all possible rate adaptive schemes,

in particular, the maximization of the sum rate is considered in this section as a RRA policy.

If no battery constraints are added, the solution to this problem is quite simple and was

presented in §4.1. Therefore, for this particular case where the maximization of the sum rate

with power constraint is considered, a greedy approach is shown to be optimum [27]. However,

if the battery constraint is included in the design, there is no longer a simple procedure to

find the solution, nor a greedy procedure that yields the optimal allocation.

The maximization of the sum rate with power and battery constraint can be expressed as

maximize
{ck,n},{ρk,n}

K∑
k=1

N∑
n=1

ck,n
tOFDM

ρk,n (4.9)

subject to C1 :

N∑
n=1

K∑
k=1

P (ck,n)

|gk,n(t)|2
ρk,n + P txc ≤ Pmax

C2 :
K∑
i=k

ρk,n = 1, n = 1, . . . , N,

C3 : Rmax,k ≥
N∑
n=1

ck,n
tOFDM

ρk,n, k = 1, . . . ,K,

where Rmax,k = 1
c4

ln
(
C̃k(t)−TlPRxc

Tlc1

)
and the rest of parameters were defined before. The

reader may notice the similarities of this problem compared with the problem (3.15). They

are, in fact, equivalent in the sense that both problems maximizes the sum-rate and have

battery and transmission power constraints. However, the new formulation involves integrity

in the assignment process, so the resolution of the problem is completely different.

The addition of the battery constraint through Rmax complicates the search considerably.

However, we present a greedy approach that provides a solution that is close to the optimal

one. Two different approaches are presented in next sections. First, a suboptimal alloca-

tion is considered where only one modulation type is allowable. This simplification reduces

notably the complexity of the algorithm as it will be shown. This algorithm is intended for

scenarios where the computational cost is an issue. Then, a totally adaptive RRA algorithm

is developed where number of bits loaded per subcarrier is optimized. Simulation results will

be presented in future sections.
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4.4.1 Single Modulation Type

For complexity reasons, we develop a greedy algorithm where only one modulation type is

allowable. In such a case, all the subcarriers are only allowed to have the same number

of bits, e.g., 4 bits in case that 16-QAM modulation is selected. As a consequence, the

resulting algorithm only performs subcarrier allocation and does not consider bit allocation.

The algorithm is simpler, and thus, has low complexity, but it performs worse in terms of

sum-rate with respect to the case where the number of bits per carrier is also variable and

can be optimized. The proposed greedy RRA algorithm with single modulation type is as

follows:

Algorithm 6: Rate adaptive scheme with fixed modulation

1: set A = {1, 2, 3, ..., N}
2: B = {1, 2, 3, ...,K}
3: ∆Pk,n = P (4)

|gk,n(t)|2
∀k, n

4: Pk,n = 0 ∀k, n
5: Nk = bRmax,ktOFDMModLevel c ∀k
6: while

(∑K
k=1

∑N
n=1 Pk,n ≤ Pmax − P txc and B 6= ∅ and A 6= ∅

)
do

7: k̃, ñ = arg minn∈A,k∈B ∆Pk,n

8: ρk̃,ñ = 1

9: A ←− A− {ñ}
10: Pk̃,ñ = ∆Pk̃,ñ

11: if (
∑N

n=1 ρk̃,n == Nk̃) then

12: B ←− B − {k̃}
13: end if

14: end do

15: end algorithm

In order to maximize the bit rate, the algorithm must assign the power to the least expensive

subcarriers, so that more subcarriers can be assigned and as a result higher sum-rate can

be obtained. This is exactly what the algorithm performs. At each iteration, it looks for

the subcarrier that requires least power to be assigned the corresponding bits in all users.

Then, the selected subcarrier is assigned to the corresponding user. Some updates follow

and, finally, the user is disabled if it has achieved the maximum bit rate.
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4.4.2 Adaptive Modulation

We saw in the previous section a simple algorithm to assign subcarriers to the users based on

a greedy approach. The modulation type was fixed for all subcarriers and as a consequence

bit allocation was not performed. In this section we go one step further, and we include

bit allocation combined with subcarrier allocation, i.e., each subcarrier may be assigned a

different number of bits. However, there exists a constraint on the maximum allowable

number of bits per subcarrier. As in real systems, link adaptation is performed over a finite

set of modulation types. Due to all this, the algorithm fully exploits all the degrees of freedom

and maximizes the objective function.

Due to the nature of the greedy allocation, in a few cases, the algorithm yields to a solution

which is far above the optimal one. This is because the greedy procedure assigns resources to

the best user at each particular moment without considering future assignments. However,

users have a constraint on a maximum bit-rate. Therefore, we could have the situation where

the algorithm assigns most of the subcarriers to a given user, making these subcarriers non-

eligible for the rest of users. This is not a problem if the user takes good profit of them,

but it may happen that the scheduler only assigns one bit per subcarrier and then the user

reaches saturation leading to a solution that is far from the optimum. In order to avoid this

situation, we develop an algorithm that swaps bits from different subcarriers of a given user

in order to leave unselected subcarriers. Of course this swapping procedure may have a cost

in the available power, but it allows the scheduler to keep assigning other subcarriers which

turns out to increase the sum-rate.

Besides, in order to obtain a fast convergence, we impose a maximum subcarrier assign-

ment to each user based on the maximum bit-rate constraint. This reduces the flexibility of

the solution but makes it a little worst (in terms of suboptimality). As always, there exists

a trade-off between speed of convergence and better solution. From experimental results, we

concluded that the maximum number of subcarriers to be assigned was 1.2 times the number

of subcarriers that the scheduler would assign if all subcarriers were to have the maximum

constellation size.

The proposed algorithm for this section is as follows:
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Algorithm 7: Rate adaptive scheme

1: set A = {1, 2, 3, ..., N}
2: B = {1, 2, 3, ...,K}
3: Ak = ∅ ∀k
4: Dk = ∅ ∀k
5: Ck = A ∪Ak ∀k
6: ∆Pk,n = P (1)

|gk,n(t)|2
∀k, n

7: Pk,n = 0 ∀k, n
8: cn = 0 ∀n
9: ρk,n = 0 ∀k, n
10: Nk = b1.2Rmax,ktOFDMMaxModLevel c ∀k
11: while

(∑K
k=1

∑N
n=1 Pk,n ≤ Pmax − P txc and B 6= ∅

)
do

12: k̃, ñ = arg mink∈B,n∈Ck ∆Pk,n

13: if (ρk̃,ñ == 0) then

14: ρk̃,ñ = 1

15: A ←− A− {ñ}
16: Ak̃ ←− Ak̃ ∪ {ñ}
17: if (

∣∣Ak̃∣∣+
∣∣Dk̃∣∣ ≤ N k̃

max) then

18: Ck̃ ←− A∪Ak̃
19: else

20: Ck̃ ←− Ak̃
21: end if

22: end if

23: cñ ←− cñ + 1

24: if (cñ == MaxModLevel) then

25: Dk̃ ←− Dk̃ ∪ {ñ}
26: Ak̃ ←− Ak̃ − {ñ}
27: end if

28: Pk̃,ñ = P (cñ)
|gk̃,ñ(t)|2

29: ∆Pk̃,ñ = P (cñ+1)−P (cñ)
|gk̃,ñ(t)|2

30: Rmax,k̃ ←− Rmax,k̃ − 1

31: if (Rmax,k̃ == 0) then

32: B ←− B − {k̃}
33: end if

34: if (A = ∅) then

35: if (Ak = ∅,∀k ∈ B) then

36: swappPossible ←− run swapping algorithm
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37: if (swappPossible ==0) then

38: go to 43

39: end if

40: end if

41: end if

42: end do

43: end algorithm

Due to its simplicity and similarity with the previous algorithm, we consider that no extra

explanation is needed. Just to clarify, notice that the swapping algorithm is only called if

some power remains unused and if the available users have no subcarrier assigned to them.

Under this situation, the algorithm would not be able to continue since there is no available

subcarriers. However, there is still power to be assigned. Thus, a possible strategy should

be to sacrifice some power by moving bits from one subcarrier to another within a user. A

more complete swapping would be to move bits from different subcarriers and different users,

but in a system with a considerable number of subcarriers and users, this search becomes

prohibitively in terms of time and computational cost. Therefore, we consider only the case

where the swapping of bits is done within a user.

The swapping algorithm works as follows. First, it finds the subcarrier that has least

number of bits assigned. Then, it looks for the user assigned to this subcarrier. Later, for

the given user, it computes the power cost of adding the bits of the selected subcarrier to

another subcarrier that will yield to a least power cost operation. If this power is affordable,

then it proceeds with the swapping. If the cost of power was too high, then it moves to the

next subcarrier with least bits uploaded.

In the case where the swapping was not possible, then, the main RRA algorithm ends.

At this point, we consider the solution to be the best possible solution under this greedy

approach.

The proposed swapping algorithm is shown below.

4.5 Simulation Results

In this section we present simulation results related to the previous RRA problems. From

now on, we will refer as greedy-SREE to problem (4.9) (with two version: single and adaptive
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modulation), and greedy-maximinEE to problem (4.8).

Algorithm 8: Swapping algorithm

1: set S = {1, 2, 3, ..., N}
2: swappPossible = 0

3: while (S 6= ∅) do

4: n? = arg minn∈S cn

5: k? = argk ρk,n? = 1

6: n̂ = arg minn∈Ak? ∩n?,cn+cn?≤MaxModLevel
P (cn+cn? )−P (cn)
|gk?,n(t)|2

7: if (
∑K

k=1

∑N
n=1 Pk,n − Pk?,n? + P (cn̂+cn? )

|gk?,n̂(t)|2
≤ Pmax − P txc ) then

8: cn̂ ←− cn̂ + cn?

9: cn? = 0

10: Pk?,n? = 0

11: Pk?,n̂ = P (cn̂)
|gk?,n̂(t)|2

12: A ←− A∪ {n?}
13: Ak? ←− Ak? − {n?}
14: swappPossible = 1

15: go to 20

16: else

17: S ←− S − {n?}
18: end if

19: end do

20: end algorithm

Table 4.2 depicts all the simulation parameters considered in the model. The values of the

parameters concerning the RF blocks were extracted from [CUI]. We consider an exponential

model for energy consumption of baseband signal processing algorithms where all users have

the same algorithms implemented, although similar results could have been obtained following

other consumption models. Additionally, simulations using a different value of the parameter

α are shown. Initial level of batteries are assigned randomly between a minimum value, 1000

mAh, and a maximum value, 15000 mAh. This means that some users may have the same

initial battery. Besides, we assume the maximum capacity level Ckmax is two times the initial

value, thus, users start the reception with half of its total battery capacity.

Let us start with the simulation results concerning the greedy-maximinEE. The simu-

lations were performed with 50 users in the system and 500 channel realizations. Fig. 4.2

depicts the evolution of the battery of 10 random users. As it is expected, and due to the

nature of the maximin problem, all users will tend to finish with the same battery level.
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Table 4.2: Simulation parameters

Parameter Value

Central frequency 2 GHz

Number of sub-carriers 192

Sub-carrier spacing ∆f 15 Khz

FFT points 256

Cyclic prefix length 64 samples

Number of filter taps 64

Delay Spread 0.5 µs

Standard deviation shadowing σ 8 dB

Noise figure ν 9 dB

Frame duration 10 ms

Time-slot duration Tl 0.5 ms

BER 10−3

Maximum BS transmission power 1 W

Pmix 30 mW

Pfilt = Pfiltr 2.5 mW

PLNA 20 mW

Psyn 50 mW

PIFA 3 mW

PADC = PDAC 60 mW

Energy packet size E 100 mAh

Battery capacity level 1000 ≤ Ckmax ≤ 15000 [mAh]

Channel model Rayleigh frequency-selective

Noise power N0 -174 dBm + 10 log10(∆f) + ν

Decoder constant c1 200000

Decoder constant c4 4.83e-6

Energy allocation parameter α 0.1 and 0.01

Mobile terminal speed static

Number of channel realizations 500

This is so since, at the beginning of the frame, the users with the greatest level of battery

are served with more resources. When the time evolves, this problem tends to stabilize all

battery levels, since the users first selected will let other users obtain more resources.

Fig. 4.3 shows the evolution of the sum-rate of the greedy-maximinEE approach when the

number of users increases. The saturation experienced in this approach when the number of

users is high is a feature of all these practical algorithms. This is so due to the nature of the

finite-size constellation design and it will be noticeable in the other approaches as well.

Now we focus on the rate adaptive scheme. Fig. 4.4 provides a simple but powerful

representation of the behavior of the fully adaptive greedy-SREE. The figure shows a single

channel realization with 4 users and 50 subcarriers in the system. The maximum constellation
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Figure 4.2: Battery evolution of the maximin problem.

size corresponds to 5 bits per subcarrier, that is, 32-QAM. For clarity, it is also expressed

the maximum number of subcarriers and bits due to battery constraints. As it is observed,

whenever the user has a good channel gain in the corresponding frequency band, subcarriers

are assigned. The number of bits depends on the remaining power and the level of the

channel gain. For example, user 1 (starting from the top) has the best last subcarriers, so

they are assigned to it. However, the channel gain is quite low, thus, only one bit to each

subcarrier is assigned, even though it has more bits available. This must be so due to power

constraints. Second user has the best first subcarriers and their channel gain is high. As a

consequence, the maximum number of bits (19 in this case) were distributed among the 4

assigned subcarriers.

The behavior of the single modulation greedy-SREE is similar to the adaptive one. How-

ever, the number of bits per subcarrier is fixed and the results are more intuitive. If a user

has good channel gain, a specific subcarrier will be assigned with a fixed number of bits.

Fig. 4.5 shows the evolution of the sum rate and the percentage of battery usage averaged

among all users. It can be observed that the fully adaptive approach outperforms the single

modulation scheme in both modes of operations (α = 0.1 and α = 0.01). Notice that the loss

in sum rate by using the single modulation type allocation is not very high. Therefore, in real

time applications it would be acceptable to assign equal number of bits for all subcarriers.

In terms of energy savings, Fig. 4.5(b), in general sense, we have that the higher the number

of users, the lower average battery usage we have. This is due to the fact that if there is a
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Figure 4.3: Sum-rate evolution of the maximin problem.

high number of users in the system, at least some of them would be served with very little

resources or even with no resources, since the objective is to maximize the sum rate. This

is the case of users placed far from the BS. Notice, however, that the behavior matches the

results found in the previous chapter.

The following two figures, Fig. 4.6 and Fig. 4.7, depicts the battery evolution of the

single and adaptive modulation greedy-SREE schemes. The results are similar than the ones

obtained in the previous chapter. If the number of users is high, the battery level tends to

keep stable for some users and decrease a little for others. It depends on how they contribute

to the sum rate and also on the harvesting source. In general, if there are few users in the

system, the battery spent by receivers can be controlled using the parameter α as it can

be observed from the figures. There exists a small difference in energy savings between the

single and fully adaptive scheme. The latter makes the users consume a small fraction more

than the single scheme. This phenomenon is more significant when α is set to 0.1. It can be

appreciated carefully in some figures.

The following two tables, Table 4.3 and Table 4.4, show the execution time comparison

between the greedy approaches presented in the rate adaptive schemes and the optimal pro-

cedure1. The last ones has been computed trying all the possible combinations. They have

been generated with 4 users, and for the case of adaptive greedy-SREE, 3 different types of

1The execution time depends on the computer used for the simulations, but the results are only intended
for comparison purposes.
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Figure 4.4: Example of resource allocation of the adaptive modulation greedy algorithm.
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Figure 4.5: (a) Sum rate evolution. (b) Average percentage of battery level spent by users (a negative
percentage means a gain in battery level).
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Figure 4.6: Battery evolution of single modulation greedy-SREE scheme (a) System with 10 users and α = 0.1.
(b) System with 10 users and α = 0.01. (c) System with 50 users and α = 0.1. Only ten random users are
depicted. (d) System with 50 users and α = 0.01. Only ten random users are depicted.



Chapter 4. Practical Energy Efficient Resource Allocation with Energy Harvesting Nodes over
Frequency-Selective Channels 89

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

7000

Time instants

m
A

h

Battery level evolution of adaptive modulation scheme with 10 users α = 0.1

 

 

User 1

User 2

User 3

User 4

User 5

User 6

User 7

User 8

User 9

User 10

(a)

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

7000

Time instants

m
A

h

Battery level evolution of adaptive modulation scheme with 10 users α = 0.01

 

 

User 1

User 2

User 3

User 4

User 5

User 6

User 7

User 8

User 9

User 10

(b)

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

7000

Time instants

m
A

h

Battery level evolution of adaptive modulation scheme with 50 users α = 0.1

 

 

User 1

User 2

User 3

User 4

User 5

User 6

User 7

User 8

User 9

User 10

(c)

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

7000

Time instants

m
A

h

Battery level evolution of adaptive modulation scheme with 50 users α = 0.01

 

 

User 1

User 2

User 3

User 4

User 5

User 6

User 7

User 8

User 9

User 10

(d)

Figure 4.7: Battery evolution of adaptive modulation greedy-SREE scheme (a) System with 10 users and
α = 0.1. (b) System with 10 users and α = 0.01. (c) System with 50 users and α = 0.1. Only ten random
users are depicted. (d) System with 50 users and α = 0.01. Only ten random users are depicted.
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modulations were considered.

Table 4.3: Time of execution of optimum and greedy algorithms with single modulation

# subcarriers # combinations time (optimum) time (greedy)

2 25 10 ms 130 µs

4 625 330 ms 200 µs

6 15625 10 sec 270 µs

8 390625 4.5 min 340 µs

10 9.7x106 132 min 410 µs

100 5x10100 37 days 3.8 ms

Table 4.4: Time of execution of optimum and greedy algorithms with adaptive modulation

# subcarriers # combinations time (optimum) time (greedy)

2 169 90 ms 3.2 ms

4 28561 20 sec 3.4 ms

6 4826809 80 min 3.7 ms

8 8x108 12 days 4.1 ms

10 1.4x1011 7.5 years 4.3 ms

100 13x10100 70000 years 14.1 ms

As it can be observed, the difference in execution time between the optimal and greedy

approaches is extremely high. In the case of adaptive greedy-SREE, in a system with only 4

users and 10 subcarriers, the scheduler will last 7.5 years before finding the solution. It is,

thus, inevitable to develop suboptimal strategies that computes the solution in a reasonable

time.

4.6 Chapter Summary and Conclusions

In this chapter, practical greedy-like RRA algorithms have been presented for a broadcast

multi-user scenario in short-distance networks. The allocation consisted in bit loading, power

allocation and subcarrier assignment. Nodes were considered to be battery-powered devices

provided with energy harvesting sources. This chapter was an extension of the previous

chapter, now including realistic and practical features on the allocation, such as for example

finite constellation size.

Two different resource allocation problems were considered. First, an energy adaptive

scheme was addressed. In this case, the objective function was the maximization of the

minimum residual battery level after the allocation. Then, two rate adaptive schemes were

presented. A simplified version using single modulation was derived. This simplification

yielded to a simple subcarrier assignment algorithm that performs very well as it was shown
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in simulation results. An adaptive modulation resource allocation was also developed. For

this case, an extension algorithm that swaps bits within a user was implemented in order to

approach the optimum in some cases.

Simulations results showed similar results to the ones obtained in the previous chapter.

For the maximin formulation, we had that all users tend to end up with the same battery

level. For the rate adaptive schemes, we found that by controlling the amount of available

energy for the allocation we were able to increase the network lifetime, letting users with low

battery level use low resources and increase its level through the harvesting procedure.
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4.A Appendix: System and Simulation Modeling

This appendix presents the system modeling that was considered in the formulation of the

RRA techniques proposed in this chapter. The appendix is organized as follows. §4.A.1

presents how the users are distributed along the cell. Propagation models of the wireless

channel are described in §4.A.2. Finally, §4.A.3 shows the procedure to calculate channel

gain for each user at each sub-carrier.

4.A.1 User Distribution

In the downlink scenario proposed in this thesis, the users are uniformly distributed over

the circular coverage area of the BS, as depicted in Fig. 4.8. In this particular example, 100

users are distributed through the cell and the BS is placed at the center of it. For the sake of

simplicity, sectors will not be considered in this thesis. The radius of the cell is chosen to be 50

meters, which corresponds to range between picocell and femtocell deployment architecture.
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Figure 4.8: Uniformly distributed users

4.A.2 Propagation

Path Loss

The path loss follows the model proposed in [46] for a test scenario in urban and suburban

areas. Considering a 2 GHz carrier frequency and a mean BS antenna height of 15 m, the
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equation of the path loss Lpath
j in dB as a function of the distance d between the BS and the

j-th user in km is presented as follows:

Lpath
j = 128.1 + 37.6 log10 d. (4.10)

The theoretical path loss given by (4.10) is plotted in Fig. 4.9(a).

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

20

40

60

80

100

120

140

P
a

th
 L

o
s
s
 (

d
B

)

Distance between BS and user (km)

(a)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

20

40

60

80

100

120

140

Distance between BS and user (km)

P
a

th
 L

o
s
s
 +

 s
h

a
d

o
w

in
g

 (
d

B
)

 

 

Theoretical results (path loss)

Simulation results (path loss + shadowing)

(b)

Figure 4.9: (a) Path loss. (b) Path loss + shadowing.

Large-Scale Fading

The modeling of the large-scale fading used in this thesis is the well-known zero-mean log-

normal shadowing fading model characterized by a given standard deviation [ref]. Assuming

that the standard deviation is σ dB, we have that the shadowing fading with respect to the

j-th user is defined as Lshadow
j ∼ N(0, σ2) (in dB), being N(0, σ2) a normal random variable

with zero mean and a standard deviation equal to σ.

Fig. 4.9(b) shows how the path gain composed of path loss and shadowing deviates from

the theoretical path loss model. These simulation samples were taken using a log-normally

distributed shadowing with standard deviation of 8 dB.

Small-Scale Fading

In this thesis, we assume that the small-scale fading (fast fading) follows a Rayleigh distribu-

tion. Rayleigh fading is a reasonable model when there are many objects in the environment
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and there is no dominant propagation along a Line of Sight (LOS) between the transmitter

and receiver. For LOS models, Rician distributions should be considered.

If the number of scatterers is sufficiently high, the central limit theorem can be invoked

and the channel impulse response can be modeled as a Gaussian process irrespective of the

distribution of the individual components. There are multiple ways to generate the Rayleigh

fading. The approach followed in this thesis is by means of an exponential Power Delay Profile

(PDP). The PDP relates the power intensity between channel coefficients as a function of

time delay, being the time delay the difference in travel time between multipath arrivals. The

mathematical expression of the exponential PDP with K multipath arrivals is

PDP (τ) =
e
− τ
µ∑K

k=1 e
− τk
µ

, (4.11)

where µ is the Delay Spread (DS) of the multipath channel [22]. In the remainder of this

appendix, we represent the fast fading gain of the j-th user in the k-th sub-carrier as Lfast
j,k

(in dB).

4.A.3 Channel Gain Calculation

Taking into account the propagation losses described in previous section, we are able to

compute the channel coefficients that appear in the system model. The idea is to obtain the

α coefficients that are user and sub-carrier-dependent. Thus, for the j-th user at the k-th

sub-carrier, the channel gain in dB can be expressed as

|gj,k(t)|2dB = −Lpath
j − Lshadow

j + Lfast
j,k , (4.12)

and in linear magnitudes we have that

|gj,k(t)|2 = 10

(
−Lpath

j −Lshadow
j +Lfast

j,k

)
/10
. (4.13)



Chapter 5

Conclusions and Future Work

5.1 Conclusions

This thesis has considered the radio resource allocation design in a broadcast scenario in

short-distance networks with battery-powered nodes provided with energy harvesting sources.

A motivation and introduction of the thesis was presented in Chapter 1, jointly with an

outline of the work.

Chapter 2 presented a brief description of the main convex optimization theory tools

used along the thesis. Besides, on overview of the classical resource allocation mechanisms,

describing the most commonly techniques used, was presented.

Chapter 3 was devoted to the design of radio resource allocation algorithms for efficient

battery management of wireless nodes. Models of RF circuitry and baseband signal processing

power consumption were presented. We concluded that only the signal processing techniques

are bit-rate dependent. For simplicity, only the power spent by decoders was considered.

Two different models, linear and exponential models, associated with the dependency on

the bit-rate were taken for the signal processing and baseband stages. Moreover, it was

assumed that nodes were provided with a energy harvesting source able to collect energy

from the environment. Battery status level and harvesting information were given to the

base station to allocate resources in a more efficient way. Simulations were carried out

considering flat-fading channels and the information rate provided by the Shannon’s formula.

As a consequence, continuous power, bandwidth and rate allocation were implemented. We

developed an iterative algorithm for a suboptimal case where all the transmission bandwidths

95
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were fixed. It showed good performance compared with the optimum approach and it was

much faster in terms of convergence speed. Looking at the battery level evolution, we were

able to control the user lifetime by means of assigning more or less resources to users with

good battery status. Comparing the presented algorithm with the traditional approaches, it

showed a gain in both average bit-rate and a longer network lifetime by far.

Chapter 4 extended the formulation presented in previous chapter. The main difference

was that finite-size constellations and frequency-selective channels were included in the design.

The latter condition made the subcarrier assignment univocal to the users. Greedy-like dy-

namic subcarrier allocation, bit loading and power adaptation algorithms were developed for

different radio resource allocation policies. Terminals kept the same configuration as before,

and battery status information was available to the base station as well. As a consequence,

simulation results were considerably similar to the results obtained in previous chapter, but

now, the allocation was more realistic and practical for implementation.

5.2 Future Work

There are several lines of research that can extend the work carried out in this thesis:

• Introduction of MIMO technology in both sides of communications, since MIMO tech-

nology has emerged as one potential technique for future wireless communication sys-

tem.

• To consider the whole design of the multiple parallel relay channel, from the source

node to the intermediate relays and then from the relays to the destination node, in

order to minimize the battery usage of the relays.

• In mobile networks, cooperation between base stations may be considered in order to

maximize the network lifetime.

• Incorporating the information of the battery status in the feedback channel is a must

for the allocation. As a consequence, new design strategies should include it, as a single

parameter, or jointly with the channel state information.
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