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Abstract

Optical Burst Switching (OBS) is an optical switehiparadigm that has been re-gaining attention
in the last few years after its boom around the 2€80. This paradigm is able to bring together the
present technology (avoiding the optical buffehtemogy hurdles) and what is envisaged for future
networks (packet-based optical switching). Howatéacks a well-defined control plane that can
keep up with quality of service (QoS) demands ligrimet applications and end-to-end connectivity
among multiple switching domains controlled byragée control instance.

Generalized Multi-Protocol Layer Switching (GMPLS)a technology that can give the missing
link to OBS. It is the extension of the Multi-Protd Layer Switching (MPLS) which was designed
for IP networks to introduce fast forwarding anaflic Engineering (TE). GMPLS evolves from
MPLS to deal with non-IP networks, e.g. SDH and W.DHMdwever, it does not handle OBS so far.

This Master Thesis contributes towards this GMPLESQOnteroperability by the development of

some features to the Java Event-Driven Simulatorthef GMPLS-OBS architecture called

JA(G)OBS. This thesis comes up in sequence of anddFPC-ISCTE Master Thesis of Jodo Baiao
from September 2010, who implemented some of trechbi@atures of the GMPLS Signaling

protocol in the simulator. In particular, this MasThesis will focus on the implementation of the
GMPLS Routing protocol basic features in the sirarland to deploy a Graphical User Interface
(GUI) for the simulator. The GMPLS Routing protoamnsidered in the simulator is the Open
Shortest Path First with Traffic Engineering (OSHE)r which is one of the standards of GMPLS
routing.

A comutacao Optica de rajadas é um paradigma queitelo a ganhar muita atencdo nos ultimos
anos. Este paradigma consegue conciliar a tecroldgipresente com a rede loackbonedo
futuro. Contudo, falta ao OBS um plano de contrple consiga suportar 0s requisitos respeitantes
a qualidade de servico e proteccao de erros.

Assim, o GMPLSpodera ser o elo que faltava nas redes OBS. O GMPa®xtensdo do MPLS
onde este ultimo foi desenhado para redes IP. Raglelizer que o GMPLS € a actualizacdo do
MPLS para redes nao-IP (SDH, WDM, etc.), sendoéjdesejado que também tenha uma extenséo
para OBS, fazendo que seja possivel ter uma redeLGMDBS.

Esta dissertacéo teve como objectivo ajudar a eqigpinvestigagcdo da UPC a implementar um
simulador Java baseado na arquitectura GMPLS-OBB&tuG@o, este documento ndo apresenta toda
a documentacéo sobre simulador, visto que estartlisfo € a continuacédo do trabalho efectuado
por Jodo Baido e Pedro Pedroso no simulador, quéiunna parte de Sinalizacdo no simulador.
Assim, esta tese incide na implementacdo do Entemianto (este é feito através do OSPF-TE) e
Interface Grafica do Simulador.

Keywords: OBS, GMPLS, Simulator, JA(G)OBS, Java, Event-Dni@&mulator, Control Plane.
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Chapter | — Thesis Overview

1.1. Introduction

The demands of today’s network are increasing fastys consider for instance all the applications
inside a house that are connected to the Web. iShiscreasing the demand of throughput per
person, creating a problem: how to efficiently pdavit? This problem is even bigger when we
think about the core networks. Such networks maileead optical technology (i.e. optical fibers) to
transmit huge amounts of data at high speed amadl ¥hich is required high reliability at the same
time. So the way a core network switches and man#getraffic must satisfy such demands in a

proper and effective way.

The future goal is to send IP packets through tre networks with the minimum redundancy (i.e.
IP-over-WDM). One of the switching technologiesdéd nowadays to achieve the IP-over-WDM
architecture is Optical Circuit Switching (OCS).iFhechnology uses the same principle of the
electrical circuit switching in telephone networR$ie problem with OCS is when a connection is
established, only the users who established iticanduce traffic in the circuit. The two users
probably do not have enough load to use the echia@nel. This is ineffective in terms of resource
management since the traffic is more data based toéce based nowadays. Optical Packet
Switching (OPS) is envisioned as the future optmailtching technology. However, OPS need
optical buffering and optical logic processing fhpking this choice infeasible. Subsequently an
intermediate switching technology has been resedrcfihis technology is the Optical Burst
Switching (OBS). OBS combines the advantages of @G& OPS. Hence, it can achieve much
higher bandwidth utilization than OCS and with reed of buffering as the OPS do [1]. This topic
will be better explained in chapter II.

Another problem is related with the lack of a GohPlane (CP) that can handle the specifications

in optical networks. One of the choices that colddmade is Generalized Multiprotocol Label

Switching (GMPLS). This is a choice to take in agwbbecause it supports various types of

networks e.g. Time Division Multiplexing (TDM), Walength Division Multiplexing (WDM) and

IP Networks among others. Using GMPLS improvesdigeamic and intelligence of the optical
15
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network. This architecture will simplify the netvisrprotocols and will be more cost effective [9].

Hence, the goal is to have a GMPLS-OBS architecthe¢ can cope with present and future
challenges of core networks. The goal explainefBjnis to maintain the separation of Data and
Control Plane (CP) given by both technologies, il CP will be hybrid, based on the GMPLS
and OBS interoperability. This will provide a bett@ntrol in the core networks. In order to téwt t
feasibility of this paradigm, a simulator has béesigned to implement such architecture. This tool

will provide the scientific community with resulis better assess GMPLS-OBS solution.

This thesis is part of a broader research profeatthhas been developed for some years now and it
will not be entirely concluded with this thesisheit. This being said, this thesis aims to contabut
with the implementation of some features to theG)&BS simulator and therefore contributing

also to its general development.

The underlying basis of this thesis is the workedon[3], [9] and [46]. This document is organized

as follows:

- Chapter | is composed by the introduction, matoraand the objectives proposed for this

thesis.

- Chapter llcomprises the description of the state of the ahere it is presented the
technologies used in this thesis, namely OBS andPG3/ It also includes the roots of
GMPLS, a small explanation of the GMPLS messagd®dS @rocedures and how the
GMPLS-OBS architecture is implemented.

- Chapter Ill is composed by the description b tmplementation strategy for the basic
features of the OSPF-TE Routing protocol in JA(GE)Be Graphical User Interface, the
decisions and upgrades made in the code. It atdodes an analysis of other simulators of
GMPLS and OBS, e.g. GMPLS Lightwave Agile SwitchiSgmulator (GLASS) [11],
NCTUns [34], OBS model for OMNeT++ [22] and The Wetk Simulator - ns-2 (OBS-
ns) [35].

- Chapter IVhas the conclusions of this thesis.

16
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1.2. Motivation

The paradigm in optical networks is changing. OB& isolution capable of accommodating these
changes, due to its granularity, bandwidth flextpiband separation of control and data planes.
However, by itself, the CP of OBS cannot ensur@bédity and Quality of Service (QoS) that

networks nowadays need. GMPLS can ensure thessnqnaements to the CP. With this hybrid CP

we will ensure QoS and other benefits to the ndtwa Traffic Engineering (TE).

So it was proposed to implement a GMPLS-OBS netwdhHe GMPLS was chosen instead of
doing a new Control Plane from scratch since the gb GMPLS is to achieve a unique control
over multiple switching domains as shown in FigTierefore, GMPLS has to be extended because

so far it does not handle OBS.

GMPLS

[ N |
3 ERES

Figure 1 — GMPLS as global control plane

In order to achieve this, GMPLS must be extendeggnly to handle OBS switching domain.

Like all new solutions, the interoperability betwewvo different technologies has some setbacks
that have to be dealt with. In [46] these probldrage been analyzed and some possible solutions
were proposed. These solutions have to be testsektd they are reliable and feasible. To testdhe
solutions a simulator is used, that representsiéimeands of a GMPLS-OBS network. Despite of
the many OBS simulators (NCTUns [34], ns-2 [35]yMBS [10] and others) and one of GMPLS
(GLASS [11]), none of these simulators have the teahnologies working together. Therefore, no

simulator is suitable for testing the GMPLS-OBS rapgh.

In such a way, the Broadband Communication resegmahp (UPC-CBA) decided to implement a

17
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new simulator. This new simulator must have moghefOBS and GMPLS tools implemented so

they can communicate with each other and be as @epossible to reality.

The deployment of this simulator started from tA’OBS simulator [10] (also a simulator from
the same research group). JAVOBS is a Java bagsitaon designed exclusively to simulate
OBS networks on top of the JAVANCO framework [38].implements the event-driven model
together with fixed-increment time progression [4PAVOBS also implements almost all of the

schedulers and schemes to schedule and dispateista b

JAVANCO is a framework that, in its fundamentalusture, has several packages offering a variety
of features including graphical visualization, sogpfor disk serialization of topologies and
execution of common graph algorithms. It is thattkthese core packages that the user can rapidly
develop and test network planning procesluterough the construction of simulation models
[10].

Since these two tools have so many good and ussdtieres implemented, it was decided to add a
new layer on top of them. So, our goal was to ektiwe simulator to enable OBS and GMPLS to
communicate with each other, making a completelyw sanulator for GMPLS-OBS network,
called JA(G)OBS.

In Fig. 2, we depict the implementation of a neyelain the JAVANCO framework (Fig.3).

The main motivation of this master thesis is totdbote with the implementation of the basic
features of the GMPLS routing protocol and contiebtio the general development of the simulator.
This will help to predict possible problems anddfimeir solutions in a controlled environment of a

simulator.

18
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JA(G)OBS

JAVOBS

JAVANCO

Figure 2 — GMPLS-OBS Simulator Layers
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User

Layer

Layer
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User Interface
manager

F N

XML input/output
manager

Figure 3 — General view of the JAVANCO Architecture

1.3. Objectives

The main objective of thishesi¢ consists in théamplementation of some key elemerin the
JA(G)OBS simulator. Soto meet the objectives it was crucial deliver the following key
elements:

1) Implementationof the basic features (Open Shortest Pathirbt —Traffic Engineering
(OSPF-TE) [27] routing protocc in JA(G)OBS. Up todat¢, only the Resource
Reservation Protoce! Traffic Engineering (RSVP-TE) [28)as implemented from tt
GMPLS set of protocols. This allows a distributedtmgcomputatior

19



JA(G)OBS Simulator | 2011

2)

3)

4)

5)

Implementation of a Centralized Path Control Elem@&CE). Operators and Network
Providers are very fond of this element becauserdral node can give more accurate
paths [45]. In fact, a central node running the R1ag the view of theurrent condition

of the network. In our case, the goal was to test different architectures (centralized

and distributed) in the simulator.

Since JAVOBS/JAVANCO framework [39] has a few yeaosv, some Java libraries used
are becoming obsolete. One of the tasks proposedaveheck the entire framework to
change obsolete libraries for new ones. This wabided in a bigger perspective of
debugging all the Java classes for possible eroordetter implementations of an

algorithm.

Implementation of a Graphical User Interface (GURis will help people interested in
using the simulator by making all the variablest tiee user can manipulate in a user-

friendly interface.

And finally to carry out a simulator performanceabysis of the simulator. Since this is a
new simulator we are interested in finding outpesformances capabilities, not only
regarding reliability but also resource consumptidfe have analyzed the CPU load,
memory and time consumption in different networgdiogies which allow us to obtain

reliable and extensive data regarding the simulatmehavior.
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Chapter Il — State of the Art

2.1. Optical Burst Switching

Optical Circuit Switching (OCS) relies on a welldmn paradigm. It uses the same idea as the
electrical circuit switching in telephone networkdso it didn’t have to use memory and it is easy
to implement. However, OCS is not very effectiveewhthe traffic is data. This is a problem
because traffic nowadays is almost data based. W&s by making a closed circuit between the
sending node and the receiving node. This appraacteffective because the circuit spends more
time without sending information than the time ending it. This happens because the data is
normally sent in bursts unlike voice traffic tha uniform. Thus, a new paradigm must be
introduced, the OPS. Packet switching is more ieffiicin data transport than OCS. This statement

is supported by IP networks using electrical switgh

Although OPS is the main target, it is currentlyauailable because of the inexistence of optical
buffer and optical logic processing [1]. Nowaddays only type of optical buffers is the Fiber Delay
Lines (FDL). When some extra time is needed to ggseche burst, the node will introduce the
bursts in the FDL which will increase the delaytof his technique is effective because insteaa of
burst being lost, it will be delayed. Neverthelésserting a burst in a FDL will add physical
impairments to the burst. Other problem is thataenot randomly access the bursts in the FDL, so
a burst has to wait for its turn and the priorityl vaot have any influence whatsoever on the

decision.

This is where OBS [50] is introduced bringing tdgetthe advantages of OCS and OPS. OBS can
achieve much higher bandwidth utilization for datgaworks than OCS and needs almost no optical
buffers as OPS do [1]. In [15] a comparison betw&&5 and OBS was made. This comparison

shows that OBS has a better performance, indicaliagit is a good step towards a better optical

network.
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OBS works by sending a burst control packet (B@#t) an offset tim& to the other nodes in the
path before sending the information burst (Figi)e offset time allows the nodes to reserve the
resources needed along the path before the burstsaf2]. The BCP is sent normally out-of-band,
it is not sent in the same wavelengit) s the data burst (Fig. 5). BCP processing isedon

electrically since it cannot be processed opticaillg to the lack optical technology.

OBS is more sophisticated than OCS because the sssparces can be used for two or more
different connections more efficiently, increasitig throughput offered by the network. This is
accomplished by using the offset time to managedkeurces better than having a static path like

the one used in OCS.

BCP Burst

time

Figure 4 — OBS time diagram

Normally OBS uses two reserving schemes: 1) Jusum Time (JET) and 2) Just In Time (JIT).
The basic difference of these two schemes is tG&thhs a field in the BCP with the offset time.
This makes possible for the node just to resereewtavelengthi for the time it is using the
resources. The JIT reserves the resources wheBGRearrives at the node. So, a small difference
in the BCP packet makes JET more resource efficteart JIT without using more complexity in
the packet. However, JET algorithm is more complen JIT algorithm i.e. needs more resources
of the node to be processed. This indicates tleasitinpler JIT reservation scheme appears to be a
good choice for the foreseeable future [48]. THaseschemes use the one way reservation, which
dramatically increases the throughput of the nétwathout compromising the burst, since the bit

error rate (BER) is minimal in an optic fiber commization system (BERLO). This eliminates

! Offset time - is the time between the BCP andda burst.

22
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the Round Trip Time (RTT) in the beginning of therst. More detailed work about these two
schedulers was done in [12], [13] and [14].

E OffsetTime
o >
c
QL
v | 3 ¥ Node
0
=
- W >

Figure 5 — BCP out of band

2.2. Generalized Multi-Protocol Layer Switching

The GMPLS is the generalization of the MPLS. ThelU®8Hs a protocol designed to give Fast
Forwarding abilities to IP networks. The forwardiafythe packets is based on labels. The node
doesn't have to check the entire header but ordyldbel that is substantially smaller. The label is
checked and the node sees in the list where thkeepacust be forwarded, making the routing

decision faster than to inspect the all IP header.

MPLS then evolved to give Traffic Engineering (MRL&) [37]. TE in MPLS has a focus on
measurement and control functions [37]. This ftat#is the efficiency and reliability of the network
operations while simultaneously optimizing netweesource utilization and traffic performance.
So MPLS, amongst other things, helps to ensure Qo networks. This is possible because
MPLS promotes minimization of packet loss; minintiza of the delay; maximization of the

throughput and enforcement the service level ageaém

Since the MPLS can only manage IP networks, it wdsgical step to make it a more general
protocol because other types of networks needatsmntrol plane. GMPLS was the answer. It can
support other types of networking that are not dBdal, e.g. time-division (SDH/SONET), spatial

switching and wavelength switching. This new feasumakes it flexible for a CP capable for
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handling a unified way multiple switching [32]. AIGSMPLS adds RSVP-TE and OSPF-TE which
have been revised to better handle and distriblewhich was not possible with standards

protocols.

At this point, it is crucial to highlight that GMFELis not a protocol, but rather a group of protscol

that can be separated in three categories: 1) Rpw) Signaling and 3) Link Management.

1. The routing can be done by Intermediate Systenintermediate System- Traffic
Engineering (IS-IS-TE) or OSPF-TE. Since OSPF-TEmiere sophisticated and it is
preferred by vendors, this is the one used in itmellator. Since one of the focuses of this
thesis is to make the routing in the simulator fioral, the OSPF-TE will be explained later

in this chapter (section 2.3.2).

2. The signaling can be done by: Constraint-basmdiRy Label Distribution Protocol (CR-
LDP) or RSVP-TE. The signaling part of the GMPL&sloutside of the scope of this thesis,
since was already implemented in JA(G)OBS [30].r&fuee, we shall no further elaborate

on it.

3. The Link Management is done by the Link Managanirotocol (LMP). Once again it
does not lie within the scope of this thesis, fetadled information about this subject see
[16].

2.3. GMPLS Routing

2.3.1. Link State Routing

The LSR is one of the classes of protocols that were e&bd to disseminate data about the state
of the network. Many types of routing protocols hesed on LSR for instance, the Intermediate
System to Intermediate System (IS-1S) and Opent8toPath First (OSPF) are two examples. The
LSR; came out to substitute the Distance Vector Roufi?gR). Two main issues were identified
in DVR, namely i) the metric used was the messagrig in memory, and not the time it takes to
get from node A to B. This became a problem whenlthndwidth became higher, although this

problem could be circumvented. However ii) the dotm infinity problem was an issue that
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couldn’t be circumvented properly, only partialigans were developed [5] (Poisoned Reverse and

Split Horizon). This overthrew DVR chances of maining his throne.
Thus, according to [4], there are five main ideagarlying LSR success:

1. Discover its neighbors and learn their network addessesWhen a node is initialized it
will send a Hello packet to the neighbor nodes. mhghbor node will respond with his
information and name. These two parameters musinimpie in the network to maintain a

correct topology.

2. Measure the delay or cost to each of its neighborBor the LSRit is very important for a
node to know the delay to each one of its neighbfithout this metric the main idea of the
protocol wouldn’t be accomplished. The most commay to determine the delay is
sending an ECHO packet to the neighbors, they resps soon as the message is received
(minimizing the processing time). Then the nodeydrds to calculate the RTT and estimate
the propagation delay. This process is very simildh the ping message of the Internet
Control Message Protocol (ICMP) [29] protocol.

However the cost is a controversial subject becausan mean the actual money that is
spent to use the path, but it can mean packetpladtability in a line just to name a few
examples. So, in short, this is up to the netwodnager how to measure the cost. This is
why nowadays we use the Traffic Engineering toblgese tools give more flexibility for the
telecommunications engineers to create new metndsnew ways to manage a network. TE

will be explained later on.

3. Construct a packet telling all it has just learned.The packet must have the identification
of the sender, sequence number of the packet,atieepage and the list of neighbors with
the respective delays. The propagation of thisrmédion is the hard part, because in some
situation sending them periodically is the answet, when a significant event occurs, it is
useful to send information right away. The way wadthe information is important but is

an open matter in LSR

4. Send this packet to all other routers This is probably one of the most important steps

the process, although flooding information can beicaproblem when using LSRbased
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protocols, because the packet can loop aroundeiméitwork if certain measures won’t be
taken. The nodes in the network must keep recottleoequence number of the packets it
sends. This will prevent the message looping in nbawork. Since this method is not
flawless, for example a node carashand the information that was contained theress lo
Because of this problem, the field Age in this tydeprotocol is very important. If a node
restarts, it will start to send message with thedDAlthough this packet won’t be rejected
by other nodes because the field Age is not equ@l This means the packet is “younger”
than the previous packet sent (the age of the pastkets with a certain number and is

decremented every 10 seconds until it reaches @safidcarded).

5. Compute the shortest path to every other routerThis last step normally is calculated by
the Dijkstra algorithm or a variant of it that hesme other factors into account, e.g. QoS.
When a new packet is received the information teatontained in it is processed and
compared to the one in the graph, if it has a sisopath the graph will be updated, if not,
the packet is sent to the other neighbors withbanhging anything.

2.3.2. Open Shortest Path First

The OSPF was created when the Routing InformatrotoPol (RIP) [5] protocol, which was based
in DVR, started to show weaknesses. This happerehihe networks became bigger due to the

problems explained earlier. Thus, this new prot¢©@8PF) had to support several requirements:

- Had to be open source, i.e. everyone who wantsséothis protocol is allowed to do so

without restrictions.
- Had to be able to support and compute diffetgres of metrics mentioned earlier.
- The protocol had to be dynamic, adjusting ité@lfonstant network changes.

The OSPF-TE protocol is one of the routing protedal GMPLS, as was mentioned early in this
thesis. This is one of two protocols that are disted and designed to run in Autonomous System
(AS). Since OSPF was designed specifically for ffransmission Control Protocol\internet

Protocol (TCP/IP) internet environment [8], IETFdha add more capabilities so that routing could

be done in other types of networks.
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Thus, the Traffic Engineering (OSPF-TE) is used. i$Bhe study of the optimizations of the
performance in a telecommunications network, usstagistics and the interpretation of nodes

behavior to increase the overall performance aliabibty in a network.

The extension in OSPF was made because of thedaftfelemands in different networks. For

instances, there are networks that the routingldhoe made by measuring the load in each node,
which is our case. To use this type of metric theeea special type of Link State Advertisements
(LSA). They are called the Opaque Link State Adserhents because in some nodes the
information contained in it is unreadable for thesm,these nodes only redirect the packets without

reading the information in it. This subject will Bpproached later on in this chapter.

Next the type of packets used by OSPF to managetitieg in a network will be introduced.

2.3.3. Types of Packets of OSPF

In OSPF there are five types of packets and eaehwas designed to do a specific task in the
network:

1. Hello: The Hello packet is the type 1 packet of OSPF protocol whatlows the
communication between adjacent (neighbor) nodésametwork. These packets have two
main purposes i) to ensure bi-directional pathsignd create adjacencies (sharing policies)
between the nodes. The bi-directionality is essdigld by including in the packets a list of
all nodes seen sending a hello packets recentlgepgxfor the first hello packet). This
message is sent in different ways depending orkitiné of network we are working on.
Since the thesis case is a broadcast network,ightee only type that is going to be
referenced on from now on. On a broadcast netwehien a node first enters a network it
will broadcast a hello packet to the entire netwditkis packet is the only one in OSPF that
the node is responsible to be sent to all nodéseimetwork. When the others nodes receive
the packet, they will respond with other hello petclout this one includes the list of active
nodes. With this information the node can start dgacencies sending other types of
packets. To maintain the adjacencies, hello packétsbe sent periodically through the
network in periods agreed by the nodes. In Fighé&ée is an example of the process

described.
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Figure 6 — New Node entering a network

2. Database Description This packetdistributes the database between the nodes. Wi
nodes finished the process of discovering eachrdiiey have to complete the formatior
an adjacency, i.complete the submission of informatiof thenode:. To do so, the nodes
have to transmit the information they have aboatrtbtwork Theywill start sening type 2
OSPF packetghe database description pet. This type of packetescribethe contents of
the Link StateAdvertisemer (LSA) in the databaséLSA will be explained later o.
Usually one packetioes not have enough space to fit all LSAs gathbyethe node, so
string of packets may be required to send the eertatabase. In thbeginning of the
transmission the nodes have to decide who will Hee master and the slave on
information sharingNormally the node that is connected the lonctime in the network
will be the master because it normally has a metaildd database. This type packet is
only distributed by the neighbors to spread LSAstteer adjacent nodes; this reduces
load because it reducttee number ¢ packets that passrttugh a nod

3. Link State Request When the database is exchad between the nodes, some of th
consider the information tt was given is old and they need nmformatior. In this case,
the node will ask for more ~to-date information. Resending all As in the database is
unpractical and introduces unnecessary load iméitwork. Thusthe node will send a Lin
State Request (LSIRwith the information of the LSA that is requir€the response to th
type 3 packet is made byLink State Update packet.
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4. Link State Update. This packet has the basic principle: to spreddrmmation along the
network. However the behavior of this message fier@int depending on the type of
network we are using. The network can be eventdasd time trigger based. Since this
packet is the only one that is implemented in timuktor because we assume that the
network is static i.e. no more nodes or links wélintroduced in the middle of a simulation,
so implementing other types of packets at this tpwiftl not have an impact on the results.
The Link State Update (LSU) will be better explaine the next topic of this chapter.

5. Link State Acknowledgment The Link State Acknowledgment is the type 5 & DSPF
packets; they exist to make the flooding of infotiora of OSPF reliable. The Link State
Acknowledgment can be sent in two different waysaged or direct to the neighbor. The
delayed has the advantages of facilitate the piggking of various Link State
Acknowledgments in the packet, i.e. enables a sihgik State Acknowledgment packet to
indicate various acknowledgments to several neighlab once. This also randomizes the
pattern of sent messages. The transmission ofabkep must start (and end) before a pre-

established time interval to prevent needlessmsirgssions.

The Link State Acknowledgments are sent directlyhi neighbor that were the source of
the duplicated LSU, on the contrary to that we wianpect this is the way it is done instead
of sending a Link State Acknowledgment for all L&deived. This method is used because

it saves bandwidth and acknowledges can be matieellySU message.
More detailed information about OSPF messages edaund in appendix A.
The next topics will explain in more detail the LSldd its components since this was the only
packet implemented in JA(G)OBS.
Link State Update Packet

The link state update is the type 4 of the OSPkgtaand it is used to disseminate the information
in the entire network. The mechanism used by thessage is not a typical flooding, but a Split

Horizonflooding, where a node only needs to ensure tleapé#tket traveled to its neighbors except
through the one from which it has received the mgsdefore, this happens with all other packets

with the exception of the hello packet.
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This method has some advantages 1) it sends lesetpao network (this is useful preventing
network congestion) and 2) it is less likely thatlkets loop in the network. If the LSU was not
received properly, the sender node receives a Siake Acknowledgment. Instead of flooding the

information again the node will only send the LSltie neighbor who didn’t receive it.

There are two ways to configure the flooding of Li&Js 1) the time trigger event and 2) the event
trigger event:

1) The time trigger sends LSUs in a pre-establighmedr, normally this timer is configured to be 10

seconds. So the node has to inform every 10 seaminids links situation. These messages have
always to be sent even if there isn’t any new imf@tion about the link state. They have to send the
messages to ensure the other nodes that it iseoahd cannot be discarded from the forwarding
table. This could be a problem if the network isgested and the packets do not arrive on time.
This will cause the node to be erased from the dodving table of the others when it is not suppose
to, causing problems in the node because it wdliae that links are offline when in fact they are

online. Despite of this fact, this is consideregtlgable way to exchange information because these

situations are almost nonexistent.

2) In the Event trigger, if we assume that the oekws stabilized, i.e. no more nodes are entering
or exiting the network, the only OSPF packet thawels through the network is the LSU. In Fig. 7,
it is shown how the LSU flooding mechanism worksheTnode A will receive a path
acknowledgment (RESV message) from the receivirgrithe event). This is a signaling message
from the GMPLS protocol RSVP-TE. At this point itiupdate its database with the LSA created
using the information in the signaling messagefaat a new LSU packet, with the LSA inside to
its neighbors.

When its neighbors (node B and D) receive the L&Y twill perform the same steps, but with a
small difference; they will not send the messagthéolink they receive it from, performing a Split

Horizon. This behavior doesn’t allow the message®aop in the network preventing unnecessary
load in the network. This last procedure is repdatatil the LSU was seen two times in the same
place, when this happens the LSU will be discantheding impossible for the message to loop.

This is how the event trigger works. One evengeig the spreading of a Split horizon flooding.

30



JA(G)OBS Simulator | 2011

— = T e

J— —_—

— Path message —
— T
1 > __—2__}~
Node A Aﬁ- -Node B A Node
Regi ness A L] (1003
RESY message | | RESV Message | | ( )
2z | 2 3.3 |
| |
— = Path message é A |
............. } RESV message [ T "2_"_)‘%
- _: Routing MSG Node D MNode E
(1002) (1004)
Figure 7 — Example of LSU Spreading
The format of the LSU packet describedn appendix A.
The next topics will explaithe content in a LSlpackets i.e., theLink State Advertisement

(LSA).

Link State Advertisement

The Link State Advertisement (LS/allows thecommunication between nodebecause without
the LSA it wouldbe impossible to disseminate information over tleémork. This container i
where the information is stored for transmissiami of data [8].LSAs arelike packets, each has a
header (Fig. 8that has important information that helps the nodmpute it. There are elev
different types of LSAs, each one with a specificgmse. Since we only implement the type 1
is the only one detailed in thikesi:. Type 1 and 2 are in appendix A, tlest can be founin [7]
and [8].

Link State Advertisement — type 10

This type of LSA is usedn a network that uses traffic enginee. It is one of the few types th
are known as opaque LSAhe opaque LSA can be used in a network with ndusscannt read
this type of information, for them it is opac. They will distribute thegpackes without reading its
content. This is the reasamhy this type i called opaque Opaque LSAs provide a generaliz

mechanism to allow for the future extensibility ©5PF [7]. Since the TE network sends i
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types of information than the other types of netydike the bandwidth used, thus the use of
opaque-LSA is mandatory (no other type of LSA candie this type of information). Type 10 is
used in our case because in a real life situatiis tiype will flood the information only to the
determined area and not to the entire network. Fige8 shows that an opaque-LSA header is

different from the common LSA structure.

a 1 =2 3
o 1 2 2 4 5 &6 7 8 2 0 1 2 34 5 66 7 8B 95 0 1 2 3 4 5 & 7 8 29 0 1

-+ —+—+—+—+—F—-—F+—+—F—+—F—-—F+—F+—F—t+—F—-—F—+—F+—F—F—F—+—F+—F+—F—F—F+—+—+ —+ —+
LS age 1 OoOptions | (=] 10 or 11
—+—+—+—+—+—F—F+—F+—+—F+—F+—F+—F+—F+—F+—F+—F+—F+—F+—F—F+—F—F+—F+—F+—F+ —F—F+—+—+ —F+—
Oopague Type | Opague ID

— 4+ 4+ +—+—F+—+—+—+—+—+—+—++—+—+
Advertising Routexr
-+ —+—+—+—F+—F—+—+—F+—F+—+—+—+—+—F+—F+—+—+—F+—F—F—F+—+—F —F —F+—F+—+—F+—+—
LS Seguence Number
— 4+ 4+ +—+—F+—+—+—+—+—+—+—++—+—+
I.5 checlksum 1 Length
— 4+ 4+ +—+—F+—+—+—+—+—+—+—++—+—+

Opague Information

—dm b m ===
e

Figure 8 — Link State Advertisement — type 10 [8]

Description of the several message fields:

Opaque Type This field has the values of 0 to 127 for IETF Gamsus action and 128 to 255 for

experimental actions. In our case this value ibelcause it is the number used for

Traffic Engineering LSA.

Opaque ID This field has an arbitrary value for maintainirayious LSA-TE.

Opague Information | This topic is still under discussion
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2.4. GMPLS-OBS Architecture

In the previous sections it was explained GMPLS @®BS separately and what were the

motivations to have them. In this section it wil &xplain how the two interact with each other.

The GMPLS and OBS technologies have some yearshmomever an interoperability solution has
been continuously postponed. The main problem e$g¢htwo technologies together relies on the
different signaling schemes they use to do theuresoreservation. OBS signaling consists in a one

way signaling procedures while GMPLS requires a\way procedure.

The proposal made in [3] uses a hybrid control @léfig. 9), where both GMPLS and OBS have to
perform signaling and routing functions. One of tpeoblems with this solution is the
communication between the two CPs. There are bhdiens on the table for the connection itself:

i) using two separate networks (Fig.10a)). Thisthasadvantages of relieving the management and
control processes between the nodes, making teriemore resilient to failures i.e. if one of the
networks begins to mal function the other can camrywithout being too strongly harmed. Lastly,
the cost of the nodes will decrease because thiépeviess complex. The main disadvantage relies
on the fact of maintaining two different networkstead of only one. To compensate this fact we
can ii) aggregate the GMPLS network to work (Fi@bQ) in a wavelength of the optical fiber.
However this solution has the problem of using veses that could be used to transfer data. So this
problem doesn’'t have a straightforward solutiorstead it has to be designed on a case by case

basis. In this thesis two separated networks weee.u

The other problem is the integration between the tiechnologies. This problem is more complex
and it is the main focus of [3] and [9]. Because @BS and GMPLS work in two very different
time scales, they will have different responsilastin the control plane of the network. Since OBS
works in the timescale of micro/milliseconds irésponsible for the Resource Reservation and the
“current” network resource availability becausesthéasks require a fast decision. The GMPLS is
responsible for the tasks that are more stablee@mle of minutes or hours), the Network Topology

and the Virtual Topology Management. More inforroatrelated to this topic in [3].
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OBS Background Task
These tasks are the responsibility of GMPLS.

1. Virtual Topology Management - It is responsible for maintaining and tear downiraipel
Switch Paths (LSPs) between a pair of edge nodgsO&spite of this, no resource
reservations is made. The reservation is done aiffarent time scale. The LSPs are
maintained to complete a path between the edgesndde® maintenance of LSPs in OBS

adds protection, restoration, link management an8.Q

2. Network Topology Information — This part includes two different pieces: Ihjormation
disseminatiorwhich is responsible of dissemination of the reses information along the
network. The OSPF-TE is responsible for this achenause the network is relatively stable
and for this reason there aren’'t many modificati@)dPath Computatiorthis part has the
task of computing and distributes the best patlssipte, decreasing the percentage of Burst
Loss. The way of doing this is still an open matldre proposal made in [3] says that to
support the dynamic routing we need to flood freqjueetwork-resource-update messages
without modifying the signaling protocol. Instedads proposed to give more dynamism to
the LSP selection when the BCP is created. Thei@xpbute is based on a given traffic
intensity matrix. An intelligent and careful netwaplanning based on such traffic patterns
and statistical behavior (TE functions) helps ubdtier define a set of static, explicit routes
and a set of limited dynamic, explicit routes fioneé-limited traffic demands. This approach
does not require accurate network resource avhilabiformation and therefore does not
incur in high instability. This feature is also bgioperated in GMPLS since the time is not a
problem, because of the scheme presented andesises the advantages of GMPLS.

OBS Specific Tasks
These tasks are OBS responsibility.

1. Resource Reservation -which is responsible for reserving the bandwidticessary to
transmit the bursts, because the bursts have adatee of micro/milliseconds. The Burst
Control Packet has the necessary routing informafio the core nodes to re-arrange the

switching matrix and the burst is sent to the righth. This mechanism assures the best
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results without compromising the path in the LSP.

2. Network Resource Availability Information — is responsible for gathering and
disseminating the “current” resource availabilifytlee network. This is very important for a
good network functioning because if it is well emggred the burst loss will decrease
dramatically. In order to be faster, this process ho be done optically, precious
milliseconds wasted in O/E/O will decrease thecedficy of the protocolalthough, the
process to do it isn't yatefined. The proposal in [3], one of the basishid thesis, says to
implement this feature in the OSPF-TE protocol, ltBAs associated with each established
LSP must be used. For this to work a specificresiten made in anpaquelLSA and some
modifications are needed. LSAs information hasesume the status of the links and the
core nodes, e.g. how much traffic is in a link dmv many wavelengths are being used.
This metric is not exact because the node won'ehaccurate states of all nodes in the
network (there are always new events occurringha rietwork). However this does not
affect the performance of the proposal beeansrmdly the information gathered in the

node when the BCP is formed is enough to prevdhsioms of the bursts.

Like it was said before, some changes were propfisetthe GMPLS and next it will be referred

and explained what types of changes were proposf&]. i
RSVP-TE

In this protocol normally we can only have one laleguest per message [9], but this restricts to
one LSP request at the time, so we can only resereavavelength. This is very inefficient because
a burst may need more than one wavelength. Sopitoigosed TE tunnélghat can have one or

more LSPs depending on the traffic demand. Thdoise with just two messages sent (Path and
RESV) per LSP, making it more efficient in termslaid (using fewer messages than the normal

protocol) and solving the problem of having morarntlone wavelength for LSP.

2TE tunnels - The traffic that flows along a lalselitched path is defined by the label applied atitlyress node of the

LSP, these paths can be treated as tunnels [51].
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OSPF-TE

In the proposal as explained before, we can haeeoomore wavelengths per TE tunnel. Som
the wavelengths can be shared between two or nomtesn So the authc of [3] introduced a new
state that is calle®haredwhich defines the wavelengths that are being usedniore than on
tunnel. Thewvavelength 4 in the Fi(ll exemplifies &haredwavelengthThis wavelengt has to be
announced in a different wayh& nodes theneed to create new LSPRave the possibility to us
these shared links if necessafpwever he standard LSA messages do not have enough sp
have information about this aggregations and tlagesbof the links. So the authors pick u
previous hypothesis [21], aihd) two or three moréits in the LSA that can have extra informat
about the state of the link, instead of the On/€#te. With this we can introduce the link si

status and more information that can be usefutdonputing the estpossibli path.

Al
e . -
Tunnel 1 3
A4
A5
76 jTunnel 2

Figure 11 — Shared Wavelength
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Chapter Il - Event-Driven JA(G)OBS Simulator

The JA(G)OBS simulator is an event-driven tool itowdate GMPLS-OBS networks. It was built
on top of JAVOBS [10] and it is an evolution of tHAVANCO framework [39]. The goal is to
introduce a fully functional and independent neyelaon the simulator that can communicate with

the OBS layer, making simulations possible witls tew architecture.

The GMPLS controller comprises a Signaling and Rgutnodules and interfaces for them to
communicate with each other and with the OBS cdletrdNote that the LMP was not implemented
(left for future work). The controller's componentenfiguration and communication (between the

controllers) of the simulator are shown in Fig 12.
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Figure 12 — GMPLS/OBS simulator architecture
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The Fig.12 also shows the architecture of a GMPIESMode in JA(G)OBS simulator. In this
paragraph it is briefly explained the tasks madeesbgh module. In orange it is shown the Data
Link Resource Manager. This module is responsiblendnage the wavelengths available in each
node. In purple is the Path Computation Modules tkiwhere the paths are computed with the
information stored in the database (LSD/TED) andhvthe information just gathered by the
Routing Controller (in blue). The Routing Controlleas the function of create, flood and receive
LSU messages when necessary. The Signaling Canti@l green) has the job of signaling new
paths established in the network. The forwardirgetan OBS controller has the table of entries
used by the Data Link Resource Manager to help ctenijhe wavelengths available in each node.
The other blocks in the OBS Controller simulatejtdiis done by hardware level in the node.

We focus our attentions on the dissemination oflLif&) and signaling messages because, as said
before, these messages are the ones who carmyfthmation necessary for the network to operate.
We also implemented various interfaces for the mgpes of messages that can be introduced
without almost any effort, e.g. the interfacmkStateAdvertisementyhich is ready to integrate
more than the opaque LSA that we use now. It wes @lir goal to make the simulator as modular
as possible because this will make future works hmegsier. For example, in the middle of this
thesis the shortest path algorithm was changed feaw one without almost any code changes. This
is only possible because of the modularizationiatetfaces available in the simulator.

The work developed during this thesis was focusedreating the Routing Controller module in
blue in Fig. 12, PCE node and the communicatiowéeh them and the other components of the

simulator.

The next topics will explain in detail what was éamm the simulator.

3.1 Signaling Implementation

The construction of the GMPLS layer was done intgpafhe first part was to implement the
Signaling protocol which was done by Pedro Pedrasd Jodo Baido. Details about the
implementation can be seen in [30]. Regarding ip@ading structure there were two changes made

in the simulator during this thesis:
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1) Implementation of the Path Computation Elnt, which is not part of the GMPL

architecture so it will bexplaired later;

2) Implementation Yen Shortest Path [24] to fit in simulator. We decicd that implementing
the algorithm from scratch was very time consunand the results wouldn’t difffrom the
ones that we have nowlso the implementation (Yen Shortest Path [25] was shown to
be robust and fasEo we maodifiecit to work with our simulatorThis was possible, as s¢
before, because the modulariza introduced in the simulator.hE& introduction of thi:

algorithm was almost straightforwa

3.2. Routing Implementatio

The routing in the simulator is done only by O-TE. IS-IS-TEprotocol is out of the scope of tt
thesis. The routing is responkgtio guarantee that the local Datab@s8D/TED in Fig.12 at the
GMPLS controllergs up to date. | Fig. 13it is shown how the flooding of one messagdone

when a LSP is created between the node A .
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- ! Hodep e ! k
Node A o Node C
e {1001} _
1000) o T L1003y
RLSY message ] RESY mezsage
2 2| ¢
— =¥ Path message hJ E
........... »= RESV message BE N U
e Routing M5G Nadz D _ Nede F
{10027 {1004)

Figure 13 — Flooding Procedure at Node B

Whennode B receives a RESV message (signaling mesgdge to update its local database
flood the information because a path was resetvésicrucial to maintain the local databas«to-
date because future routings will be made basedheninformaion on it. So th task to be
performed by node B i spread the information to its adjacent nodedem®, C and D. Tdo
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this, it has to create a new message first GEPLS RoutingM9g— see Fig.14. The message is
formed by a Header and &paqueLSA. On its turnOpaquelL SA has also and Header and Type-

Length-Values on it. The TLV has three variables:
1) Type: which determines what kind of LSA it ipague or not.
2) Length: this variable has the size of the vaeiatalue.

3) Value: it has the information about what we wimspread. In our case there is a list of
TLVs that have the values of the QoS, load and \eangths status. The number of TLVs on
the LSA depends on the size of the information tikatwant to spread. This is the closest

structure that could be obtained to [7].

When the message is created, the information tleatvant to spread is introduced, in this case a
path was established between A and C. Once thigemap when node B receives a RESV message,
meaning that a path was established, it needsno #e information to its neighbors. Therefore

Step 1 on Fig. 13 is done, i.e. the routing messagebeen received in the adjacent nodes. Now
they have to do what the node B did before: flduelmessage to its neighbors, except to the one it

was received from (split horizon).

Let us take the example of node D. This node hagsitd the message to the node A and E. Because
the process is parallel, the node A is also senthegsame message to the node D, so the nodes
have to discard the second message that passegtihtlem with the same message ID. This
avoids that the message enters in a loop. Thiseiveginning of the process of the dissolution of
the message from node B because when a messagmisrgce in the same place it is assumed that
all its adjacent nodes have received this inforomaalready. The Fig.7 (section 2.3.3) shows the
continuation of the process when the message artoveode A.
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OSPF-TE package

Header

LSA Header

LSA

TWV1

TLV 2

TV n

‘ TLV3

Figure 14 — Structure of GMPLS Routing message.

This implementation was successfully made in JA@3OIn Fig. 15 there is the modified output
of the simulator, concerning the LSU flooding. Thigure was modified for better explanation

purposes only. The unmodified output can be seapp@ndix B.

- -Heception of a HESV message in mode 1003 —oommommmommmoo
-Init the Douting Process: L5-URdate Msg flooding

—-—{Routing) LS-TUpdate M=zg me-=age received at GMPLS node: 1000 |:| Step
- M=g id:0

La=t hop:1003

m=g initial sousce: 1003

Msg arrival time: 253Z1.mes

Flood the message:

=

- —(Routing) L3-Updite Mog messige received it GMELS mode: 100
- M=g id:0
Lazt hop: 1003
m=g initial scurce: 1002
M=g azzival time: 353Z1.m==
Flood the message:

=
-

'

=
a0

-

---{Bouting) LS-Updatec Mg meszage reccived as GMPLE node: 100
- M=g id:l

La=t hop:1003

m=g initial scurce: 1002

Flcod the message

---{Bouting) LS-Updatec Mg meszage reccived as GMPLS node: 1000
- M=g id:l
Lazt heop: 1001

meg initial sousce: 1002

A\

1

=]
a1

-

——={Bouting) L rpuat,e Mag
- M=g id:

Lazt l'np 1000

m=g initial =curce:10042

M=g arriwval time: 35654 .mcs=

Me==age O->tc dis

szage received at GMPLY node: 100

=

- —(Routing) L3-Update Mog messige received it GMPLS node: 1002 > |E|
- M=g id:0

La=t hop: 1004

m=g initial scurce: 1003
M=g azzival time: 315654.ma=
Flood the message:

(Routing) L5-Update Mag message
- M=g id:0

La=t heop:1001

m=g initial scurce: 1003

M=g azzival time: 315654.ma=

Mez=age D-%tc d

=
5

received at EMPFLY node:

\Routing) LS-Update Mog messige received it GMELE mode: 100
- M=g id:0

La=t hop:l002 lE‘
m=g initial socurce: 1003
s

- M=g azzival time 57.mcs=
— Message O->to dis

=
-

Figure 15 — LSU flooding in JA(G)OBS
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The process described in Fig. 15 is similar toadhe described in the paragraphs above. In the first
step, node 1003 (node D of Fig.13) receives a REf®¥sage that triggers LSU flooding. Then it
has to send it to is adjacent nodes 1000, 10011864 (nodes A B and E of Fig. 13). In blue, we

can the nodes that received successfully the LSbkedirst step.

In green we see that those nodes flood the medsapeir neighbors. In the second step some of
the nodes received the same message twice fronffesedi node, for example the node 1000
receives the same message, although now it isfiase 1001 which flooded to its neighbors in the

first step.

In red, it can be seen that in those nodes theagess duplicated and is discarded. The only node

that received the message for the first time waeri®02 (node C Fig.13). Also in the second step

it can seen that node 1002 sent the message tol@@de this happened because the message from
node 1003 was processed first and subsequentiyadthe 1002 didn’t had in its database that node

1001 sent the same message at the same time. tSe third step it can be seen the end of the

process with node 1001 discarding the messagegetfi02.

3.3. PCE Implementation

The central Path Computation Element (PCE) is aiaprode thasniffsall the information in the
network to have a complete view of the “currentitstof the nodes and links in the network. The
notion behind this architecture is that a cent@enwith all the information can compute better
paths than using only distributed computation (asdard GMPLS) (i.e. with a local PCE at each
node). The two main disadvantages of using the BGRe more traffic generated in the network
and with PCE there is a point of failure in thewmik, if the PCE fails the all network start to
malfunction, this doesn’'t happen with GMPLS.

The process of asking for a new path is a bit bffie from the one of normal signaling. The Fig. 16
shows how the process is done when a burst adveede A. First the node A has to send a Path
Computation Request message [47] requesting atpathe PCE node. Because the PCE node
connection is based on Transmission Control Protdd©P) [23], the first time this connection is
established is much slower than sending directih¢onode due to the fact that TCP uses the “three

way handshake”. Despite this fact, when the PCEemedeives the message, it will compute a path
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with the extra information that it has from thewetk and sends back a message with a path. \
node A receives thiRath Computation Reply Message [4it has to confirr that the path is not
occupied with aather burst, keep in mind that other nodes areng for resources in parallel «
this one. The only way to confirthatthe path is still available is to send a Path ngessa where
the burst final node is (node ' Only when the RESV message comes from it, the psocar
continue with the routing (explainedn the routing implementation sectjoand the actual sendir
of the burst.

]@ —— —»  PCEP message

PCE NODE _
(2000) >

Path message

............. ) RESY message
FCEF message

ya: ————% Routing M5G

3 Path message — .. =3 Routing M5G

Node A e W e PP | A NodecC
(1000) RESY msg | :?10[?[?153 RESY meg _l (1003)
- 6 6 7| 7
| -
s |
| v v |
6
&3 > ;
Node D Node E
(1002) (10043

Figure 16— Signaling and Routing with a central PCE node

Figure 17we have the modifieoutput (to better explain iih JA(G)OBS when a node asks fo
path to central PCEThis figure was modifiedfor explanation purposesnly. The unmodifie(

version can be seen in appendi
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--Signaling Message Beceived at PCE node from @MELS node:1004
Sending Path Confirmation M=g bow 1004 and 1002
M=g id : O
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e e e e e e e e e e e e e e 1
--Signaling Message Received from ECE at GMPLE node:l004
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o

age in node 1004 —=——--- .
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o

-----Beception of a RE
-Init the Rout:

-~ Bouting)
- M=

q
- La=st hop: 1004
- m=g initial socurce: 1004
Z.mcs

--{Bouting) L3-Update M=g me=sage received at GMFLS node: 1000 \
- M=g id:D
- Las=t hop: 1003
- meg inieial ssuree:1004
- M=g arzival .

>~

--{Routing] L3-TUpdate M=g me==age received at GMFLS node: 1000
- M=g id:0
- Last hop: 1001
- msg initial source:1004%
- Msg arrival time: Z0455.mcs
- Message 0->t i1

at GMPLE node: 1001

M= o
- La=t hop: 1000
- m=g initial =curce:1004 5
- M=g arrival =i 20455.ma=
- vta d i1

--{Bouting) LE-Tpdate Msg message received ac GMFLE node: 1003

SRt [ ] Step

- m=g initial socurce: 1004

Figure 17 — JA(G)OBS output when PCE is active

In the first step we can see the exchange of messagcurring between node 1004 (node E of
Fig.16) and the PCE node. First, node 1004 asksafpath and PCE node re-sends the same
message but with the information in it. However th@de has to confirm this path with the
receiving node, which is node 1002. So in the seéstap we can see that node 1002 successfully
receives the signaling message and responds ithitdRESV message confirming that the path is
still available. The other steps follow the samgusmce as explained in the section above (Routing
implementation), i.e. the node 1004 starts to seBd messages to its neighbors. It should be
noticed that this was a direct path, i.e. the patth only one node in the way (node 1001). If the
path had more than that, the routing messages waattlinn-1 of the path (considering that the

path has) nodes).
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3.4 Graphical User Interfac

One of our goals was alsodevelopa Graphical User Interface (G that all use who want to
use the simulator can dostoothlywithout any effort.The GUI is based on Java Sw libraries
because the entire simulator is bason Java. This igpreferable rathethan adding more
dependencies to the simulatoarfexampl, if the GUI was written in GTK438] it would be richer
graphically speaking and lightar terms of memory consumptiohloweve it would have many
more dependencies that wolldve to be installed in the computer the GUI to run properly
Since this was not the purpose of the pri, we focused othe general solutic since Java can run
on many platforms (LinuxWindows®, MacOS and Solaris). In this casege just neeed to install
Java Virtual MachineJFreecha [26] libraries and the JAVANCQ.ibraries for the simulator t

work. The GUI iscomposed by two windowas shown in Fig.18.
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Figure 18 — Graphical User Interface of JA(G)OBS
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The left window is composed by:

Network This combo box gets the name of the XML files in the directory \JAVANCO\default_graphs.
The network configuration is contained in these files. Figure 19 shows an example showing
how the file is organized. The introduction of information on the file is crucial to achieve a
good simulation. If the parameters were not introduced correctly in the XML file the
simulator could malfunction.

Number of The user can define on this field how many channels (A’s) are available per fiber.

channels

QoS The user will introduce on this field the burst lost probability he/she wants to have in the

Requirements network.

(i.e. BLP)

Matrix of Traffic This field uploads what type of traffic matrix the user wants: Uniform or Non-uniform.

Monitoring Time
Processing

This is processing time of the GMPLS to the physical layer.

Step Length

This field coordinates the Step time of the simulator. The simulator step time is how much
time each node has to execute a task before the CPU time has to pass to another node. This
time has to be the shortest time defined in the simulator.

MILP  Window | This is the time that the PCE node has to aggregate various requests using the MILP
Length algorithm.

GMPLS Time | This is the amount of time the GMPLS node takes to process each message.

Processing

Model Selected

In this combo box the user can choose the different kinds of models the simulator has to
offer.

Load In this parameter the user can define how much load he/she wants in the network. If he/she
wants to simulate more than one load, the only thing that he/she needs to do is to click on
the checkbox all loads and the simulator will simulate the loads from 10 to 100% with 10%
increments.

% of HP-BE This lets the user introduce the amount of ratio he/she wants for High Priority Traffic. Thus,

Traffic the rest will be channeled to Best Effort Traffic.

Activate GMPLS Since the simulator can only use an OBS layer, the user can choose between simulating the
two layers, GMPLS-OBS or just one OBS.

Enable PCE In this checkbox the user has the opportunity to choose if he/she wants the centralized Path

Computation Element or not. If this check box is selected, the Activate GMPLS is
automatically activated. It is assumed that the network needs a control layer to communicate
with the PCE. Also when the PCE is enable the D-MILP protocol can be activated by the user.
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Single Traffic This field inserts only one kind of message without the knowledge of HP or BE.

Wavelength This check box gives the user the opportunity to choose if the OBS node has the ability to

Conversion convert a wavelength if needed to complete a path.

Preemption This field when selected allow for HP traffic to be inserted in wavelengths that were reserved
for BE traffic.

Synchronous This field makes the traffic generation synchronized or not with the step.

Traffic Peaks

This forces the simulator to allocate traffic peaks in a certain period of time in a group of
links.

Bootstrap This allow for the configuration of the network be by bootstrap.
Simulate! Start simulator.
Cancel Shutdown button

Show results
window

This button shows the other window with the results.

The rightwindow shows a graphic bar with the burst Iprobability (BLP)by LSP. All the other

resultsgathered from the simulatare saved in text files thaan be used by the u without any

problem or specific program.

<network>
<main_description>
"data" channels="32" link_rate_unit="gbit" link_rate_value="10">

258" pos_y="400" node_color="#FFFFFF" type="CoreNode" strategy="JET"/>
" pos_x="2568" pos_y="258" node_color="#FFFFFF" type="Corelode" strategy="JET"/>
" dest="1" length="100"/>
" dest="8@" length="180"/>

<link ori dest="2" length="188"/>
<link ori dest="8" length="188"/>
<link ori dest="2" length="188"/>

<link orig="2" dest="1" length="100"/>
<flayer>
<layer id="control” channels="32" link_rate_unit="gbit" link_rate_value="1"»
"1800" pos_x="50" pos_y="400" node_color="#FFFFFF" type="CoreNode" strategy="JET"/>
" "250" pos_y="480" node color="#FFFFFF" type="CoreNode" strategy="JET"/>
"258" pos_y="250" node_color="#FFFFFF" type="CoreNode" strategy="JET"/>
"1801" length="108"/>
"1600" length="108"/>
"1802" length="108"/>
"1600" length="108"/>
"1002" length="108"/>
<link orig="1002" dest="1081" length="108"/>
</layer>
</main_description>
<graphical_data/>
</network>

Figure 19 — 3 node network configuration XML file
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3.5 Performance#nalysis

In this subsectioms presented thCentral Processor Unit (CP@nhd memory consumption in t
simulator. These tests were done irAMD® Phenorf Il X4 945 processowith 4 GB of RAM in
a Microsoff Windows$’ 7 64 bitoperating SystenThe simulations were done with 1000teps of
the simulator, with two differerdlgorithms: 1) Shortest Path and 2SKertest Pa (with K=2) on
two different networks: 1§5erman5 Fig. 20 and 2) NSFNET Fig. 2In the Table 1 we can see

main specifications of the networ

Figure 20 — German 50 network topology
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Figure 21 — NFSNET network topology

Number of Number of Data Number of
Name Nodes Links Control Links
NSFNet 14 42 42
GERMANS50 50 176 176

Table 1 — Network Specifications

CPU Consumption

The CPU consumption over the tii is presented in Fig. 22 and 23. Thleortest Path algoritt is

used irthe two different networl.
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Figure 22 — CPU load in NFSNet with SP
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German 50 CPU Load SP
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Figure 23 — CPU load in Germa50 with SP

In these two figures it is shown that the simulaiscillates near 25% of the CPU load, which is
good because if the system has enough memory #recas run simulations in parallel to save
time. Another thing that is noticeable is that gwaulation time of German50 network is longer
than the NFSNet, German50 toke 23 hours and 13tesrand NFSNet only toke 13 minutes. This
fact can be explained because there are 3.5 tinm#e pnonnections and 26 more nodes in the
German50. So, the simulator has to make much nalcellations per node, making it much more
time consuming. However this simulation proves thatsimulator only uses a quarter of the CPU
load, even when the simulations are very time comsg. So one conclusion made is that the
simulator does not use more CPU load when the atmoulk are long. In appendix D is shown the

graphics for the K-SP simulations.
Memory Consumption

Figure 24 and Fig. 25 it is presented the resdlts@mory consumption in the two networks using
the Shortest Path Algorithm and with a Burst Ldst@".
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Figure 24 it is shown that the graphic curve is stable, as it has a lot of peaks. This happens
because the Java Garbage Collector cleans the mewithrout us giving that command, as
expected in Java programming. However, the simuldt®sn’'t go above the 45 megabytes of

memory used, which for a program developed in Javary low memory usage.

Nevertheless, in Fig.25 it is shown that the memusgge increases when the number of nodes also
increases. This is normal, because there are namtesnlinks and classes loaded in the memory.
Thus, an average of 250 megabytes of memory usagbserved in the German50 network. The
curiosity of Fig.25 is that the Garbage Collectcleaning less and less the memory over the time.
In this case, the garbage collector cannot clearotiects from the memory because there aren’t
any objects being discarded, i.e. all objects aradhused in the simulation. So it can be concluded
that the memory usage of the simulator is low,ngkn account that is programmed in Java. Also
that, in this case, the Garbage Collector is devhgt is supposed to do, cleaning the unnecessary
objects from the memory. In the appendix D it iswsh the graphics for the BLP = 1@sing both

the SP and the K-SP algorithms.

Network | Algorithm BLP Load Steps  Simulation Time Max MEM Used Min MEM used

NFSNet SP 0,0001 0,5| 10000 0:08:00 40 9
NFSNet SP 0,0001 0,8| 10000 0:13:21 44 13
NFSNet SP 0,001 0,5| 10000 0:08:03 41 10
NFSNet SP 0,001 0,8| 10000 0:13:45 45 11
NFSNet K-SP 0,0001 0,5| 10000 0:08:04 41 11
NFSNet K-SP 0,0001 0,8| 10000 0:12:13 49 15
NFSNet K-SP 0,001 0,5| 10000 0:09:13 40 10
NFSNet K-SP 0,001 0,8| 10000 0:12:45 47 12
German50 | SP 0,0001 0,5| 10000 13:21:29 260 33
German50 | SP 0,0001 0,8| 10000 18:43:35 260 40
German50 | SP 0,001 0,5| 10000 24:30:01 260 5
German50 | SP 0,001 0,8| 10000 17:06:51 254 38
German50 | K-SP 0,0001 0,5| 10000 26:02:00 250 4
German50 | K-SP 0,0001 0,8| 10000 20:23:56 255 19
German50 | K-SP 0,001 0,5| 10000 32:11:50 259 17
German50 | K-SP 0,001 0,8| 10000 25:37:05 260 20

Table 2 — Table of results of the simulations
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In Table 2, the summary of the performance resflthe simulations is shown. It can see that the
memory usage is similar in all the simulations maleo it is shown that the K-SP algorithm is

generally more time consuming in the German50 nétwihis happens because K-SP algorithm
has to do more calculations than the SP to dispattiurst. This is not noticeable in the NFS

network because it has fewer connections betweendbes, therefore doing fewer calculations.

3.6 Related Work

In this section, it is described some OBS-relatedl @GMPLS-related simulators, namely 1) OBS-ns
[35], 2) NCTUns [34] and 3) OBS model for OMNeT+22] and 4) GLASS [11].

OBS-ns

The OBS-ns simulator is an extension of the Netw®irkulator 2 (ns-2) simulator. OBS-ns is an
event-driven simulator that is built on ns-2. Bexmof this, it is still necessary to write a scopt
OTcl to specify all the parameters in the netwditkis simulator introduced some extensions to the

script to implement the following features:
- Fiber-Delay-Lines (FDL);
- The size of the Burst Header Packet (BHP);
- Burst Control Packet (BCP);
- Timeout specifications.

The simulation output is organized in statistiediland trace files that can be read with any text
editor. One of the pros of this simulator is thieroperability between a Nam animator [40] that can

read the output files and create an animated GtHeohetwork state.
The cons are:

- All the code was written in C++, this adds comptigXor developers and users that want to

install it.

- The study in [41] was unable to ascertain whatetyyf resource reservation was

implemented in it.
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There is no information whatsoever regarding thesimlity of GMPLS or any CP being deployed.
NCTUns

The NCTUns is a more mature simulator, since risversion 4.0. It was implemented to be a
simulator and an emulator of different kinds ofwatks. The OBS network is supported by

different modules that are included in the simulaitie user can specify the behavior of the nodes,
burst assembly, wavelength channel and conversmntrol packet processing time and contending

burst algorithm.

Another pro of this simulator is the GUI that allewhe user to construct and configure his/her
models. The GUI can also do an animation of th&gtacansfer which is very useful for the user to
see what his/her work is doing in a more user fdigmway.

The cons are:
-Being written in C++;
-Being difficult to install in a machine [41];

-There is only one Reservation Scheme (JET), saslee cannot see the difference in the

performance between two different reservation sa@sem

However the GUI and the adaptability make it a goool to make some experiences in OBS

networks.
OBS model for OMNeT++

As the authors say in [22], OMNet++ is not a siniay itself, but more of a framework with
tools to make any kind of simulator, in their caseOBS simulator. The structure of the simulator is
explained in [22], but it basically consists of tiypes of nodes: 1) the Edge node that is based on
the Router module of OMNet++ and has to assemblgiuteoto convert packets in to bursts and
disassemble modules to do the opposite task. 2Hine node basically is only responsible for the

routing of the packets in an optical way betweengbnder and the receiver.

The simulator is made up of modules, this is whyetty interesting because other modules can be
implemented almost effortlessly. In our point oéwithis is a very interesting characteristic o§thi

simulator, it is also highlighted that the user camfigure each node separately, this enables the
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simulation of different network configurations.
The drawbacks of this simulator are:

- It only has implemented JET for resource reseswatilespite of this the authors claim that

JIT can be easily introduced in the simulator.

- The forwarding table is static, i.e. the routisglone always on the same fiber and does not

take to account the conditioning of the network;
- Itwas implemented in C++.

Finally it should be stated that the simulator usesproposal made by [19] that uses labels to the

forwarding of the bursts.
GMPLS Lightwave Agile Switching Simulator

The GLASS (GMPLS Lightwave Agile Switching Simulgtdvas been developed to support the
R&D work in the field of Next Generation Interndi@l) networking with GMPLS-based WDM
optical network and Internet traffic engineeringhwDiffServ-over-MPLS [11]. The GLASS was

implemented on the Scalable Simulation Framewo8&342].

SSF framework was implemented to be a discrete tesinulation platform. It provides an
interface for programmers to create simulators dimgi the problems of threads and
synchronization. Also SSF provides a tool, usedsItASS, which is called SSFNet [42]. This
makes tools available for network simulation to ggeonmers, i.e. allows the programmer
implement to protocols like IP, TCP, OSPF and atlwrt of the box. Despite the fact that SSF has
an implementation of OSPF, it had to be upgrade®liASS because SSF only supports static
OSPF and does not support Traffic Engineering (f&ures. For this reason, in GLASS the
algorithm was upgraded to handle TE, also othesrdlgns were developed from scratch to handle

the features documented in [11]:

1) Differentiated service (DiffServ): This has thbility to differentiate the process of a
packet that arrives in the router, i.e. dependingttee type of packet the processing is a
different processing. GLASS defined 4 categoriestraffic and processes the packets

depending on the category, so the packets can égeduight away, buffered (giving space
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to more priority packet) or in the worst case scenaropped;

2) Per hop behavior (PHB): Because the essenc®éflS is that every node has to decide
for itself what it is supposed to do. So the Difiswgether with the PHB algorithm decides
what the destiny of the packet is queue, buffetropped;

3) GMPLS-TE: In GLASS two signaling protocols wemplement the Constraint-based
Routing Label Distribution (CR-LDP) and the RSVP-T& [11] doesn’t explain how these
protocols are implemented, only that the Type-Lbaddlue (TLV) has many different types
of metrics. For the MPLS routing part, it was omypdified the OSPF of SSFNet to OSPF-

TE as mentioned early;
4) MPLA in OAM for performance monitoring and fauéstoration.

5) and GMPLS-based signaling for WDM optical netkydink/node failure model and fast

restoration from link or node failure.

GLASS also has LMP which supports the control dehmanagement, link property correlation
and link connectivity verification. The LMP estafles and maintains the control channels
connectivity between neighboring nodes by exchangiello protocol packets for fast keep-alive,
control channel availability and status monitorifigis feature is still not supported in JA(G)OBS.
Also an important aspect of this simulator is theywhe data is inserted in the simulator, it uses
Domain Modeling Language (DML) which is a standafdiata files. Also in the last versions of
GLASS a GUI was included, with this GUI networksidze built effortlessly, which in my point of
view, is a plus. This fact allied output files rgadut of the box, for Microsoft Excel or OpenO#ic

Calc makes it a very good I/O of data in the siarlavhen compared with the other simulators.
The only problem in GLASS is the following:

1) The project seems to be abandoned. Since it ofifyviorks in Java 1.4 and with some
changes in the code works on 1.5. This is a bigplpro because at this time Java 7(1.7)
is almost ready and the simulator users must krmwto do Java programming to make

these changes.

In summary GLASS is a very good simulator for GMRLSVDM because it is easy to use and has

almost every tool needed.
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Chapter IV - Conclusion

This thesis discusses the interoperability betw&8PLS and OBS control plane. It presents the

two technologies separately and the challengedandfits of putting the two working together.

However, this thesis gives more focus on GMPLSinguélgorithm (OSPF-TE), since it was the
main contribution made to JA(G)OBS.

Regarding the simulator, it was shown how LSUs mgss from OSPF-TE were successfully
implemented and also how JA(G)OBS is a versatiteutor due to its modularity. In addition, the
implementation of the PCE, was also done whichwadlb us to simulate two different policies

(distributed and centralized path computationhm$ame simulator.

A series of performance tests were also presestemnlying that JA(G)OBS can cope with various
network sizes (in terms of nodes and links) withasing a large amount of computational

resources, as shown in Chapter Ill (Performancdyais).

As such, it is concluded that JA(G)OBS is a rolarst viable tool that can handle a GMPLS-OBS
network without much effort, making it a good cheior this kind of network. Other conclusion
that was made is that GMPLS-OBS is a good solutorthe current and future networks, since it

accomplishes the necessary requirements for a netwo

Despite of being a robust and reliable simulatd(G@)OBS is still not finished. Our goal was not to
make all features operable right away, but insteatte a reliable simulator with fewer features.

Regarding future work, the simulator will benefithe following key features are implemented:

1. Implementation of the remaining four OSPF-TE paskeamely Hello packet, Database
Description packet, Link State Request and LinkeSfecknowledgment packet. This will
add more features to the simulator that aren’t stpg in the current version and could be

interesting to study the full behavior of OSPF-TEhis architecture.

2. Implementation of a Pareto distribution [43], [4dgorithm. This will make the traffic in
the simulator bursty-based inside the network ange @ different approach to the

simulations based on the Engset probability of estign formula [52], [53].
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Appendixes

A — Types of Packets in OSPF

A.l. Hello Packet

Figure 26 illustrates the structure of the Hellokst and the name of each one of the fields.

When a hello packet is received, the node has lidata the Network Maskiellolnterval and
RouterDeadIntervalbefore the actual processing of the packet, ohlthis fields match those
previously agreed is the packet accepted. In dasgacket is not rejected, the rest of the packet
will be examined to see if there is any updateh@ninformation in comparison for one that is in the
list. In case there is an update, the informatidlh e stored in the database and sent to the other
adjacent nodes, this will readjust the timer tlsatonnected to receiving/sending of hello packet.
The figure 26 shows the configuration of the Hegdlcket. This packet isn't implemented in the
simulator because it is assumed that the networklresady connected and there are no nodes

connecting when the network is operating. In aritmork this feature can be implemented.

3;234567896;23456789%;234567892;
| version # I i Packet length |
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ Router 1D
**************************** Area 10 T
‘‘‘‘‘‘‘‘‘‘‘‘ Checksum 1 muwrype 1
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ Authentication
************************ Authentication 7y
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ Network Mask 1
—————————— HelloTnterval 1 options 1 Rer ®Bri 1

Figure 26 — Hello Packet [8]
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Description of the several message fields:

Message Field

Description

Version Field where the version of the packet is inserted.
This field is where the type of packets is beendnaitted, there are 5 types of OSPF
Type packets; 1(Hello), 2(Database description), 3(L9tkte Request), 4(Link State Update

and 5(Link State Acknowledgement).

~

Packet Length

The field where the total size of the packet i®ited, it makes sense to put the size o

the packet which can be variable, depending howhnmformation is putted in there.

f

Router ID The field where the ID of the node that createdpideket is introduced.
Area ID The area where the node belongs.
This field is where a checksum travels to guaratitaethe packet doesn’t have errors
Checksum produced by the transmission of the packet.
The field where the type of authentication is itesgr There are 3 types of values in thg
AuType authentication; O(without password), 1(plain teasgword) and 2(Message-Digest
algorithm 5 cipher).
Authentication | The field where the information to confirm the igtity of the packet is inserted.

Network mask

This field has the subnet mask of the advertisig® interface.

This field has the time interval that Hello packaist be sent. This interval is by defau

Hellolnterval in a broadcast network of 20 seconds.
Options This field has the type of extra capabilities ttiet node can perform.
Rir Pti This field has the priority for the node to becoaiBesignated Routeif this field is 0,

the router is not capable to becom@esignated Router.

This field has the number of seconds that if thighi®or node doesn'’t respond is

Deadlnterval considered out of the network down.The standard value in this field is 120 seconds in
a broadcast network.
This field has the ID of the node that is thesignated Routeif there isn’t one yet, the
Designated Router field should be 0.
Backup Designated This field has the ID of thBackup Designated Routehis field like the previous is O if
Router there is ndBackup Designated Routehosen yet.
Neight The Router IDs of all OSPF nodes from whom a vlidlo packet has been seen on the
eighbor

network.
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A.2. Database Description Packet

Figure 27 illustrates the structure of the datalskesription packet. When the packet is received it
will be associated with a node to see if it is edesed active or not, this process helps to discard
packets with old information. Considering that geeket is accepted, the fields I, M, MS, Options
and DD sequence number must be stored to be cothparkiture packets. This comparison is

made because the packet isn't immediately rejattedse fields are equal.

Once again this type of packet was not implemen$&dce the simulator was working on event
trigger, all the information was carried in Linka8 Update messages.

Since OSPF packets have the same 6 fields, andmbryexplained in the hello packet, it will not
be explained in further OSPF packets.

o 1 2 3

o 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 & 7 8 9 0 1 2 3 4 5 6 7 8 9 0
+—+—+—+—F——+—F—F—F—F—F—+—F—F—F—F—+—F—F—F—F—+—F—F—F—F—F+—+—+—+—+ —+
| Version # | 2 | Packel length |
H—+—t—F—t—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—+—F—F—F—F—+—+—+

+—t—F—+—F—F—F—F—F—F—F—F—+—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—+—F—F—+—+
| Checksum | AuTvype |

=ntic =
+—4+—+—F—+—+—F—+—F—F—+—F—F—+—F—+—F—F—+—F—F—F—F—+—F—F —F+—F —+—+ —F —+—+
|
+

+—+—F—F—+—F—F—F—F—+—F—F—+—F—F—F—F—+—F—F—F—F —+—F—F—F—F—F—F —F —+—+—
| Interface MTU | Options OO0 1010I T IM|IMS
+—+—+—F+—+—+—F—+—F—+—+—+—+—F—F—F+——F+—+—+—F—+—+—+—+ -+ —+—+—+

| DD seguence number
+—+—+—F—+—+—F—+—F—+—F—F—+—F—F—F+—F—+—F—F—F—F—+—F—F—+—F— b —+—+—+—+—+
| |

+— —+
| |
+— An LSA Header -+
| |
+— —+

| |
r— —
| |
+—4+—+—F—+—+—F—+—F—F—+—F—F—+—F—+—F—F—+—F—F—F—F—+—F—F —F+—F —+—+ —F —+—+
| .- I

Figure 27 — Database Description Packet [8]
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Description of the several message fields:

Interface MTU This field contains the size (indhithat the packet could have.

Options This field has the same purpose as thémothe Hello packet, to announce extra
capabilities in the node.

I This field has the information about the sequenfcéne packaging. If the packet is the first
of a sequence, the field has the number 1.

M This field lets the receiving node know if thenee anymore packets of this sequence of
Database Description after this one. The field &hbe 1 if there are more packets for the
announce sequence.

MS This bit indicates if the sending node is thasterin this connection.
DD sequence This field is used to sequence the collection afabase packets. The initial value should
number be unique. The sequence number then incrementsihtilthe complete database

description has been used to sequence the colteatibBD packets. The initial value
should be unique. The sequence number then inctsrbgri until the complete databas|
description has been sent.

[¢)

LSA Header This field has tHimk state Advertiseme(iLSA) header, which is where the information
about the connections is stored. This topic wilfir¢her explained in other topics.

A.3. Link State Request Packet

The LSR is sent having a specific piece of the databasé,is more efficient than having to send
the all database once again. When the neighboomesp the packet may not contain all the LSA
that are needed, in this case the node will upthedist of requests and send another {,SRe
cycle will continue in intervals of Rxmtintervaluntil all LSA in the list are updated and removed
of the list. The Fig. 28 illustrates the structofehe links state request packet. This type okpac

is defined by the LS checksum, LS age and LS seguenmber although these fields are not
specified in the Link State Request Packet it3die router may receive even more recent instances
in response. [8]. When a node receives a4, 8Ruvill process the packet and see what the itaite

agreement (LSA) or LSAs that has been requestedsand them on a link state update packet

3Rxmtinterva | - The number of seconds between L&ransmissions, for adjacencies belonging to therface. Also

used when retransmitting Database Description amid $tate Request Packets.[8]
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(LSU). The packet should not be put on the retrassion list, if the connection fails this LSRill
not be sent again, the neighbor will ask agairtHerLSA if it didn’t get it from another node. lie
node that requested the LSA doesn’t have it ondtitabase it should produce a BadLSRaud

restart the adjacency again for a full share orddtabase once again.

Once more this type of packet wasn’'t implementechbse of the same reasons of the Database
Description Message.

Q 1 2 3
01 2 3 4 5 6 7 8 9 0 1 2 3 456 7 8 9 01 2 3 456 78 9 0 1
-+ —+—-+—-+—+—-+—+—F+—4—F+—+—+—+—F—F—F+—F—+—+—+—F+—F+—+—+—+—F+—+—+—F—+—+—+
Version # | 3 | Packet length
—-—+—+—-—+—-—+—+—-—+—+—F—4+—+—+—+—+—F—F—F+—F+—+—+—+—F—F+—+—+—+—+—F+—+—F—+—+—+
Routexr ID
—+—4—-—+—+—+—-—+—+—F—+—+—+—+—+—F—F—F+—F+—+—+—+—F—F+—+—+—+—F+—F+—+—F—+—+—+
Area ID
—-—+—4+—-+—-4+—+—-+—+—+—+—+—+—t+—F+—+—F+—F+—F+—F+—+—F+—F+—+—+—+—t+—F+—+—F+—+—+—+—+
Checksum | AuTvype |
-+ —+—-+—-+—+—-+—+—F+—4—F+—+—+—+—F—F—F+—F—+—+—+—F—F+—F+—+—+—F+—F—+—F—+—+—+
Authentication
—-—+—-—+—-—+—-—+—+—-+—+—+—4+—+—+—+—+—F—F—F+—F—+—+—+—F—F+—+—+—+—+—+—+—F—+—+—+
Authentication
—+—4—-—+—-—+—+—+—+—F—+—+—+—+—+—F—F—F+—F+—+—+—+—F—F+—F+—+—+—F+—+—+—F—+—+—+
LS type I
—-—+—4+—-+—-4+—+—-+—+—+—+—+—+—t+—F+—+—F+—F+—F+—F+—+—F+—F+—+—+—+—t+—F+—+—F+—+—+—+—+
Link State ID I
-+ —+—-+—-+—+—-+—+—F+—4—F+—+—+—+—F—F—F+—F—+—+—+—F—F+—F+—+—+—F+—F—+—F—+—+—+
Advertising Router
—-—+—-—+—-—+—-—+—+—-+—+—+—4+—+—+—+—+—F—F—F+—F—+—+—+—F—F+—+—+—+—+—+—+—F—+—+—+

—f bt —t—t—+—+— ¢

Figure 28 — Link State Request Packet [8]

Description of the several message fields:

LS type This field has the type tifik state Advertisememéquested. Since there are 11 types of
LSAs, the packet must specify the type it is exipgcbecause each type of LSA carries

different types of information, this aspect will fugther explained better later on.

Link State ID This field identifies the routing dain that is being described. This parameter cae hav

five different options, to see each option cong]lt

Advertising Router| This field has the ID of the edtiat requested the information.

“ BadLSReq - A Link State Request has been recdoreah LSA not contained in the database. Thighteés an error

in the Database Exchange process. [8]
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A.4. Link State Update Packet

In the Fig. 2%hows the structure of the LSU
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Figure 29 — Link State Update Packet [8]

Description of the several message fields:

3

# LSAs

This field has the numberlofk state Advertisementrried by the packet.

LSAs

This field is where the information about tletwork is sent.

A.5. Link State Acknowledgement Packet

Description of the several message fields:
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Figure 30 — Link State Acknowledgment Packet [8]
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LSA Header

This field has the LSA header we wardaiofirm by sending this message.
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A.6. Link State Advertisement Packet

Figure 31 shows the Header of an LSA that is eguall LSAs, except those that who are opaque

which have some special field, as described earlier

0

0123456789 01234°5
e St R T s M s e
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1 2 3

6789 0123456782901
R e e e e R e
LS age | Options | LS type |
e St R e e T e e e e
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e e s s e At e e e el
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R s i Rttt e e e e e
LS seguence number |
t—t—t—F—F—F—F—F—F—F—t—t—F—F—F—F—F—F—t—+—+—+—+
length |
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Figure 31 — Link State Advertisement [8]

Description of the several message fields:

to
to

LS Age This field has the time in seconds whenltB& was originated. The field is very useful
confront two packets that have similar informatemd one is older than the other helpg
decide which LSA to discard.

Options This field specifies the options of the GSRat the node can support.

LS Type This field is very important because iivisere the link state is announced. There are ldsty
of LSA. Each LSA has its own separate advertisenype.

Link State 1D This field identifies the routing domain that isigpdescribed. This parameter can have fiv
different options, to see each option consult [8].

gi\lﬁ:rlsmg This field has the ID of the router where the paékeriginated.

LS Sequence | This field has the sequence number of the LSAfite is used to detect old or duplicated

number LSA. The router has to check this field to guarantet the LSA database is up to date.

LS Checksum

This field has the checksum of theardatof the LSA, except the LSA age.
The checksum is used to detect errors that carr @tthe transmission of the LSA. The
algorithm that is used on the LSA is the Fletcheiscksum.

Length

This field has the size of the LSA. The kbniield is important because the LSA can cont
a variable number of information, depending on tiipe of LSA and the number (¢
information that the LSA carries.

ain

=+
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A.6.1. Link State Advertisement — Type 1

This type of LSA is used when node announces itseither nodes that share the same metrics.

This type of LSA is flooded through the network.idtype of LSA was not implemented because it

was assumed that all nodes knew their neighbois.siimplification doesn’t affect our results.
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Figure 32 — Link State Advertisement- Type 1 [8]

The Fig. 32 represents a link State Agreement wheink state type value is 1, which means that

is a Router-LSA type.

Description of the several message fields:

\Y

This parameter is set to 1 means that is the@ntlpf a Virtual link.

E

This parameter is set to 1 when the router istmbary node. It means it is the point of entry
connections on an Autonomous System (AS).

of

B

This parameter is set to 1 when the router isrddr router that has an external connection
other network.

vith

# Links

This parameter has the number of links dieed in the LSA. This parameter is importd
because the number of links varies and the ro@edsito know how much information thereg
to compute.

ANt
is

Link ID

This parameter identifies where the linkasnnect. This value depends on the link typehéf
router is directly connected to the router thagjimdated the LSA the link ID will have the san

ID that is on the LSA header. If it's not the catbesn this parameter can have 4 values;

Neighboring router's Router ID; 2- IP address ofsigeated Router; 3- IP network/subrn
number; 4- Neighboring router’s Router ID.

—

ne

et

Link Data

This value depends on the link's Type field. Fonmections to stub networks, Link Data

specifies the network’s IP address mask. For unmuetb point-to-point connections,

it

specifies the interface’s MIB-lifindex value. For the other link types it specifies theiteo
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interface’s IP address. This latter piece of infation is needed during the routing table build

process, when calculating the IP address of thehmx [8]

Type This parameter describes the type of connethiat is described in the LSA, the parameter |can
have values between 1 and 4
1- Point-to-point connection to another router
2- Connection to a transit network
3- Connection to a stub network
4- Virtual link
#TOS This parameter has the TOs metrics given in a linthere is no addition of metrics in a link
this parameter is 0.
Metric This parameter has the cost of using the link.
A.6.2. Link State Advertisement — Type 2
The Fig. 33 represents a link State Agreement viherink state type value is 2, which means that

is a network-LSA type. This type of LSA is genedhfer every broadcast for an area that has more

than 2 routers. This network-LSA describes theermuthat are connected, including the Designated

Router which is the router that creates the LSAs Type of LSA wasn't implemented for the same

reasons mentioned in LSA-typel.

| Network Mask |
e T A s S S S s Sl S S s B e S S s S st S S
| Attached Router |
t—t—t—t—t—F—F—F—t—F—F—t—F—F—t—F—F—t—t—F—F—t—t—F—t—t—t—F—+—t—F—F+—+
|

Figure 33 — Link State Advertisement- Type 2 [8]

D
o

Network This field has the address mask for the networkhis case study it will be considered to b
mask because we don’t have an IP based network.

Attached This field has the ID of the routers that are dtéatto the network, keep in mind that the
Router Designated Router also has the ID in this list.
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B — JA(G)OBS output files

—====-lereption of a BESV meszage in node 1003 —---cememeemcme e e e e

-I

nit the RBouting Frocess: LE-TPdate M=g flooding

-=={Routing] LI-Update M=g messzage received at EMFLI node: 1000

M=g id:0

La=t hop:1003

m=g initial =ource: 1003

M=g arrival time: 353Z1.mcs

Elocod the meszage:
-»cranmmiss=ion toe 1001

-—-{Bouting] LE-Update Mg messzage received at GMEFLES node: 1001

M=g id:0

La=t hop:1003

m=g initial =ource: 1003

M=g arrival time: 353Z1.mcs

Elood the message:
-»tranmmiss=ion to 1000
-*tranmmiss=sion toe 1002

-=={Routing] LI-TUpdate M=g me=zage received at EMFLI node: 1004

M=g id:0

La=st hop: 1003

m=g initial =ource: 1003

M=g arrival time: 353Z1.mcs

Elood the message:
-¥tranmmission te 1002

-—-{Bouting] LE-Update Mg messzage received at GMEFLE node: 1000

M=g id:0

La=t hop:1001

m=g initial source: 1003
M=g arrival time: 35654.mcs
Message D->to discard!

-—-{Bouting] LE-Update Mg messzage received at GMEFLES node: 1001

M=g id:0

La=t hop:1000

m=g initial =ource: 1003
M=g arrival time: 35654.mcs
Me=sage D->to di=zcard!

-——-{Bouting] LE-Update M=zg meszage received at EMELS node: 1002

M=g id:0

La=t hop:1004

m=g initial =ource: 1003

M=g arrival time: 35654.mcs

Flood the message:
-*branmmission to 1001

——{Routing] L3-Update M=g message received at EMPLE node: 1002

M=g id:0

La=t hop:1001

m=g initial =ource:l003
M=g arrival time: 35654.mcs
Message D->to discard!

-=={Routing] LI-Update M=g me== received at GMELE node: 1001

M=g id:0

La=st hop:1002

m=g initial =ource: 1003
M=g arrival time: 35587.mcs
Message D->tbo discard!

Figure 34 — LSU flooding in JA(G)OBS unmodified
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—ZJignaling Message BHeceived at PCE node from GMPLS node:1004
Sending Path Confirmation M=sg btw 1004 and 1002
M=g id = O
irrival time: 14125 mes

-=Jignaling Message Hereived from PCE at GMPLIS node:1004
Tending Path Confirmation M=g to 1002
M=g id - @
irrival time: 12455.mecs

Beception of a PATH mes=rage in node 1002 ———-——--
-Zending a BESV message to: 1004

----- Beception of a RESV mes=sage in mode 1004 -——--——

-Init the BRouting Process: LE3-TPdate M=qg flooding
——-{Bouting] LE-Update M=g mess received at GMELE node: 1002

- M=g id:0

- La=t hop:l004

- m=g initial source: 1004

- M=g arrival time: 17702 mes

-tran=mission to 1001

===({Bouting] LI-Update M=g mess received at GMELY mode: 1003
- M=g id:D
- La=t hop:l004
- m=g initial source: 1004
- M=g arrival time: 17702 mes
-*tranmmi==ion to 1000
-¥transmission to 1001

——={Bouting] LI-Tpdate M=g me=s received at GMELE node: 1000
- M=g id:0
- La=t hop: 1003
- m=g initial scurce: 1004
- M=zg arrival time: 15125 . mcs
-rtransmiszsion to 1001

——={Bouting] LI-Tpdate M=g me=s received at GMELE mode: 1001
- M=g id:0
- Last hop: 1002
- m=g initial scurce: 1004
- M=zg arrival time: 15125 . mcs
-¥transmission to 1000
-*tran=mi=z=ion to 1003

-——-i{Bouting] LE-Update M=g message received at EMPLE node: 1001
- M=g id:0
- La=t hop:l003
- m=g initial source: 1004
- M=g arrival time: 18455 . mcs
- Mezsage 0->to discard!

——-i{Bouting] LE-Update M=g message received at EMPLE node: 1000
- M=g id:0
- La=t hop: 1001
- m=g initial source: 1004
- M=g arrival time: Z0455. mcs
- Mezsage 0->to discard!

===({Bouting] L3-Update M=sg message received at EMFLY node: 1001
- M=g id:D
- Las=t hop:l000
- m=g initial source: 1004
- M=g arrival time: Z0455. mcs
- Mezsage 0->to discard!

———{Routing) L3-TUpdate M=g message received at GMPLS node: 1003
- M=g id:0
- La=t hop: 1001
- m=g initial souwrce: 1004
- M=g arrival time: 157GZ mes
- Mezsage 0->to discard!

Figure 35 — JA(G)OBS output when PCE is active unntified
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C — Simulation Results

CPU results
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Figure 36 — CPU load in NFSNet with K-SP
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Figure 37 — CPU load in German50 with K-SP
It is noticeable that the behavior of the CPU ddesmange when we change from SP to K-SP
algorithm.
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Figure 38 — Memory Consumption in NFSNet with BLP=10* SP algorithm
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Figure 39 — Memory Consumption in NFSNet with BLP=10° K-SP algorithm
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Figure 41 — Memory Consumption in NFSNet with BLP=10* SP algorithm



2011

=103

JA(G)OBS Simulator

German Memory Usage K-SP BLP

o ® X
° o 0€:90:£0 s 9 9€:£0'T0
- © e Lo
g © 05:85:50 8 8 95:TT:00
o 3 8LTS0 m L 4 9T:9T:ET
_ 9b:Sb:€0 = _ 9€:02:2¢
€T:6€:20 S < SSYTTT
Mwuwmu% o m ST:62:0¢
97: : o
9E16TIET x Il o
SHQHNN E W it
. . i . .
roer e " 0 TTTH LT
& 0€:5%:9T
75'65:6T @ Q. e
0T:€5:8T = v 05 orst
o = — OT:vSvT
o 9C:LSET
9T:0v:9T @ 10 ()
ov: £ = o0 L 9P TOET
TTLTYT 5 n s
et 3 S LT:OT:TT
C . N
E0ET:TT = > LeTTor
eI 5 5 LS:8T:60
85:65'60 e £ crecso
97:€5:80 m Q ce9eLo
om0 g s 7S:0€:90
e o ZT:SEIS0
€T:6€:90 > - e
h25:e0 g = LEI6E 10
60:92:+0 9] & CTEVED
JeTi0 M_ = TT:8%:20
¥0:€1:20 N @ 0TS0
26:90°10 I 07:55:00
00:00:00 S 00:00:00
o o o o o o o iL 8 8 8 8 8 R °
S 888 8 R = S B R 88F
(quw) Aloway (aw)Atows

79

SP algorithm

K

Time

Memory Consumption in German50 with BLR: 10*

Figure 43
It is noticeable that the memory behavior doeshdange when we change from SP to K-SP

algorithm.
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List of Acronyms

BCP — Burst Control Packet

BE — Best Effort

BER — Bit Error Rate

BLP — Burst Lost Percentage

CP - Control Plane

CPU - Central Processor Unit

CR-LDP - Constraint-based Routing Label DistribatiRRrotocol
DiffServ - Differentiated service

DVR - Distance Vector Router

FDL — Fiber Delay Line

GLASS - GMPLS Lightwave Agile Switching Simulator
GMPLS — Generalized Multiprotocol Label Switching
GUI — Graphical User Interface

HP — High Priority

ICMP — Internet Control Message Protocol

IETF - Internet Engineering Task Force

IP — Internet Protocol

IS-IS — Intermediate System to Intermediate System
IS-IS-TE — Intermediate System to Intermediate &ystvith Traffic Engineering
JET — Just Enough Time

JIT — Just In Time

LMP — Link Management Protocol
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LSA — Link State Advertisement

LSP — Label Switched Path

LSR; — Link State Routing

LSR; — Link State Request

LSU- Link State Update

MILP — Mixed Integer Linear Programming
MPLS — Multiprotocol Label Switching

NGI - Next Generation Internet

O/E/O — Optical to Electric to Optical

OBS - Optical Burst Switching

OCS - Optical Circuit Switching

OPS — Optical Packet Switching

OSPF — Open Shortest Path First
OSPF-TE — Open Shortest Path First with Trafficikegring
PCE — Path Computation Element

PHB — Per Hop Behavior

QoS — Quality of Service

RAM — Random Access Memory

RIP — Routing Information Protocol
RSVP-TE — Resource Reservation Protocol with TedEfngineering
RTT — Round Trip Time

SDH — Synchronous Digital Hierarchy

SSF - Scalable Simulation Framework
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TCP — Transmission Control Protocol

TDM — Time Division Multiplexing

TE — Traffic Engineering

TLV- Time-Length-Value

UPC - Universitat Politecnica de Catalunya

UPC-CBA- Broadband Communication research group
\VoIP — Voice over Internet Protocol

WDM - Wavelength Division Multiplexing

XML - eXtensible Markup Language
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