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NOTATION AND ACRONYMS

Notation for matrices, vectors and scalars:

>

>

Vectors are written with bold font and lower casg.
Matrices are written with bold font and upper c4%g.

max(a,b) and min(a,b) denote the maximum and the minimum betwaemd

b respectively.

(a)” operator denotesiax(a,0 .

| a| is the floor function, that is, the largest intetgever thana.
| is the identity matrix

()" means the transpose operator.

()" means the conjugate transpose operator.

(A), is the element of matriA located in theith row and thejth column.

|| operator can be applied to scalars and matricéer\Vit is applied to scalars,

it means the modulus of that number, while whendperator is applied to a

matrix it means the determinant of that matrix.
A OB is the Kronecker product of matricesandB .

gsvd(A,B) is the generalized singular value decompositioA aind B .
eig(A,B) are the generalized eigenvectorstofand B..

A(a:b,c: d) is a sub-matrix obtained by selecting those elé¢snkrated from

the the ath row to the bth row and from thecth column to thedth column,



following the Matlab notationA(b,:) is the rowb of the matrixA and A(:,b)

is the columnb of the matrixA .

diag(.) is an operator that can be applied to vectorsairioes with a different

meaning. When it is applied to vectors, it retumsquare diagonal matrix

containing the values of the vector in its diag@hatliagp)). Otherwise, when

diag(.) is applied to a matrix, it returns the main diagjoof that matrix

(a=diag®)).
A™ is the inverse matrix of the square mathix such thatA™A = AA™ =1 .
A* is the Moore Penrose pseudo-inverse of the matrix

A" is the matrix whose spanned subspace is orthogorlaé subspace spanned

by the columns ofA, seespan(A) definition.

Notation for sets and subspaces

>

spar(A) is the subspace defined by all the linear comhinatof the columns

of A.

null(A) is the subspace defined by vectersuch thatAv =0.

span(A) O spafB) means thaspan(A) is contained inspar(B) . Consequently,
for a vectorv such thatvOspar(A), we can say Ospan(B) but the converse

does not hold.

span(A) n spalB) is the subspace defined by vectersuch thatvOspar(A)

and v Ospar(B).

spar(A) 0 spafB) is the subspace defined by vecterssuch thatv Ospan(A)

or vspar(B). Note that(spar{A) n spa(B))O0( spah)0 spgB)).



> rank(A) is denoted as the minimum among the column radktz row rank of
the matrixA . If nothing is stated, we assumank(A) as the column rank of the

matrix A .

> dim(S) is the cardinality of the se3.

Acronyms

Additive White Gaussian Noise
Broadcast Channel
Base Station
Cadambe and Jafar
Channel State Information at Transmitter side
Discrete Fourier Transform
Direction of Arrival
Degrees of Freedom
Frequency Division Multiplexing
Gou and Jafar
Geometric Mean
Generalized Singular Value Decomposition
independent and identically distributed
Interference Alignment
Interference Channel
Inter-symbol interference
Line of Sight
Multiple Access Channel
Multiple Input Multiple Output
Min-Rate
Mobile Station
Non Line of Sight

Orthogonal Frequency Division Multiplexing



Partial Zero Forcing

Razaviyayn, Lyubeznik and Luo

Single Input Single Output

Sum-rate

Time Division Multiplexing

Weighted sum-rate
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Resum

El sistemes de comunicacions mobils han experimegnéas avencos en els ultims
anys. D’enca que els primers sistemes cel-lulardetifonia mobil van apareixer, la
demanda per part dels usuaris s’ ha incrementatrarae molt elevat que, juntament amb
el fet que I’ ample de banda radioeléctric és hmits’ha de compartir, ha provocat que els
sistemes de comunicacio actuals hagin arribatualisgt. Per aquest motiu és necessaria la
investigacié de nous sistemes de transmissié sidasmés eficients per a poder cobrir
aquesta demanda. La investigacio i implementacagdests sistemes abarca diverses arees
de coneixement: des de I’ electronica utilitzadales antenes dels terminals fins als
protocols de transmissié de dades, dels quals defiven els estandards.

Aquest treball tracta sobre les transmissions ranltena i I' Us de repetidors en
xarxes cel-lulars. Un dels factors que limita langmissié en aquestes xarxes és la
interferéncia, que pot ser intra-cel-la quan éseeterminals de la mateixa cel-la i inter-
cel-la, quan és entre terminals de cel-les diferdter aquest motiu s’ estudiara el canal
interferent de 3 parells transmissor-receptor, ggeun model de canal que no esta
caracteritzat totalment. Donada la seva dificules de fa uns anys la majoria de treballs
en la matéeria han optat per estudiar el seu compernt a molt alta relacié senyal soroll
(SNR). En aquest context, una de les estratégieshgupres més forca és I' anomenada
interference alignment(alineacido d’ interferéncia). En aquest treball dissenyaran
precodificadors lineals en funcié del nombre d’emefs als terminals seguint aquesta
estratégia i d’ altres. L’ objectiu és clar: abartiagestié de la interferencia i millorar la
recepcio dels senyals desitjats. Per fer-ho, esctaitzaran algunes propietats del canal
interferent graus de llibertat per a certes configuracions d’ antenes arribaasaltats que
fins ara només s’ havien mostrat com a cotes sugeri
Tot seguit, es considerara un xarxa cel-lular salition cada cel-la contingui una estacio
base (BS), diversos repetidors (RS) i una grantigfaad’ estacions mobils (MS). Entenem
per estacio mobil qualsevol terminal que sigui caggmantenir una comunicacio sense fils
amb I' ample de banda corresponent i amb la pdsatbgue el terminal estigui en
moviment, bé sigui un teléfon mobil, un ordinadortptil, etc. La transmissié es divideix
en dos salts en els quals s’ envien missatges pde® de I’ estacidé base al repetidor i
seguidament, del repetidor a I' estacié mobil. iBtesna de comunicacions assumeix que
durant el primer salt totes les BSs transmetenlgmament i, per tant, podem modelar el
primer salt com un canal interferent. En generabdds terminals s’ instal-len en llocs

elevats i amb visio directa (LOS). En consequeneig,enllagos BS-RS presenten una

Vi
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elevada SNR, i per aquest motiu podrem aplicaresigltats obtinguts pel canal interferent.
Finalment, la duracié de cadascun d’ aquests dts s&i com la potencia transmesa per
cada estaci6 base es dissenyaran a traves denificplzid de recursos, tenint en compte I’
eficiencia espectral i criteris de justicia entsearis.

vii
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Resumen

Los sistemas de comunicaciones mdviles han expetade grandes avances en los
altimos afios. Desde que los primeros sistemasatekide telefonia moévil aparecieron, la
demanda por parte de los usuarios se ha increnzeatad ritmo muy elevado que, junto
con el hecho de que el ancho de banda radioel@asdimitado y se ha de compartir, ha
provocado que los sistemas de comunicacion acthalgsn llegado a su limite. Por este
motivo es necesaria la investigacion de nuevosreas$ de transmision inalambrica mas
eficientes para poder cubrir esta demanda. La figaeson e implementacion de estos
sistemas abarca varias areas de conocimiento: teesdectronica utilizada en las antenas
de los terminales hasta los protocolos de tranémide datos, de los cuales se derivan los
estandares.

Este trabajo trata sobre las transmisiones muléreny el uso de repetidores en
redes celulares. Uno de los factores que limitardgasmision en estas redes es la
interferencia, que puede ser intra-celda cuandenté® terminales de la misma celda e
inter-celda, cuando es entre terminales de celd@a®dtes. Por este motivo se estudiara el
canal interferente de 3 pares transmisor-recegte,es un modelo de canal que no esta
caracterizado totalmente. Dada su dificultad, désd® unos afios la mayoria de trabajos
en la materia han optado por estudiar su compagtatmia muy alta relacion sefial ruido
(SNR). En este contexto, una de las estrategiashguemado mas fuerza es la llamada
interference alignment(alineacion de interferencia). En este trabajo disefiaran
precodificadores lineales en funcion del nimeramtenas en los terminales siguiendo esta
estrategia y otras. El objetivo es claro: abordagdstion de la interferencia y mejorar la
recepcion de las sefiales deseados. Para ellaastecezaran algunas propiedades del canal
interferente @rados de libertajl para ciertas configuraciones de antenas llegaamdo
resultados que hasta ahora so6lo se habian moswatncotas superiores.

A continuacion, se considerara un red celular rsallio donde cada celda contenga una
estacion base (BS), varios repetidores (RS) y uaa cantidad de estaciones moviles (MS).
Entendemos por estacion movil cualquier terminaé gea capaz de mantener una
comunicacién inaldmbrica con el ancho de bandaespandiente y con la posibilidad de
gue el terminal esté en movimiento, bien sea w@faed movil, un ordenador portatil, etc.
La transmision se divide en dos saltos en los guenvian mensajes primero desde la
estacion base al repetidor y seguidamente, detidepen la estacion movil. El sistema de
comunicaciones asume que durante el primer saldastolas BS transmiten

simultdneamente, y por lo tanto podemos modelapreher salto como un canal

viii
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interferente. En general ambos terminales se arstah lugares elevados y con vision
directa (LOS). Asi pues, los enlaces BS-RS presenta elevada SNR, por lo que
podremos aplicar los resultados obtenidos pararelldnterferente. Finalmente, la duracion
de cada uno de estos dos saltos, asi como la Etesmasmitida por cada estacion base se
disefiaran a través de la planificacién de recuestisndo en cuenta la eficiencia espectral

y criterios de justicia entre usuarios.
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Abstract

Mobile communication systems have experienced grdasinces in recent years.
Since the first mobile cellular systems appeareel,demand from users has increased at a
very high rate and, together with the fact thatlihedwidth is limited and must be shared, it
has caused that existing communication systems haaehed their limit. As a
consequence, it is necessary to search for new eafficeent systems to meet this demand.
The research and implementation of these systechsdies several knowledge areas: from
electronics used in the terminals to the data tagsson protocols, which are derived in

standards.

This work deals with multi-antenna transmissiond #re use of relays in cellular
networks. One of the factors limiting the transnassin these networks is interference,
which can be intra-cell when it is between ternsnafl the same cell and inter-cell, when it
is between terminals of different cells. For theason we study the interference channel of
3 pairs transmitter-receiver, a channel model thahot fully characterized. Given the
difficulty, since recent years most works in theldihave chosen to study their behavior at
very high signal to noise ratio (SNR). In this eoxif one strategy that has become more
relevant is callednterference alignmentn this work, linear precoders are designed based
on the number of antennas at the terminals follgwims strategy and others. The goal is
clear: address the management of interference mpdove the reception of the desired
signals. In this regard, we characterize some ptiegeof the channel interferenade@rees
of freedon for certain configurations of antennas reachiegults so far only been shown
as upper bounds.

Next, a multi-hop cellular network is consideredend each cell contains a base station
(BS), several relay stations (RS) and a large nundfemobile stations (MS). We
understand a mobile station as any terminal belihg @ maintain wireless communication
with an appropriated bandwidth and the possibiiitybe in motion, either a cell phone,
laptop, etc. The transmission is divided into tvap$in which messages are sent first from
the BS to the RS, and last from the RS to the Mf& dommunications system assumes that
during the first hop all BSs transmit simultanegusind therefore we can model the first
hop as an interference channel. Likewise, in géreoth terminals are installed in high
places with line of sight (LOS). Thus, the BS-R&$ might have a high SNR, and hence

we can apply the results obtained for the interfeeechannel. Finally, the duration of each
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of these two hops and the power transmitted by é&8hs designed by means of the
resource allocation, taking into account the spéetficiency and fairness criteria between

users.

Xi
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1 INTRODUCTION

The wireless communications started with the fivkirse code transmission by
Guglielmo Marconi in 1895. However, until the mi@;Qvireless communications were
used only for broadcasting purposes such as rattiotelevision distribution. Those
networks allowed the users to receive informatiamfa given source but not to use the
reverse link. Last decades have witnessed a higlifggation of wireless services and
devices such as mobile communications, WiFi or lessiphones, as a consequence of
trying to satisfy the demand ahywhere and anytime service

In contrast to wired communications, wireless comitations present three
important drawbacksadio spectrum scarcifychannel impairmentandinterference
On the one hand, the wireless radio spectrum i€sckor example, the spectrum band
envisioned for the mobile communications is 400 MH3.5 GHz, but other services
work in some parts of the spectrum, such as thé&dDigerrestrial Television or WiFi,
using 470-862 MHz and 2 GHz, respectively. Thednaission coding strategy should
be efficient in terms of bandwidth occupied.

On the other hand, the wireless channel presemtesaechannel impairments, such as
multipath fading, shadowing, pathloss or interfeesfi].

One way to combat the channel impairments is bynsed diversity, improving
the reliability of the wireless communication syste The common attempts to get
benefits from diversity are by means of time ogtrency division multiplexing (TDM
and FDM) so as to transmitting the same signaluidfinodifferent channels. Likewise,
multiple antennas might be used for applying beamifog techniques based on the
direction of arrival (DOA) of the transmitted signavhen there is Channel State
Information at the Transmitter side (CSIT).

However, since mid-90s it is known that the usenatitiple antennas at the source and
the destination (multiple-input multiple-output, MO channel) allows increasing the
transmitted rate compared with the single-antenase.c Such gain is known as
multiplexing gain Telatar showed in [2] that the capacity of thenpto-point MIMO
channel increases linearly with the minimum numbgrtransmitting and receiving
antennas. Since then, researchers and scient@isdathe world have paid a lot of
attention to adapt all the developed theory of $imgle-input single-output (SISO)
channel to the MIMO case.
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The multi-user communications are commonly groupedifferent multi-user
channels depending on the interaction and theafollee different terminals involved in
the communication. Figure 1 depicts the principalltruser channels: Broadcast
channel (BC), Multiple Access channel (MAC) ancehfierence channel (IC),

BC MAC IC

N /IN LA

Figure 1: Channel classification. Broadcast Charivieltiple Access Channel and
K-user Interference Channel f& = 2. Solid lines represent intended

transmissions while dashed lines represent unietktrdnsmissions.

The BC models the downlink transmission in a calldommunication system, where
one transmitter, which is commonly a BS, sends peddent messages to multiple
destinations or MSs. The MAC can address the upiarksmissions in a cellular system
where multiple sources (MSs) send independent rgessa a single destination (BS).
These two channels have been widely characterinedglthe last three decades [3].
Finally, the IC, or more precisely theuser IC, models the scenario whdfesource-
destination pairs coexist in the same area, gangratterference one to each other. In
contrast to the BC and MAC, this channel is not plately characterized.

Finally, theX-channel, presented in Figure 2, models the sanatthere two sources
communicate with two destinations. In contrast be #C, here each source has
independent messages intended to the two destisafldat channel subsumes the BC,
MAC and IC.
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X-Channel

X

Figure 2: X channel

The capacity region of the IC is not known compigtbut it is possible to analyze its
degrees of freedowhen the SNR is arbitrarily high [9][10]. The degs of freedom
(DoF) can be seen as the maximum number of mestagssitted in one channel use,
and can be derived for all type of channels. Lilsmyisome strategies and precoding
schemes which are DoF-optimal for the X-channel lmarextended to the IC, such as
interference alignment [16] and zero-forcing prengd8].

The present work addresses the 3-user MIMO IC dmogi the following

contributions:

» Improve the degrees of freedom upper bound
» Design linear MIMO precoders for any antenna canfgjon
» Show that the obtained DoF innerbound meets the @dErbound for many

antenna configurations and hence, the DoF areliesstad.

Cellular networks can be described with the chammetlels depicted in Figure 1
and Figure 2. These networks are composed of nailtglls, each one with one BS and
MSs. Some results [3][4] showed that the introducif a new terminal, named relay,
could improve the performance of the system compatie channel impairments due
to the shadowing and path-loss provided on the BSliks. However, the application
of the relay-assisted transmission into practigatesms was constrained by the current
radio technology, which could not transmit and neeesimultaneously in the same
band. As a consequence, the RSs must operate fhlupdéx mode, which impacts
negatively on the theoretical improvements becafisiee use of relays and it discarded
for a long time the use of relays. In this regamtent results have been shown that
although relays are not operating in full-duplexdaothey could also improve the
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performance of cellular systems [5][6]. We consitlteg use of relays forwarding the
message. In this regard, the transmission is dividetwo hops. In the first hop, BSs
transmit messages to the RS whereas in the seagmdhe RS transmit the same

messages to the MS.

The contributions provided in this area are:

» Apply the linear transmit precoders derived for tAescenario in the first-hop of
a relay-assisted cellular network (RACN).

» Design the radio resource allocation considerirey rttaximization of different

criteria.

This work is organized as follows. Chapter 2 isegiew of the MIMO channel,
where some concepts that will be assumed nextxguiaired. Chapter 3 addresses the
analysis of the 3-user MIMO IC, providing upper hds for the DoF of the channel
and precoding schemes to approach them and, whienpibssible, to achieve these
upper bounds. Using the results of Chapter 3, ahicapion of these precoding schemes

for a RACN is presented in Chapter 4. Finally, dosions and future work are stated in
Chapter 5.
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2 MIMO CHANNEL

This chapter reviews the MIMO channel. In this megaection 2.1 presents the
channel model, introducing the structure of thegmaitted signal. Section 2.2 reviews
the mutual information of that channel and howah de approximated at high SNR.
Section 2.3 introduces how the MIMO transmit presmodan be optimized in order to
maximize the capacity in the low-medium SNR withximaum power constraint. This
is done by the water-filling algorithm. Section 2ldows how to model the transmission
through multiple channel uses, commonly known aeetextension. Later, in section
2.5 we introduce the reciprocity property of the M@ channels. Basically, it
summarizes that we can guarantee the obtained Miigacity when terminah is the
source and termind is the destination, remains the same if termBiahdA become
the source and the destination, respectively. Waldviike to emphasize that time
extension and reciprocity will be two important cepts employed for dealing with the
MIMO IC in chapter 3. Finally, section 2.6 addressige transmission through multiple
carriers using orthogonal frequency division mugxing (OFDM).

2.1 CHANNEL MODEL

The point-to-point MIMO channel is obtained wheruse and destination are
equipped withM and N antennas, respectively. Assuming a non-frequerdgctve

channel, the signal received at the destinati@hasacterized by:

y =Hs+n (2)
where yOCM is the received signal vectod OCM" is the channel matrix where
elementh;,i=1..N,j=1..M represents the channel gain between jtreantenna at
the transmitter and thah antenna at the receives{1C"* is the Gaussian transmitted

signal andnOC™* is the additive white Gaussian noise (AWGN) veetbthe receiver.

We assume all noise terms are independent andddiytdistributed (i.i.d) zero mean
complex Gaussian with power>. Moreover, the channel coefficients are constant
along the transmission time and perfect channeé stdormation at the transmitter

(CSIT) is assumed.

The transmitted signal is given by:
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s=VXx (2)
where vV OC"*denotes the transmit precoding matrix ardlC** becomes the

transmitted bitstream consisting df Gaussian complex symbols.

2.2 MIMO MUTUAL INFORMATION

Channel capacity is defined as the maximum amotimformation that can be
reliably transmitted over a communications chariBgl By the noisy-channel coding
theorem, the channel capacity of a given channéhaslimiting information rate (in
units of information per unit time) that can be iagled with arbitrarily small error
probability. For example, a channel capacityzobpg H: implies that the maximum
rate at which we can send information over the nkhand recover the information at
the output with a vanishingly low probability ofrer is z bpg H: Given the signal
model depicted in (1), the general formula for tmaitual information between
transmitter and receiver of the MIMO channel in/bizsis [2][3]:

| (x;y) =log, || + HRH"R}! (3)

where R, and R, are the covariance transmit matrix and the comadanoise matrix

respectively. The capacity is defined as the marinvalue of the mutual information
for a given channel:

C:msaxl(x;y): max Iog‘I+HRSH”R;l (4)

RS 'tr(R s)<P><max

where P, =tr(R,) denotes the sum of the diagonalR®f and is the total transmitted

S,max

power. When there is not available CSIT, the bestsimission strategy in terms of
mutual information becomes equal power allocatiengntenna [12], so the covariance

transmit matrix becomes

R - s,maxl 5
oYE ®)
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On the other hand, section 2.3 addresses the pn@pemission strategy when there is
CSIT. For simplicity, we assume AWGN and hence tbgariance noise matrix is

given by:

R,=0’l (6)

and the signal to noise ratio (SNR) is defined by,

p= -z (7)

Then, equation (3) becomes

|+ L2 1t
M

1 (x;y) =log, =log, (8)

2
n

Psmax H
| + ST Y
Mo

However, it is important to remark that all the maltinformation and capacity analysis
in this section could be done without the assumptib AWGN noise, considering an

equivalent channel which is given by,

H., =R.H (9)
where R;Y? is square root of the inverse of the noise caticelamatrix. The square root

of a matrix can be computed as setting its singuddwes equal to their square root. In
such a case, we could derive an expression Sitoilg).

In the following, we write the mutual informatios a function of the singular
values of the channel matrix. For this purpose, Ust define the singular value

decomposition (SVD) of matrixd as follows [13]:

H=TAS" (10)
where TOCY™ and SOC"™ are unitary matrices commonly denoted by the defi
the right singular vectors respectively andiC"" is a diagonal matrix containing the

singular vectorsA,i=1.rank(H) of H. From this result and using the identity

|l + AB| =|I +BA| it follows that (8) can be written as:
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rank(H) rank(H
P -
/I)ltrll(xy —g[nm Z Iogz(1+ﬁ/l. j—rank(H I|mlog2 Z Iogz( } (11)
The expression (11) for the mutual information teninterpreted as the sum of the

mutual information inrank(H) spatial channelsbeing 4* the channel gain of the

ithspatial channel. At the high SNR regime the mutudormation can be
approximated by [1]:

rank(H) rank(H

lim 1 (xy) =lim Zlogz(l+ﬁ/li2j=rank(H limlog, (o Z Iogz( ] (12)

pme P

where the second term does not depends on the BMRlefine themultiplexing gain
of the MIMO channel, which is generally referredat® thespatial degrees of freedom
(DoF) as:

d= IimM: rank(H) (13)

Notice that for a full-rank channel matrix tioF are equal tein(M,N), that
becomes the slope of the capacity curve whenpibited versusog, (o). Likewise, the

number of DoF can be interpreted as the number of spatial cherimetween the
transmitter and the receiver and thus, the numbeiymbols that can be transmitted
without interference.

As a consequence, fol <N one additional antenna at the transmitter incebgeone
the DoF and hence the slope of the curve, whefeaeiadditional antenna is placed on
the receiver the DoF remain the same and the gélibevobserved on the second term
of (12), i.e the offset of the curve [1]. Figurasl®ws how the mutual information grows

linearly with themin(M,N). For (M,N)=(4,4) the slope of the curve at high SNR is
the greatest, whereas f¢M,N)=(4,3) the offset of the curve is greater than the

(M,N)=(3,3 case.
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[zH/sdq] uonewlour jenin|p

25

10
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Figure 3: Mutual information in bps/Hz as a funatiaf log(SNR) for a MIMO channel

for 3 different pairM, N)
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2.3 MIMO CAPACITY: WATER-FILLING

The capacity of the MIMO Channel is obtained whesuaning CSIT. In such a
case, the precoding matrix is obtained as a restiltthe mutual information

maximization (4):

C=maxl(xyy)=_ max log|l +HRH"R}

Rs*tr(Rs)<meax
where the transmit correlation mattfik, is given by:
R,=VR V" (14)

where R, is the symbol correlation matrix. There atebitstreams with uncorrelated

and Gaussian symbols with variance equal to o gh
R, =E{xx"} = (15)
Let us assume the structure of matvixis designed as the product of two matrices:

Ja 0 .. o0

veup, x#=up,| 0 V% (16)

0 Ja

where UOC"* is a unitary matrix ancc”?0C* denotes a diagonal matrix whose

elementsg stand for the fractional power allocation at thke symbol, with the

following constraint:
241 (7)

In order to design matri¥ let us decompose the channel matrix using the SVD,

10
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H=TAS"
A

[y

s=[s, S| A= 9

0
0 A,
0O O
where S, 1C"* corresponds to the right singulars vectors astati® the highestl
eigenvalues oH , S,0C"™™ are the remainindVl —d right singular vectors ofi

A, 0C™ is a diagonal matrix containing singular valuesoagted to the right

singular vectors ir§;, while A, 0C""*""? contains the singular values associated to
the right singular vectors i6, Notice that here we assurhiM, but an alternating

formulation could be expressed for thieN case.

Therefore, assuming AWGN noise, the mutual inforomaimay be upper bounded as

follows:

I (x;y)=log, =log,|l + PTAS'UZU"SA"T" |=

|+ L HR H"
an

(19)

rank(H)
:Iogz‘l +,0AS“UZ:U”SA”‘:I092‘I +,0AI§SA”‘S ! Iogz(1+,0/1i2(lis)ﬁ)
i=1

Where( )ii denotes the element on tite row and theith column. This inequality is

satisfied with equality whemR_ is a diagonal matrix. Therefore, by selecting rtegrix

U equal to

u=s, (20)

the mutual information is maximized:

11
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st st
I+,0A{ L |uzu” [A{ ﬁD
SZ_ SZ

| (x;y)=log, |l + pPAS"UZU"SA" | =log,

A As! ] A (A
=log,|l +p| A,S) [SES!|A S| |=log,l+p| 0 |Z| 0| |= (21)
0 0 0

=log, |l + oA} AlE‘ =Zd:|ogz(1+ ,oAizqq)
i=1

where the maximum value af is given by:

d = rank(H) (22)

Once defined matriXJ (20), the power allocation over the different modd the
channel can be obtained as the solution of theviatig optimization problem shown in

(23), which maximizes the mutual information, (24)bject to a power constraint, (17):

d
mqax; log, ( 1+ ,0¢(/1i2)
stg= 0 (23)

d
D.a=1
i=1

The optimum relative power allocated at each chiamoele ¢ leads to the water-filling

solution [1]:

¢z=£y— : j (24)

Z('u_/l.g ] =1 (25)

The optimum solution is given by:

12
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1 141 1) .
=2+ === | i=1.d 26

N 1 181 1 ' x 1 11 1 ’
- 2 - ~ 2 — _ =
C_Zi:1 Ing{ler/“ [d +pdz/1k2 Alp Z 0%, | P4 d+,0 ZAkZ A2
=dlog, (p)+ Ed log, | A? ES Ed 1 1
2 2 i d /]kz .

i=1

where it can be observed that assuming CSIT doescrease the degrees of freedom
achieved.

In the Figure 4 we simulate the sa®e4channel matrix using water-filling and
equal power allocation:

Mutual information [bps/Hz]

1
0 0.5 1 1.5 2 25 3 35 4 4.5 5
10g,(SNR)

Figure 4: Mutual information in bps/Hz as a funatiaf log(SNR) with and wihout

assuming CSIT for the san8x 4channel matrix coefficients.

From the figure it can be seen that power allocatfouseful when the SNR is low.

When the SNR is sufficiently high, the mutual inf@tion achieved is the same. Table

13



’-:-h Iacam
k BON MIMO CAPACITY: WATER-FILLING

1 and Table 2 show the relative power of each nfodeach one of these two power

allocation techniques for some values of the SNR:

I I N
0.78 0.538 0.39
0.21 0.356 0.34
0 0.10 0.26

Table 1: Relative power allocation using waterisfdl algorithm
for SNR=0,5,10 dB

LS N A T R
0.33 0.33 0.33

0.33 0.33 0.33
0.33 0.33 0.33

Table 2: Relative power allocation using equal poai®cation
for SNR=0,5,10 dB

Hence, at medium and low SNR there might be sormescevhere capacity is achieved
using a number of spatial modes lower than thd tgrees of freedona . In such a

case, the power is distributed along the modes thighhighest channel gain and the
spatial modes with lowest channel gain are not .used example, when SNR=0 we
observe that no power has been allocated to mo#tBever, if the SNR is high, all

the modes are used an almost equally powered. A®ngequence, with power
limitation mutual information is not always maxirait if the degrees of freedom used

are maximized.

2.4 TIME-EXTENSION

When our transmission is carried out through a timnefrequency-selective
channel, it could be profitable to transmit ovedfetent time slot or frequency bands in

order to improve the diversity of the system. lelsa case, the power allocation over

14
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the different resources has to be optimized, ggttie water-filling solution. Since it is

equivalent to consider transmission by differerggérency bands or time slots, for
simplicity we consider only transmission along @iént time slots and we refer to that
option as time extension. The received signal avedime slots since an arbitrary time

instancet, is given by:

y(t) =H (t)s(t,) +n(to)

¥{h+=H(t+slty+ ) +n(to+ ) 08
y(t0+T—1)=H(t0+T—1)s(t0+T—:I)+n(t0+ T-19)
which can be rewritten in a matrix form as follows:
¥(to.T) =H (1. T)S(t, T) +1 (1. T) (29)
wherey(t,,T), 5(t,,T) andf(t, T) are:
y(t) s(to) n(t)
V(tO,T): y(to:'l'l) §(t0,T)= S(t0:+1) ﬁ(tO,T)z n(to:"'l) (30)

y(t, +T-1) s(t, +T-1) n(t,+T-1

and H (t,,T) is the time extension of the channel matikt), which is expressed as:

H(t,) 0 0
A(tT)=| H(t+1) . 31)
0 H(t, +T -1)

The extended channel model can be interpreted aemisg that each row block of

5(t,,T) is transmitted in different time-slots (or sub@rifrequency) and having in
general different channel matrices. For example sifjnal at thet, +1)th time instant

s(t, +1) travels through the channel mattik(t, +1) . If channel matrices are constant,

the extended channel matrix is expressed by:

15
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H(t)=H Ot
H 0 .. 0
_ 32
H(tO,T)=ITDH=(,) ) _ (32)
0 H

where [ is the Kronecker product.

Notice that when we apply the time extension, (20§ get an equivalent MIMO
channel matrix havin@N receiving antennas arfidM transmitting antennas. Therefore,
the waterfilling algorithm presented in section 2a&h be applied in order to get the
power allocation over the different channel usesvali as over the spatial channel

modes.

2.5 RECIPROCITY

Here we show that there is reciprocity of lineaeqading such that if transmit
and receive antennas are exchanged and equalioosdif interference and noise are
assumed at each side, the mutual information ishust. Consider a single user
transmission withM antennas at the transmitter and antennas at the receiver as

shown in Figure 5.

st v L om L w I

n—> o

Wi VT—T H' T—WI — X

Figure 5: Direct Channel and Reciprocal Channel

Transmitter uses th#l xd precoding matrixV , while receiver uses theéx N receiver

filter W . The input-ouput relationship of the direct chdnse

16
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Yo =WHVx+Wn, (33)
whereH is the Nx M channel matrixx is thed x1 AWGN transmitted bitstreamm,

is the Nx1 AWGN noise term at the transmit side and the dugpuhe direct channel

is denoted by, . Mutual information for the direct channel is ebjza

I (X;yp ) =log,

| +(WHV)R, (WHV)" R;! (34)

where the correlation matrix of the noise is gibgn

R, = E{(Wn)(wn)"} =WE{nn"} w" =wRr, W"
i _ (35)
R;:=(WaAw") l:%(WWH) '
Let us consider the SVD of matrw/ ,
W =ENF"

ww" =E(mm+ ) E" (36)

(ww")" =g (mm") e

where EOCY™?, mOC*™N and FOCMN. Remember thawW is a dx Nmatrix with

d <N and hence, there would be some singular valueal équzero. (36) might be
rewritten as follows:

[ w ]=E[m, OJF"
HH
ww* =[E][H, o]{ (;’}[E]zEHOH';EH (37)
H\? 2H
(ww")" =EngE
where M, 0C™. Additionally, we consider an arbitrary correlatidetween the
transmitted symbols. Since the correlation matsibsymmetric, the left and the right
singular vectors are the same [13] and hence, iz c&n be written as

R, =UzU" (38)

17
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whereU X OC™?. As a consequence, (34) can be rewritten as fstlow

| (xyo) =10g, |1 +(WHV)UZU* (WHV)" = (ww* )™

9|+

| +(WHV)UR,  E¥2820% (WHV)" = Em;E"
' g

n

=log,

=log,

| + p(HV)UEY2EH2uH (HV )" WHEH{)ZEHW‘ = (39)

| + p(HV)UEY2EH 20" (HV)" FO " g A F"

=log,

=log,

| +,0(HVUf:1’2)(HVUf:”2)H‘ -
=Iogz‘l +,0AA“‘

where A =(HV)UL"? and £ is a normalized channel matrix such thd) =1.

For the reciprocal channel, the input-output retahip is:

Yo =VTHWX+V T, ' (40)
where n, is the Nx1 AWGN noise term at the receive side and it has same
statistical properties as, . Thus, the mutual information of the reciprodahicnel can

be expressed as follows:

| (x;yg) =log, |l +(VTHTWT)R, (VTH'W )" R:
(41)
R, = E[(an)(an)”} =V'E{nn"}Vv =V'R, V' =V RV
Similarly to the direct channel, SVD can be appledbtain:
| (xys) =log, |l + p((WHV)"JUE2E* 20" ((WHV) )(VV) =
(42)

= Iogz‘l +pATA*‘
Using [B|=|B| for any matri@ and |l +AB|=|l +BA| for any matrices,B with
suitable dimensions, the mutual information of taeiprocal channel results equal to

the mutual information of the direct channel:

18
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| (x:yg)=log, |l + pATA’| = log,

|+ pATA") | =
( )|

(43)
=i, 1+ o) =g + A8 =1 xv,)

2.6 OFDM

This section reviews the orthogonal frequency dvisnultiplexing (OFDM)

scheme and extend this ideas to the MIMO case.
2.6.1 OFDM SISO

When the channel is time-varying or frequency seleove can multiplex the
data over time or frequency slots, i.e. TDM and FEDMorder to avoid bad channel
conditions. Hence, combating the channel varigbikind improving the system
throughput. However, inter-symbol interference (I&Imes up an additional drawback.
In this regard, OFDM removes that drawback by ussimpler transmitters and
receivers than in the FDM or TDM cases.

OFDM is a frequency-division multiplexing schemeilizéd as a digital

multicarrier modulation method. A set ¢, independent orthogonal subcarriers are

used to transmit data. A modulation with an alphaibé symbols is encoded on each

subcarrier, wherelog, M are the bits transmitted through each subcarriet. the

transmitted signal at theth time instant be:
s(nk = )gn@e , 0. N-1 (44)

where x is a complex symbol of the modulation alphableis the frame index and
Is the time index. From (44), notice that the doratof each frame iSN, samples.

Notice that (44) is the expression of a Discretearfer Transform (DFT). Conversely,
the demodulation could be done by using inverse DBFT) at the receiver side. The

OFDM system can be implemented as shown in Figure 6

19
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—* silot —* guard un
pro FFT [ ] P/S e band [ P L o D/a
. insertion

— s signal —s  pilot
; mapper - Insertion

channel

— *— — guard down
-—  P/s - | detection | - FFT 5/P f— band («— synchr. 1 converter [ A/D

fe—o l— —| removal

Figure 6: Block diagram of an OFDM system

Figure 7 shows the role of each index of the equalepicted in (44):

Symbols associated to the (k—1)th block ~ Symbols associated to the kth block

N

JV

<

Figure 7: Two frames of the OFDM system withoutliwyprefix

We assume that the channel remains the same dimengansmission of each frame.

Let the impulse response of the channel duringrdmesmission of théth frame be of

durationP samples, i.en(n, k) # 0,n=0...P- Twith 0<P< N,. The received signal is
given by:
V(n)=HnR* {nke enleY ba mk(s.mk (wy @9

m

where W(n) is the AWGN noise term and * is the convolutionemgior. The last

expression can be rewritten in matrix form as:

20
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Y =HgS tHs +wy

OFDM
" h©) O 0O 0 .. O]
h() 0 .. O
s(0,k)
h(P-2) 0 s(Lk) |,
h(P-1) 0
0 s(N, -1, K)
I o .. h(P-1) h(P-2) .. hQ) H.(.o_
0 hP-1) h(P-2) h@) ]
h(P-1) h(2)
s(0,k-1) W 0,K)
h(P-2)|| s(Lk-1) w1k |
h(P-1)
S(N-Lk-1)] | w(N-1)
0 0 o |
(46)

As a consequence, (46) shows that the receivedlsygncan be written in terms of the

desired received signall s, , the inter-symbol interference (ISH,s,_, and the noise

w, . In order to suppress the interference, OFDM uasegclic prefix strategy: the last

G symbols of the(k—l) th frame are the same as the last symbols ofktheframe.

The duration of the cyclic prefix must be greater the channel impulse response:

G=P

(47)

The next figure shows how the cyclic prefix is attuced:
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Symbols associated

to the (4-1)th block
Cyclic prefix

Symbols associated
/ to the A-th block

| 4 A i

[T ———
s =

1
|

e
i r

A K

Y
A
Y

N.

G-)l
1Y
0

Figure 8: Two frames of the OFDM system with cygrefix

where it can be seen that the last symbols oktheblock are repeated at the last of the

(k—l) th block. For simplicity, we assum® = P. As a consequence, (46) is simplified

as follows:
h© 0 .. 0 hP-1) h(P-2 .. h@]
h() h(P-1) .. h(2)
y(0,K) s(0,k) w(0,k)
y(Lk) | _[h(P-2) h(P-2)| s(1k) . w(1,k)
. | h(P-1) h(P-1)
y(N, -1,k) 0 s(N.-LK) | |w(N,-1K)
i o .. h(P-1) h(P-2) .. h@ H.(IO)_
y =Hs+w
(48)

where, for simplicity, we suppress the frame inlex

From (48), it follows thatH is a circulant matrix, i.e the rows are cyclicf&hof each
other. It turns out for those type of matrices tiet Fourier transform matrix becomes
an eigenvector matrix of the channel. Hence thawblacan be decomposed as,

H = FAF" (49)
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where Fis the Fourier transform matrix andFT, () is theP samples DFT operator.

Sinces is the DFT of the symbolg (44), the channel can be diagonalized computing
the IDFT of the received signal:

y=Hs+n=HFx+n

50
r=F"y=F"HFx+F"w=F"FAF"Fx+F"n=Ax+F"n (50)

Thus, each data symbol is transmitted through depgendent channel and all the ISl is

removed.

2.6.2 Extension of OFDM for MIMO channels

When a transmission through multiple carriers igpleyed, the formulation of
the received signal can be accommodated as a dhaxteasion (see section 2.4). In

such a case, the extended channel matrix can lienvas

H OFDM — .. (51)

where H, is a matrix which represents the MIMO channel mdtr the ith subcarrier.

In this regard, power allocation can be obtained tbg water-filling algorithm

considering that we have an equivalent MIMO chamfidNN, x MN, antennas, where

the channel matrix is block diagonal.
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3 INTERFERENCE CHANNEL

This chapter addresses the analysis of the 3-usgltOMvinterference channel. In
this regard, several concepts presented in Ch&pfer the MIMO Channel will be
used. First, section 3.1 reviews the charactedmatif the interference channel in the
literature and introduces the strategies usedhisr thannel. The channel model used
throughout this chapter will be introduced in seetB.2. In Section 3.3, we review and
improve the existinguterboundson the DoF of the 3-user MIMO IC, while in section
3.4 we proposes some schemesdrbounds Finally, the results of the entire chapter
are presented in section 3.5, where we will shaat fbr most antenna configurations,

our innerbounds achieve the outerbounds and hare&oF-optimal.

3.1 INTRODUCTION

Interference management is an important topic inyat®d by many scientists on
the last decade. While traditional methods, sucbrdsgonal transmissions (either on
time or frequency) have been implemented to avwdnterference, some recent results
point that simultaneous transmission of messagspoper design of transceivers and
receivers is a better transmission strategy. Iis tl@spect,zero-forcing (ZF) and
interference alignmen(lA) are the strategies to deal with interferervgieen linear
transmitters and receivers are envisioned. Whike ftrmer designs the precoding
matrices to suppress interference at unintendedivas [8], the later allows the
existence of interference at the unintended recgia the cost of allocating the desired
signals on a linearly independent spatial dimensidre key idea is that at each receiver
all the generated interference by unintended ssuoserlap in a common subspace.
Figure 9 illustrates an example of interferencgratient for the 3-user IC where each
user sends only one bitstream through one beamigrwector. Notice that for each
user the received signal vector differs from trens$mitted one due to rotations and
magnitude scaling caused by the corresponding ehamatrix. Figure 10 shows a

zoom of the second receiver dimensional space.
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Figure 9: Interference alignment example for thes8¢ IC with 3 antennas at each

transmitter and each receiver atié 1 for each user.

Figure 10: Details of the second receiver dimeraispace for the example of Figure 9.

As it can be seen in Figure 10, the desired redeveetor is linearly independent of the
other two interfering received vectors, which lie the XY plane of the 3D receiver
dimensional space. It is important to remark tm&¢rference alignment only requires
that the desired received vector has at least amapconent orthogonal to the
interference vectors, but it is not necessaryttiadesired received vector is orthogonal

to the interfering received vectors.
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Interference alignment concept was first introdubgdMaddah-Ali et al. in [9] for the
MIMO X channel [10][11]. As it has been mentionad Chapter 1, the MIMO X
channel subsumes the 2-user IC. A recent restieiMIMO X channel which is of our
interest is [14], where the generalized singulatu&zadecomposition (GSVD) is

introduced as a tool to meet the |IA constraints.

The MIMO IC capacity characterization is complexdastill remains an open-
problem, but its performance at high SNR regime lbarmodelled by means of the
degrees of freedom (DoF) of the channel. HoweVer,dctual DoF are not known in
general, but can be upperbounded byoaterboundon the degrees of freedom of the
channel.

One characterization of this outerbound was deflme#iost-Madsen and Nosratinia in
[15], where they derived that the DoF are uppemided byK/2 for the K-user IC with
single antenna nodes and constant channel coetica each node. The authors also
conjectured that the maximum DoF that could beeadd in aK-user SISO IC would
be 1.

Based on the Maddah-Ali et al. scheme, Cadambe Jafal extended interference
alignment from the X channel to tikeuser SISO IC with frequency-selective channels
in [16], showing thaK/2 DoF can be obtained, i.e “everyone gets half et Hence,
for frequency-selective channels the conjecturgli] was rejected and the DoF
became completely characterized. Likewise, for3heser MIMO IC with constant or
time-varying channel coefficients anill antennas at each node, they provide one
scheme able to g&M/2 DoF. They also derived an outerbound on the DoRheK-
user MIMO IC equal t&KM/2 and hence, foK=3 those achieved DoF becomes the
actual DoF for those channel configurations. Cadamanid Jafar scheme for the 3-user
MIMO IC with constant channel coefficients is rewved in this chapter in section
3.4.3.1.

However, the characterization of tHeuser SISO IC with constant channel coefficients
remained uncharacterized and the conjecture in {#&§ yet valid, leaving a gap
between the 1 DoF that could be achieved an&KtBeDoF which were the best upper
bound on the DoF of the channel. The latest advéorcthis channel was presented in
[17], where separating real and imaginary partghef channel allows achieving 1.2
DoF. This work definitely removed the conjecturgib] and contributed to narrow the

gap between the outerbound and the innerboundhi®channel.
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Motahari et. al employed results from Diophantippraximation in Number theory to
design the transmit precoders and meet the ingréer alignment conditions, [18].
There it was shown that interference can be aligraed on the properties of rationals
and irrationals. They showed that for almostkalliser real Gaussian IC fading with
constant channel coefficients/2 DoF can be achieved. From this result, they ex@dnd
their scheme to th&-user MIMO IC with M antennas at each node, showing that
KM/2 DoF could be achieved whether the channel hastamn®r time varying
coefficients. As a consequence, the outerboundretitrin [16] was achieved and the
DoF for this channel with constant channel coeffits became completely
characterized.

The MIMO IC with M antennas at each transmitter addantennas at each receiver
(MIMO M xN IC) was analyzed in [19], where outerbounds ameribounds on the
DoF are defined. Similarly, in [20] an outerboursd defined to address th€-user
asymmetric IC, that is, different number of antenah each transmitter-receiver pair.
The outerbounds presented in [19][20] are revieimezkction 3.3 and will be used as a
benchmark for our proposed strategies.

In this chapter, we analyze the 3-user IC with tamtschannel coefficients. First
we present the system model in section 3.2. Se&i8rreviews some outerbounds in
the literature and formulates one outerbound imipgpvthem. Innerbounds are
presented in section 3.4 and finally, comparisotwbeen our inner DoF and the outer
DoF is done in section 3.5.
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3.2 CHANNEL MODEL

We consider the 3-user MIMO interference channdl).(IThree source-

destination pairs coexist in the system, Whereptlrie(Mj,Nj) defines the number of

antennas at thejthsource and thejthdestination, respectively. Each source only
transmits messages to its associated destinattwnrdceived signal at thighreceiver

is described by

3

Yi =H VX + ) H V¥ +n (52)
i=1
i%]

where y; is the N, x1 received signal vector at thgh receiver, x; is the d; x1
Gaussian signal transmitted by th transmitter with uncorrelated components, is

the M, xd; precoding matrix of thgth transmitter,H; is the N, x M, channel matrix
from transmitteri to receiverj andn,; is the N, x1 additive white Gaussian noise
(AWGN) vector at thejth receiver. We assume all noise terms are i.i.d neean
complex Gaussian with unit variance. Moreover, ¢hannel coefficients are constant
along the transmission time and CSIT is assumetesdrotherwise stated, we assume a

symmetric antenna configuration and transmitteski@ams:

M,=M, N =N, d=d (53)

The signal model presented in (52) can be easthatga in order to accommodate those
cases where signal is transmitted through diffetiem# instances or frequency carriers,

as explained in section 2.4. In such a case, @2)e rewritten as:

H, (t,T)=1; OH, (54)
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whereV, is theM Txd T precoding matrix of thgth transmitter anc; is thed, T x1

Gaussian signal transmitted by the transmitter with uncorrelated components. In the

sequel, the time index will be suppressed in otdasimplify notation.

At the jth receiver, the received signg| is processed with a lineafT x N, T

receiver fiIterBJ. and decoding is done with , defined as:
p— p— ju— p— 3 ju— p—
Z;=D}y; =D;| H; Vi X +Z i YX +1) (55)

Notice that if interference is completely suppréessken we have an equivalent channel

equal toH,, =D H,V, . In such a case, the DoF would be:
d = ! k(D;H;V 56
=1 rank(D,A, V) (56)

following the results of the MIMO channel describi@dchapter 2. Notice that since
channel extension is employed, the DoF achievethbyextended system have to be
divided byT .

The sum DoF of the system is:

d, =d+d,+d (57)

Finally, notice that (56) allows the achieved DoFoe equal to a rational number. This

means that if we find any integer numbersuch thatd, T is an integer, thenl, DoF

can be achieved transmittingT bitstreams during channel uses.
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3.3 OUTERBOUNDS ON THE DOF

An outerboundor upperboundof a magnitude is a value which is greater than or
equal to the maximum value that this magnitude gah Throughout section 3.3,
outerbounds on the DoF for the 3-user MIMO IC Wit reviewed and improved,

formulating the results in Theorem 3.3.2-1
3.3.1 Introduction

From the above definition, it follows that an oleund is better than other if it
is the minimum between them. We say that an outerd@f a magnitude is tight when
it is equal to the maximum value that this magretwan get. As a consequence, an
upper bound value for the rate cannot be accegéekdeamaximum rate of that channel
if there is not one coding strategy achieving takie.

Although the capacity of the MIMO IC is still an@p problem, we can describe
the performance of that channel at the high SNRnegn terms of DoF (56). However,
in contrast to other channels, such as point-totpgiiMO, MIMO BC, MIMO MAC
where the DoF are known exactly, the DoF of the I@IMC can only be upper bounded
in general (outer DoF).

The MIMO IC with M antennas at each transmitter addantennas at each receiver
(MIMO M xN IC) was analyzed in [19], where outerbounds ameribounds on the
DoF were defined. Similarly, in [20] an outrebounds defined to address tKeuser
asymmetric IC, that is, different number of antenah each transmitter-receiver pair.
The outerbounds presented in [19], [20] are revikinghis section 3.3 and will be used

as a benchmark for our proposed strategies.

3.3.2 Outerbound improvement

In this section, we refine the outerbound on thé [Poovided in [19] and [20]

for the MIMO IC where sources are equipped wi1,,M,,M }=M antennas and
destinations wit{ N,, N,, N} = N. The outerbounds considered in this work chareeter

the sum DoF of a 3-user MIMO IC, assuming thatdhm DoF is equally divided over

the users. Let us introduce the following lemma:
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Lemma 3.3.2-1: Consider the 3-user MIMO IC wit(M,N) antennas at each

transmitter-receiver pair. Now consider the samanokl increasing the number of
antennas in any of the two sides. The outer DaRersecond case cannot be lower than

in the first case.

Proof: Since there are more antennas in the second ltaisert the first one, the outer
degrees of freedom cannot decrease and they hdeedbleast equal for the two cases.
Let us consider that we hawk DoF in the first case. Now consider that thosemmas

in the second case which are not available initsedase are disconnected. Hence, we
get the same antenna configuration than in thé dase, and by definitiod DoF can

be achieved.
The outerbound is formalized in the following thexor.

Theorem 3.3.2-1: For the 3-user MIMO IC wit(M,N) antennas at each transmitter-

receiver pair, the total number of degrees of foeeger user is upper bounded by:

M +N 5
1<sr<—
4 3
2min(M ,N) 5 .5
DoF = 3 3 (58)
max(M ,N)
2<r<3
3
min(M,N)  r=3
wherer :M_
min(M,N)
Proof. The proof is presented in Appendix A.
O

Figure 11 compares the degrees of freedom perackeeved by the single-user
MIMO channel and the outerbound on the DoF per dse&ned in this section for the 3-
user MIMO IC . Likewise, the outerbound on the Dxaffn for the 3-user MIMO IC is
also sketched. The DoF are obtained assuniirg4 antennas per destination as a

function of the transmitting antennalsl . It can be observed that each user loses DoF
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when he shares the channel with other users, buiutm DoF is better than the single-
user MIMO. Consequently, it is much more efficieot consider the IC than to

orthogonalize the users like in TDMA or FDMA tradital schemes.

10 T
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| | | | | | | |
| | | | | | | |
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| | | | | | | T
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Figure 11: Comparison of the single user MIMO amal 3-user MIMO IC forN =4,
DoF per user and DoF sum as a function of the aateat each transmitté .

Finally, Figure 12 and Figure 13 compares the twat@nd defined in Theorem 3.3.2-1

with the other outerbounds defined in [19] and [20§tice that the outerbound defined
in Theorem 3.3.2-is lower than or equal to any other.
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O =

outerbound RLL
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Figure 12 Outerbounds comparison for N

at each transmitte .
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Figure 13: Outerbounds comparison for N

at each transmitte .
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3.4 INNERBOUNDS ON THE DOF

This section presents the achievable degrees @ddra or innerbounds obtained
under different techniques, some of them originallyestigated in this work. It turns
out that the derived innerbounds meet the outerdd®untroduced in section 3.3 for
almost all antenna configurations, showing the roglity of our proposed technique
and thus providing the degrees of freedom of th#M®linterference channel, as the
slope of the mutual information at high SNR.

The techniques presented in this section are basedinear precoding using the
principles of linear algebra for both transmittewsd receivers. Concepts from linear
algebra such as null space or linear independereceised to design the transmitted
signal so as to reduce interference not only imseof signal power but also in terms of
the dimension of spanned interference space. srégard, we distinguish between two
strategies: ZF and IA. The first one tries to traitighe desired signals such that it does
not create interference to the unintended usersge \lie last one pursues to minimize
the dimension of the space spanned by the integesignals.

This section is organized as follows. Section 3willlstate the precoders design
problem for different transmission strategies. Nexsubsection 3.4.2 the ZF precoding
strategy will be analyzed. IA strategy is treatedsection 3.4.3. Subsection 3.4.3.1 is
devoted to review the Cadambe and Jafar (CJ) pieg@theme based on interference
alignment. This scheme works only for the samera@aleployment at the transmitter
and the receiverNl =N ). In this respect, a first attempt of interfereradignment is
done with the intersection space precoding in sulwse 3.4.3.2. A combination of
interference alignment and zero-forcing strategeegpresented in subsection 3.4.4,
although this strategy does not follow formally tkame interference alignment
principles considered in section 3.4.3. Using thme idea, subsection 3.4.5 introduces
the GSVD precoding,that in addition to use simwdtarsly ZF and IA, it also performs
partial ZF precoding, which is a combination of ARd IA. Finally, section 3.4.6
discusses the DoF optimization when asymmetricrauateleployment or deficient rank
channel matrices are considered. Hence, unlesswosigestated we assume full rank
channel matrices and the deficient case will bdyaed in this section.
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3.4.1 Problem statement

The schemes proposed on the sequel are desigmedento maximize the DoF
of the MIMO IC. This section presents the problemnfulation employed to design our
precoders. Let us review the system model presentsdction 3.2 for the processed

signal z, at the jth receiver:

3
2;=Dy; =D, | H; VX +> A, VX +]

Assuming we are able to suppress completely theived interference, the MIMO
interference channel becomes three parallel panpdint MIMO channels. In this
regard, section 3.2 showed that the DoF for eaghajrthese channels is defined by

iV ) . Let us assume we employ receive zero-forcing (df€ys to get

d, :%rank(ﬁjﬁ

rid of interference. In other words, we impose:

D, =P’ (59)
where P’ is ad;Tx NT receive ZF filter of thejth user. This receive filter implements
an orthogonal projection matrix projectiiyg onto the orthogonal subspace spanned by

interference at each receiver. It is given by,

I (60)
with B =[H,V, H, V], i,jk0{123 k#ji#]

where B, models the interference space at jthe destination. After processing the

received signal we get a signal free of interfeegnc
p— j— 3 p— p— p— p—
Z, =P’ A, VX +> H VX + |=P"H VX +P7W (61)

The transmit precoders are designed in order tammza& the sum DoF, which

can be formulated as a solution of the followingmpation problem,
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3
max lrank(PjDH Y )
V;,V,, Vs T = T (62)
StPUH,V, =0, jkO{ 1,23 Kk# ]

The problem in (62) has to be solvedand the precoding matrices by an entity that

collects all MIMO channel$d « Involved However, we would not know if the achidve

DoF are the optimum solution of the problem, tkaoF-optimal.

Our strategy, which is based in the strategy foldy Guo and Jafar in [19], will be to
assume that the outerbound is tight and then, d@ssgich that this outerbound is equal
to an integer number. Therefore, the problem siieplito design onlyhe precoding
matrices, which will be designed following diffetestrategies, presented throughout
the rest of the section 3.4.

We assume ZF receiving filters without knowinghéy are the optimum option for the
receivers. This is because the degrees of freedenolztained analytically when the
interference is completely suppressed. With thmitétion, we will assume the
maximum degrees of freedom can be achieved.

We do not consider channel extension so as to gympbtation, unless needed.
Moreover, in general we will assume that the nundféransmit antennas is at least the
number of receive antennas (with certain particigsr for each scheme), while the

opposite case is included by the reciprocity prigpgeen in section 2.5.
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3.4.2 Zero Forcing precoding

The ZF precoding strategy consists on designingptieeoding matrices so as
not to generate interference at the unintendediverse A general framework is
described for the MIMO BC in where the precodingtnraassociated to each user
steers nulls in the directions of other users. S&me principle can be extended to the

MIMO IC. In this regard, the transmit precoding meags V; must satisfy the following

conditions,
H H H
{ Zl}vl =0 [ 12}v2 =0 [ 13}v3 =0 (63)

As a consequence/,, V, andV, are chosen as:

o] vemnall )] vema32) e

where null (A) is a basis that spans the null space of mAtrix

Lemma 3.4.2-ktates the DoF achieved by ZF precoding:

Lemma 3.4.2-1: For the 3-user MIMO IC with constant channel dicednts, (M,N)

antennas at each pair transmitter-receiver Witt» N , the following DoF per user can

be achieved by ZF precoding:

DoF,, =min((M -2N)",N] (65)
where(a)” =max(0,a)

Proof. Since channels areNxM matrices whose elements are chosen from a

continuous distribution, theN x M block matrices defined in (63) are assumed to be

+

full rank and they have null spaces of dimensivn-2N)
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Consequently, whenM >2N each user can transmitl —-2N messages without
generating interference to unintended users. Howeugce a receiver withN antennas
can at most decod® messages, the DoF achieved by ZF precoding caxpfressed
as in (65).
Finally, notice that this scheme can only be usedf >2N.

O
Theorem 3.4.2-1: The 3-user MIMO IC withi{l, N) antennas at each pair transmitter-

receiver hasN degrees of freedom ¥ >3N .

Proof: The proof is obtained by verifying that the achl@eaDoF presented ibemma
3.4.2-1 are equal to the outerbound shown in Tme@&ea.2-1 forM >3N.
O
Lemma 3.4.2-hows that ZF precoding can only be used whern 2N and it
follows from Theorem 3.4.2-1 that it achieves tlogalt degrees of freedom when
M >3N. In the next section we present the IA precodingjctvhis an alternate
precoding strategy that tries to solve the probier(62) achieving the maximum DoF

for any pair(M,N).

3.4.3 Interference Alignment precoding

In contrast to the previous section where the fatence is avoided, here the IA
precoding is designed taking into account the erce of the interference and desired
signals subject to certain conditions. The apprazdhterference alignment is to align
the generated interference from unintended tramsrgiinto a common space at the
receiver side, being the dimension of this spaceaa| as possible. This interference is

then suppressed using the receive zero-forcirgy #it (60).
Hence, the transmit precoder is designed following two directions. In the fipdace,

we want to minimize the dimension of the space spdrby the generated interference
at each receiver. In this regard, it is reducethddy/forcing this interference to lie on the

same subspace. Conditions to meet the interfei@igrenent are summarized by,
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span(H,,V,) = spafH,.V,)
span(H,,V,) = spafH .V ,) (66)
span(H,,V,) = spafH ,,V,)

Remember thatd ; denotes theN x M channel matrix from théth transmitter to the

jthreceiver.

On the other hand, the transmit precodgerhas to satisfy:
rank(PjDHijj ) = rank(Hjj \/ ) (67)
which means that the receive filter cannot redbeerank of the receive matriA i VJ.

associated to the desired signal. It can be pravad67) is satisfied with probability 1

if the channel matrices do not have any speciatgire [22][23].
Lemma 3.4.3-1 shows the conditions for which IA b& used:

Lemma 3.4.3-1: Each IA condition shown in equation (66) can sured only if

N<2M.

Proof: We recall on the fact that , Vv, is a linear combination of the columns Igf, .

Hence, the precoding matrices have to generatarlic@mbinations of channel matrices
columns such that the resulting space lie on tlersaction of the channel matrices
involved on each equation.

To illustrate this idea, consider the followinggaiment problem:
span(H,A) = spafH ,B) (68)

This equation implies that a linear combinatianof the columns oH, has to span the

same space spanned by a linear combinaiarf the columns oH,. Since:

span(H,A) O spafH,)

span(H,B) O spafH,) (69)
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the space spanned by a linear combina#ioof the columns oH, is still contained on
the space spanned by the columngiof

As a consequence, the space spanned by a linediration A of the columns oH,
and the space spanned by a linear combinaiaf the columns oH, have to lie onto

the space defined by the intersectiorspdn(H,) and spar(H,). Formally:

span(H,A) O spafH,)n spaH,)

span(H,B) O spafH,)n spaH,) (70)

span(H,A) = spafH ZB):{
A matrix H, such that thaspan(H,) = spafH,)n spaH,), that is, a basis for the
intersection space, might be computedas= null ([null (H,) null(H 2)]) :
However, the converse in (70)does not hold in gdndnat is, equations of the right-
hand side of (70) are not equivalent to the aligmneguation of the left-hand side of
(70). This is becausapan(H,)n spafH,) can be subspace of high dimension and
hence, equations of the right-hand side of (70) lmarensured without satisfying the
alignment equation of the left-hand side of (7QyulFe 14 illustrates the concept with
two examples. The left-hand side case satisfiebnthesides of (70) whereas the picture
depicted in the right-hand side obeys to a caseaevtie alignment condition does not
hold but the right-hand side equations of (70) do:

span(H, )~ span(H,) span(H, )~ span(H,)

span(H,A) .
/) ://
..
span(H, ) span(H,) span(H, ) span(H,)
span(H,A )= span(H,B) span(H,B)

Figure 14: Intersection of two subspaces. Two cagpkiined in Lemma 3.4.3-1

From the Grassman formula (see section 5.9 of [24¢)dimension of that space is:
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dim(spar(Hl)m spa(.Hz)):
= dim(spar(H,)) + dim( spafH,)) - din( spafH, H,]))=
=min(M ,N)+ min(M N) - mi( N ,2M) =
N N<M
=2min(M N)- min(N,M)=< M-N M<N< M ={

N N<M}
0 N > 2M

(2M -N)" N>M

(71)

Consequently, we can write

dim(spar(H,) n spafH,))>0 = 0< N 2N (72)

which is necessary condition for the existence tardstated in this lemma.
O
The system of equations in (66) was first defingdCladambe and Jafar at [16].
In that work, the authors present one scheme fBthser case witiv = N achieving
the total degrees of freedom. In the next sectlen €adambe and Jafar scheme is
reviewed and section 3.4.3.2 addresses the caseM/aadN are not equal.

3.4.3.1 CJ precoders

In this section, we review the Cadambe & Jafar heme described in [16].

The interference alignment conditions shown in @®)addressed as:

spar(H,,V,) = spafH V) 23
H ZlVl = H 23V3 ( )
H31Vl = H 32V2

Notice that (66) is more general than (73). Sir6f#®) forcesH,,v, and H,.V,, as well
asH,V, andH,,V, , to merely lie on the same subspace, hey®, andH,,V, ,as well
as H,V, andH,,V,, are designed to be the same matrix. The redubiwrsin [16] can

be formulated by following theorem:

Theorem 3.4.3-1: For the 3-user MIMO IC with constant channel éoedfnts and
M antennas at each pair transmitter-receiver, tteé toimber of degrees of freedom is
M/2.
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Proof: The proof is presented in Appendix B. Basicallycén be shown that the
innerbound matches the outerbound defined in The&8.2-1.

O
One limitation of this technique is that it only ke for the caseM =N, because
inversion of channel matrices is needed. We tryovercome this drawback in the

following sections.

3.4.3.2 I nter section space precoding

In this section we present a first attempt of ifeiemce alignment for tht # N
case based on the principles explained on the mfdodmma 3.4.3-1. Achievable DoF
and transmit conditions are also derived.

The proposed method is developed fbr< N but, as mentioned in section 2.5, there is
no loss of generality because of reciprocity.
From the key idea of the proof of Lemma 3.4.3-Igliows that the system of equations
defining IA

span(H,,V,) = spafH V)

span(H,,V,) = spafH .V ,)

span(H,,V,) = spafH .V ,)

can be rewritten as follows:

span(H,,V,) 0 spafA
span(H,,V,;) O spagA

2) )
s) )
span(H,,V,) O spafA,)
2) 2)
) 3)
2) 2)

span(H,,V,) = spafH,.V,) = {

span(H,,V,) = spafH ,V ,) = { (74)

span(H,,V,) O spafA
span(H,,V,) O spafA

H..V.)= H.V
spar(H,,V,) = spafH 2)j{spar(mzv O spafA

Spar(Al) = spa(|H 12) N spa(rH 13)

Spar(Az) = spa(1H 21) n SpdrH 23)
spar(Ag) = spa(nH 31) N Spdl‘H 32)
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where spar(A,), i=1,2,2 is the space defined by the intersection of ieténf channel
matrices at each receiver.

Notice that equations in (74) are less restrictingn (66). While (66) forces interference
to lie on the same subspacespir(A;), equation in (74) only forces interference to lie
on a subspace gpar{A)).

It is the weakness of this method: we know the spabere we want to design
interference to lie, but by separating each equali{66) into two isolated equations we
do not exploit allDoF that could be achieved.

The next figure illustrates this problem for theteama pair(M,N)=(5,6),
where the receive antennas are represented faregew&/er, e.g receiver 1. Interference
at receiver 1 lies orspan(H,,V,) and spar(H,,V,), which are contained ispar(H,,)
and spar(H,;), respectively. Antennas with horizontal and redesi represent
span(H,,) and antennas with vertical and blue lines reptésgnspar(H,;). Since

channel matrices are drawn from a continuous bigion, they cannot span exactly the
same subspace but there could exist an interselotitmeen these two spaces, which is

depicted with the two colours.

span| A
-.I" g—-
y . 4 -
‘n. = 'E-U.ml 2
Rx1 @ e

Figure 15: Representation of the dimensional spaceceiver 1.

Using the Grassman formula we know tispar(H,,) n spafH,;) has dimension 4:

dim(span(H,,) n spafH,,)) =

= dim(span(H,,)) + dim( spafH,,)) - ran{{H,, H]) (75)
=2M -N=4
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Back to the IA problem defined in (66), we are fogecspan(H,,V,) and span(H,,V,) to

lie on the same subspacesfan(A,). Since there are 6 dimensions at each receiver, we
can design the precoding matrices for user 2 andogder to lie on 3 dimensions of the
interference, and hence let 3 dimensions of theivec space free for desired signals.
Figure 16 shows two examples of intersection spaeeoding. At the right-hand side,
interference is aligned in a 3D dimensional subsmcspan(A,) and hence there are 3
dimensions free to be occupied by desired sigdlshe left-hand side, each term of

interference lies on a different dimensional spafcepan(A,) and thus, there are only 2

dimensions free to be occupied by desired signals.

span( A, ) span(A)  par(HpV, )= span(HV; )

\5‘ e_ h‘\
‘I'\-I‘ .:l k\__
L@ 5 e HpV,) )
._ —span(HyV, |

©
O

Figure 16: Two examples of intersection space pfiegpfor (M, N) =(5,6)

Rx1

Intersection space precoding does not fespan(H,,V,) and spar(H,,V,) to lie on the

same subspace afpar(A,). They only have to lie on a subspace span(A,) and

hence, it obeys to the left-hand side of Figure A§.a consequence, this scheme

cannnot be DoF-optimal.

3.4.3.2.1 Design of the precoders

For the proper design of precoding matrices, theegdized singular value
decomposition (GSVD) [13] is needed. This mathemtdol allows us to decompose

channel matrices in (74) connecting them by a comfulh rank matrix:
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Definition 1: Take any two matrice& OC™" and BOC™P. Then the GSVDRlefines

unitary matrices U, OC™™ and U,O0C™", a non-singular matrixW JC" and

diagonal matricesS, JC™" and S, JC™" such that,

[U,U,,S,,S, W]=gsvd(A,B)

= H 76
- 2%2

GSVD can also be defined with the common full-rané&trix by the left for matrices

with the same number of rows:

A=WSU,"
e st = )
- 22

This alternate definition will be used by GSVD prdimg in section 3.4.5.

Consider now the equations involving precoding mdar the 3rd user:

span(H,,V;) O spafA))
span(H,,V,) O spafA,)

and let us apply the GSVD (76) to the channel matiieach equation. Therefore, the

(78)

channel matrices can be decomposed as follows:

His =US,] 1;
Hy =U,S,) 1;

where U,, and U,, are NxN unitary matrices,S,, and S, are NxM diagonal

(79)

matrices andV,, is a common right full rank x M matrix. Applying this result:

spar‘(H13V3) = spa(|U 13 1;\/ ; U sp&(l’A )
Spar(Sl3W13HV3) U Spa('u Tﬁ J) (80)
spar(Sl3\_/3) O Spa(IUT3A 1)

where we note/, =W, V.. Similarly, we can write:
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Spar(sz3W23HV3) O spa(nU oA 2) (81)

We can apply pseudo-inverse to the last equatiq@0i if the following condition is
satisfied [13] [24]:

spar(Uf3A1) O spafsS,,)
span(A,) O spa(nU 13813)

(82)
Spar(Al) U Spa(|U13813 :|L-|3)
span(A,) O spafH,,)
where we have used
Spar(UlBSIS) = Spa(IU W Ta) (83)

in the third equation, a®/,, is a full rank matrix and any full rank linear cbmation of
U..S,; remains on the same subspace [24]. The last tei(®2) is always true because
span(A,) = spafH,,) n spgi,;) from (75). Consequently, the pseudo-inverse can be

applied to (80). We use the Moore-Penrose psewdkrse, on matriceS;. Since they

have the following structure:

the pseudo-inverse is reduced to:
s'=(s"s ) s" =[5 0] (84)
Solving equations (80) and (81) by pseudo-inversion

spar(V,) O spa{S;,U}A )
spar(V,) O spafSi,U%A ,) (85)
spar(V,) 0 spaSUYA ) n spaShhA )= spéi )

where matrixT3 spans the intersection space. Finally, precoderuger 3 can be

expressed as follows:
V=W U Q, (86)

where U, are the left singular vectors af and Q, is any full-rank matrix. MatrixQ,

provides freedom for additional optimization.
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3.4.3.2.2 Achievable DoF

The achievabl®oF for the intersection space precoding are giverhieynext
theorem:

Theorem 3.4.3-2: For the 3-user MIMO IC with constant channel coéthts and
(M,N) antennas at each pair transmitter-receiver With M, the following DoF per

user can be achieved:
d, =min(2(N-M) (3 - 2N)') (87)

Proof. The proof is presented in Appendix C.

47



@ “ﬁ INNERBOUNDS

3.4.4 Combined IA and ZF

In previous sections we have explored the inteie@dpace precoding, which
also solves them # N case. There, the precoding matrices are designed that the
interference space at each receiver lies on thersiettion space of the interfering
channel matrices. In this context, it is pointedttthere are antenna configurations such

that following this precoding scheme the desirgmhais cannot lie on the space of the

intersection of the interfering channel matrices, éxample(M,N)=(5,6). In this

section, we present a design allowing the desirgualts to lie on this space. To that

end, we transform the IA equation system into tilewing matrix system:

0 H, Hg|lV! 0
0 HullVy|=|0| H“W'=0
H,, H;, O Vg‘ 0
(88)
V" =null (H N)
The null space of the block matrkt™ OC*"*" has dimensiorsM - 3N and hence, the

only condition to be satisfied for the existenceha null-space is:

3M -3N>0

M >N (89)

3.4.4.1 Design of precoding matrices
Notice that (88) supports both ZF and IA conditionsting (88) as a 3 equation
system:

H12V2N =-H 13\/2l
H 21V1N =-H 23\/2l (90)
H 31V1N =-H 32V2N

Any solution for vV*,v)' and Vv]' satisfying (90) satisfies also the IA conditio6).
Furthermore, there is a subset of solutions of §afisfying the ZF conditions (63):
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VZF
H H H :
|:H21:|VlZF :O |:H12:|VZZF =0 |:H13:|V3ZF :0 VZF: VZZF (91)
31 32 23, VZF
3

This solutions can be extracted from". In order to do so, we multiply by the
orthogonal projection of matri¥ “*, denoting the resulting product &s:

n=p,v"

vZF

v (v e (v ©

PD

VvZF
Notice thatll will be a deficient-rank matrix because we hawgqmtedVv" to a lower

dimension subspace. Hence, we compute the SVID :of

n=[m, Hz][g g}s“ (93)

where 11, is the matrix whose columns span the rank spacH pffl, is the matrix
whose columns span the null space Iof A is a diagonal matrix containing the
singular values offf and S is the matrix containing the right singular vestaf 11 .
Since the rank space of is spanned by1,, we denote this matrix”® because using it
as a precoding matrix satisfies 1A conditions bott AF on transmission conditions.

Finally, we define the matrix , which is composed of two matrices:

Vi

V=[VvF vh]= (94)

N

V
V3

We cannot take all the columns @f, only a number that does not exceed the maximum
achievable DoF (whose value will be derived in Bect3.4.4.3) and therefore a

selection of columns has to be done. To that dranéxt section provides an algorithm

achieving the optimum solution.
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3.4.4.2 Selection of precodersin each transmission mode

The first thing to consider is that if a columnVfis selected then the precoding
matrix of each user will have a portion of thiswuah. Let us illustrate it with an

example: for a paifM,N) let vV be

V=[VE(RLY VE(L2 V(L3 VALY V(D] (95)
where V# (i) is the 3M x1 ith column of V¥ and V" (:,i) is the 3M x1 ith column
of V. Suppose that we know that the DoF of the nulksparecoding for this pair
(M,N) is 4. Then, a selection of columns fromhas to be done. For example, suppose

4 degrees of freedom can be achieved and the optiselection is:

Vo =[ V(1) V(12 VF(.3 V*(:1] (96)

Then the precoding matrix for each user is gendrasefollows:

2 = Vo (M +1:2M ) 97)

where v, (1:M ) are the firstM rows, and similarly for the rest of matrices. Henc

opt
we will have to decide which transmission modesuwsed (ZF or 1A) and the number

of bitstreams transmitted by each.

The total number of columns of", V¥ and V" is equal to the rank of these

matrices:

rank(VN):3( M- N)
d” =rank(V*)=(M-2N)’ (98)
d" =rank(V"*)=3(M- N)=( M-2N)’
where d** and d" represents the maximum DoF which could be achiegdg this

precoding scheme by ZF and IA, respectively. Now,present an algorithm to select

how many bitstreams are transmitted by ZF and hamynby IA, i.e how the columns
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of V are selected, considering thiik d* + d” =3( M- N) degrees of freedom can be

achieved:

1. Selectd, =min(d*",d) of V* .

2. Add d - d, columns ofv* to the selection.

Figure 17: Algorithm to select the best columng/ofn order to maximize the DoF

achieved

Precoding matrice¥ can incorporate matrice3, andQ,:

\_/ZF - VZFQl

_ 99
VIA :VlAQZ ( )

which may select the precoders (or a combinatiotho$e) under some optimization
criterion affecting the intended signal. As an eplmif d <d* a selection of ZF

precoders will be needed and still the condition:
HYV#Q, =0, 0Q, (100)

is satisfied. Let us define the matrix of direcachels:

H, 0 0
H°= 0 H, O (101)
0 H.,

We wantHPV# to have the maximum rank, in which case:

Q, =arg maxdeé(H D\_/ZF)H H D\_/ZF)
o (102)
st (V) v =i

Another possibility is to maximize the sum of SNBger all receiving modes as

follows:

Q, =arg max trace((H PV )H H°V ZF)
o

st (V)" V& =i

(103)
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Solution to this problem lead3, to be thed*" eigenvectors with higher eigenvalue of

the matrix(H DVZF)H HOV 2 :

Q, =eig((HDVZF)H HDVZF) (104)

For the case olv"” precoders, we cannot combine its columns becats€efdérence
alignment would be broken. For the moment, we psepm exhaustively look for the
selection of IA beamvectors so as to maximize drth@criteria in (102) or(103).

We simulate the former problem for different selats of the columns o and we
observe that the mutual information varies depemnadim the selection of these columns
(see Figure 18 and Figure 19). Notice that thernalgelection varies only the offset of
the curve whereas increasing the number of anteverass the offset and the slope of
the curve.

240
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140
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Iogz(SNR)

Figure 18: Mutual information as a function of t@umn selection for

(M,N)=(4,3. 1.5 DoF per user achieved.
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Figure 19: Mutual information as a function of t@umn selection for

(M,N)=(8,3). 2.5 DoF per user achieved.
3.4.4.3 Achievable DoF

The number of columns of/* and V" provides th@®oF but it needs to be
upperbounded using the expression in section 3Ih&.following theorem describes

the number of degrees of freedom for each fairN):

Theorem 3.4.4-1: For the 3-user MIMO IC with constant channel cwoefhts and

(M,N) antennas at each pair transmitter-receiver with>N and rz%, the

following DoF per user can be achieved using a éoation of ZF precoding and IA:

3(M -N) 1srs%
N Z<r<2
d= 2 6 (105)
M-N - Heres
2
N r=3
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Proof. For ZF precoding, from section 3.4.2 is followattthe maximum DoF are:

d” =min((M - 2N)" ,N)
IA approach to align interference at each receittance, if each user transmits
bitstreams we can divide each receiver space indwd dimensional subspaces: one
for the desired signals and one for the all intanfe signals. Hence, if we use”"
dimensions with ZF mode, we only hawe- d** dimensions at each receiver so as to
make two partitions for IA mode. We also know tlia& columns ofv"” cannot be
larger than3(M —N)-d*" as shown in (98). Thus, the degrees of freedoreaet by

IA are:

d" = min(( N _ZdZF J+ ,3(M - N)- dZFJ (106)

Finally, the total number oboF can be obtained as a piece-wise function of thie ra

M .
=— in (105).
r NI( )
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3.4.5 GSVD precoding: a new strategy based on partial ZF

We describe in this section a type of precodingesth that allows us to achieve
most of the outerbounds defined in Theorem 3.3 Baked on the transmission modes

introduced at the last section, we identify:

* ZF mode: bitstreams transmitted with this mode dliocneate interference to the
other 2 receivers. The number of bitstreams traitedhby this mode will be
denoted asl,. . Precoding matrices using this mode are compugadain
null-space precoding.

» Partial ZF mode: bitstreams transmitted with thededo not create
interference to one of the receivers and it isreddyon other. The number of

bitstreams transmitted by this mode will be denated ,. .

* lA mode: bitstreams transmitted with this mode havke aligned with other
user’s bitstreams in order to occupy the minimumber of dimensions when
they are interference. The number of bitstreanmstratted by this mode will be

denoted asl,, .

The Partial ZF transmission mode gives us moretijlte achieve the outer degrees of

freedom. The total DoF achieved by this techniquddbe decomposed as:

d=d,+d;+ deF (107)

3.4.5.1 Design of precoding matrices

For every user’s precoding matrix, the DoF and transmission mode needs to

be decided. It is also possible to use a combinatfomodes as the last section. The

DoF d defines the number of columns @f, while the design of each column depends

on which mode is used on that column. In generalcan definev, as:
Vi — I:ViZF VI pZF VI IA] (108)

If a mode is not used, there is no representatiadhi® mode at the precoding matrix.
Next, we explain these 3 modes of transmissionveadormulate the conditions when
they can be used.
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3.45.1.1 Mode 1: ZF

This mode is explained in section 3.4.2, where tated that the achievable DoF

are:
d; =min((M - 2N)" N
and the transmit conditions:

r=M>2
N

3.4.5.1.2 Mode 2: partial ZF

We denote byv,”*",i0{1,2,3 the group of columns of the precoding matrix for
useri V,,i0{1,2,3 using this mode. Bitstreams are divided in twaugo
VP = VPR VP k2 (109)

Each one of these two sub-matrices has to fit twalitions:

+ It does not create interference to one usgt?" is cancelled at receivgrand
V,>#F is cancelled at receivér
e It is aligned with other bitstreams transmitted this mode at the user where

they are not suppresseu;“ is aligned at receivek and V}*" is aligned at

receiverj.

In order to ensure these two conditions, each piiagosub-matrix could be defined as

the product of two matrices. The structure of thie-siatrices becomes
Vj;i),ZF :rii Qu s rii =null (HJ.i ) (110)

where Q,; is a matrix which ensures alignment of titie user’s bitstreams at receiver

k . For example, precoding matrix for user 2 is:

V) = |:V1F2),ZF VA ZF:I - [rle o T.0 11 (111)
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MatricesQ; have now to be designed in order to satisfy @lalignment problem:

spar(lerng 12) = Spa('H I 0 19 (112)

which can be computed using GSVD as in [14]. Heee show as an example the

solution for Q,, and Q,, for the alignment problem presented in (112). th#® other

alignment problems can be generalized straightfawaing this example.

Let H,=H,I,, H,,=H.I', be the equivalent channels for users 2 and 3 at

receiver 1. Using GSVD they can be written as:
|:|12 = WDlZU TZ' H 13= WD 1&J Hl! (113)

where W is a NxN common left full rank matrix,D,,,D,, are NxM diagonal

matrices andJ,,,U,, are M xM matrices. One solution for (112) is to set:

Q12 = UlZD 1% 12

~ 114
Qi =U DK 5 ( )

where K ; are arbitrary random full rank matrices. In [1d]shown that these matrices

are necessary in order to achieve all theF of the channel. The structure of

matriceD; is also shown in detail. Heil2; is the pseudoinverse @f, :
- D'
Dy =[D; 0]=D, { " } (115)

The next lemma shows the partial ZF transmit caoorst
Lemma 3.4.5-1: Partial ZF mode can only be used &g.

Proof: The alignment problem defined in (112) can be sbleely if there is no null

intersection between matriceés, andH,,. Using the Grassman formula:

dim(Spa'(H i) spafH, )) -
=rank(H, ) + rank(H, ) - ranl{[ﬁji H, J)z (116).
=2(M -N)-N=2M-3N

Thus, this mode can only be applied when:
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dim(spar(ﬁ J.i) N spa(ﬂ?ijk )) >0
oM -3N >0 (117)

3
r>—
2

Hence, the maximum number of columns Ygv* i,j0{1,2,3 i #j would be the

dimension of the intersection space, tha2i;3N

Assuming that all the users achieve the same DeFnaximum number of columns for

VP»#.i0{1,2,3 is twice the maximum number of columns féf* i,j0{1,2,3 i #j,
that is:
d, - =2(2M - 3N)° (118)

which are the DoF per user achieved by this mode.

3.451.3 Mode3: |A

We present this mode as an extension of precodethods presented at [14] for
the MIMO X channel (see Chapter 1 and Section Faj.r =1, there is an alternate
form to achieve the outerbound as the CJ schensemied in [16] but it also works for
M # N . Equations of IA are shown below again. The pnoble to design precoding
matricesV/*,i =1,2,2 so as to satisfy:

spar(H,,V,) = spafH V)

spar(H,,Vy) = spafH V)
spar(H,,V,) = spa(H .,V )

Let us consider the GSVD (77) of the following chahmatrices:

Hi, :W12D12UH12 3 H,=W.,b 2l1J_Hzl_ (119)
H13:W12D13U';3 H,=H U .,mW D ;!sJHz

and define
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Dj =D;" (Du' D" )_1

Q =U,Db,

Q, =eig(H,U,D%K ,H U D QK |
with K, andK , are free to design

(120)

The precoders become

V" =U,D5K @ K,
V,"=U,D°K @ K, (121)

Vit =UDIRK @K,
where matrices K, and K, are arbitrary full-rank matrices. Based on

span(A) = spafAK) for any full-rank matrixK , it is straightforward to see that

precoding matrices in (121) satisfy the IA equatiofhe design procedure is explained

in appendix D.

The approach of IA is to divide the dimensional eieer space into two
subspaces, one for interference and another faredesignals. However, this partition
has to be done in respect to the dimensions whiemet being used for other modes.
Hence and similarly to section 3.4.4, the maximummber of DoF which could be

achieved by this mode are:

dlA - N - dothers (122)
2
whered,..=d,+ d, . represent DoF achieved by other modes.

3.45.2 Time extension

We know that in the MIMO IC the outerbounds DoF t&nnon-integer values.
In such a case, the achievable methods requirg tisie extension applied directly to

matricesH .

This method works directly for mode 1 and mode @wkver, for mode 3 we have to
take into account some considerations. Notice wilsn using mode 3 witM=N odd,

the matrixQ,in (120) is equivalent to the matrk at [16] (see Appendix B.Ill). There,

it is shown that the extended matrix contains the same eigenvectors as the non-
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extended matrixE with a particular structure. Furthermore, in [16¢ eigenvectors of

E which are used for the precoding matvixare those with different eigenvalue.
In our case, eigenvectors of, will not have the same structure as eigenvectbrg o

because of using GSVD. In this regard, the eigewovecof ©, with different

eigenvalue will be selected.

3.4.5.3 Achievable DoF

Innerbound using this method is presented in tix¢ theorem:

Theorem 3.4.5-1: For the 3-user MIMO IC with constant channel coéfhts with

(M,N) antennas at each pair transmitter-receiver, dwgrae based on ZF, partial ZF

and IA can achievel DoF. A closed-form expression dfis shown below.

min(M,N) 1cr<3

2 2

. 3 5

max(M ,N) - min(M N) 551<5

d=d,; +d,+d,=1 (R+1)min(M,N) 5 . (123)

R+2 3

ma(MN) g
R+1 -

min(M,N) r=3
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d,. =min((max(M N)= 2mi(M N))* , mif M N))

2(2max(M N)- 3mif{M N))*  r<>
(R+1)min(M, N) 5 <o
Aoz = R+2 3
ZmHKM,N)—EﬂﬁégLQQ 2<r<3
0 r=3
min(M,N) 13
2 2
d, = Smm(Mmﬂ—SanM,N)-—<r<g
0 r=—

INNERBOUNDS

(124)

Proof. We assumeéM > N without loss of generality due to reciprocity.dach a case,

d, d, d, andd, canber

d=d, + deF +dy

ewritten as follows:

N

2
M-N

H
IN
IN
| w

N

A
N wlol N

(R+1) N
R+2
M
R+1
N

IN

N o wlo diw
A

IN
N

w

r=3

d; =min((M - 2N)" N

2(2M - N)’ r<:—53 N
(R+)N 5 2
—<r<2
dozr = R+2 3 d, =4 5N- 3M
oN-2M o ocics
3 0
0 r=3

We prove innerbound od for each range of values for.

(125)
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>

r>3: N bitstreams are transmitted by ZF. Since they dacreate interference
to unintended users, desired signals can be deamdeectly and each user can

achieveN degrees of freedom.

2<r<3: Since2<r<3, we haveR=2 and sod =%. 2N —ZTM bitstreams

are transmitted by partial ZF amd - 2N by ZF. Notice time extension is needed
of level 3 in order to achieve these degrees @doen. Hence, we have to prove
that 6N - 2M and 3M - 6N bitstreams transmitted by mode 2 and 1 respegtivel
can be achieved in a 3-user constantx3M MIMO IC. Thus, d =M in the
extended channel.

Bitstreams transmitted by ZF do not create interfee to unintended users and
half of the bitstreams transmitted by partial ZEate interference only at one
unintended user. Moreover, these bitstreams ageeai with bitstreams of the
other user transmitted by this mode. So each receivhas

3N -(6N-2M) /2= M free dimensions to allocate the desired signatsv,Nhe

only condition to satisfy is:

d,z=3(2M = 3N)" = (6N- 2M) /2
6M —9N = (3N - M) (126)

12
r=—

which is ensured becaugesr < 3.

gs r <2: Since range of , we haveR=1 and thend =2?N. All Z?N bitstreams

are transmitted by partial ZF. We consider a tixtemsion of level 3 as the later
case. Thus, each user transmithl bitstreams and each receiver has

dimensions to allocate desired and interferenceatdg Since partial ZF mode
suppress half of the interference of each userthed align the remaining
unintended signals, interference will occupy omly dimensions and desired

signals can be decoded correctly. Another conditiorbe satisfied is:
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!
3(2M - 3N) 25(2N)
6M —9N = N (127)
210_5
6 3

which is ensured becausges r<2.

g<r<§: 2(2M - 3N) bitstreams are transmitted by partial ZF - 3M

bitstreams are transmitted by IA. Since desirednag) occupy M - N
dimensions at each receiver, we only ham-M dimensions to allocate
interference.
Partial ZF conditions impose that onPM - 3N bitstreams of each user create
interference and they are aligned. Thus, we hawaldcate5N — 3M bitstreams
on aN -(2M - 3N) signal space:
N -(2M - 3N)= 5N~ 3M
4N - 2M = 5N - 3M (128)

r=1

which is ensured becau§;e< r <g.

1<r<

N W

: Since d, - =2(2M - 3N)" = 0, all N pitstreams are transmitted by
’ 2

mode 3. Each receiver sen% bitstreams and each receiver signal space is

divided in two equal parts. Since< 2, IA is feasible.

Corollary 3.4.5-1 is formulated based on Theoref531.:

Corollary 3.4.5-1: For the 3-user MIMO constant IC wi{tM,N) antennas at each pair

transmitter-receiver witim >§N , the total number of degrees of freedond iswhich

is described as follows:
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(R+1)N 5_.5
R+2 3
d= 129
M 2<r<3 (129)
R+1
N r=3

with r =—

Proof: The proof is obtained by verifying that the achigeapresented at Theorem

3.4.5-1 match with the outerbound shown in TheoBeB2-1 forM >§N )

3.4.6 Rank deficient channels and asymmetric channels

In this section, we show some examples of how G$vEzoding can be used
and provide some inner DoF which can be achievednwtank deficient channel
matrices or different number of transmit or receigatennas are considered.
Unfortunately there is no outerbound on the DoFaiay channel rank in the literature.
As a consequence, we cannot compare our resuttimeg DoF with. Furthermore, until
here we consider that the outerbound specify th&iman DoF sum that can be
achieved assuming equal rate per user. In thigoseete consider that each user can be
served in a different rate.

The results of this section could be useful whemeLof Sight (LOS) conditions are
assumed, because the channel matrices modeling/tiw®© IC may become rank
deficient matrices. In the first place, we presam example where decreasing antennas
of the system does not hurt the DoF sum. To ilatstthis idea, consider two different

antenna deployments:

I I N N

Receiver N N N

Table 3: Symmetric antenna deployment.

Number of antennas at each terminal
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I I A

Receiver N N N -1

Table 4: Asymmetric antenna deployment.

Number of antennas at each terminal

From now on, the antenna deployment in Table 3I balreferred to as théM,N)

symmetric case. We will show an example where time BoF obtained with these two

antenna deployments is the same.

3.4.6.1 The (4,2) asymmetric case

We begin with a 3-user MIMO interference channekewmhthe first two users
have 4 antennas at the transmitter and 2 antenirias eeceiver, whereas the third user
has 4 antennas at the transmitter and 1 antertha egceiver. We refer to this system as

the (4,2) asymmetric case, that is, asymmetricegystf Table 4 withM =4,N = 2.

From the last section, we know that the (4,2) symimease could achieve 1.33 DoF
per user based on partial ZF precoding wherea#iti¢ symmetric case could achieve
1 DoF per user based on ZF precoding. Notice toat the first case to the second one,
3 antennas of the system have been decreased whibieg4,2) asymmetric case
assumes only one antenna is decreased. How manycBoFoe achieved in this

channel?

In the first hand, the tuple:
(d,d, d;)=(1.33,1.33) (130)

can be achieved based on partial ZF and ZF pregadid considering a time extension

T=3. Hence, in the extended channel the DoF achiawefd,, d,, d;) =(4,4,3. In this

scheme, the number of bitstreams by each modeatir eser is different:

» User 1 and user 2 send 2 bitstreams by ZF and tistrdams by partial ZF,

which are cancelled at the third user.
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» User 3 sends 1 bitstream by IA and 2 bitstream&mBywhich are cancelled at
the first and the second receiver respectively.

Notice that sinceH OC™, user 1 and user 2 become able to use ZF pregabliig

not user 3 because of ZF precoding transmit canditi This result shows that there are
some cases where each user can achieve the samed2pendently of the number of

antennas lost by the other users.

Furthermore, it can be shown that the tuple:
(d,,d,, d;)=(1.66,1.33) (131)

can be achieved for this channel. H&3, the DoF achieved in the extended channel

are(d,, d,, d,) =(5,4,3. Bitstreams per mode for each user are:

» User 1 sends 3 bitstreams by ZF and 2 bitstreampabtyal ZF, which are
cancelled at the third user.

» User 2 sends 3 bitstreams by ZF and 1 bitstreanpdtial ZF, which is
cancelled at the third user.

» User 3 sends 3 bitstreams by partial ZF. 2 biteteeare cancelled at the first

receiver and 1 bitstream is cancelled at the sececalver.

As a consequence, the DoF sum of the (4,2) assgntaie is equal to the DoF sum of

the (4,2) symmetric case and losing one antenna mlmebecomes any penalty.

3.4.6.2 The (4,2) symmetric case with deficient channel matrices

Now we consider the (4,2) symmetric case wherectitennel matrix between

transmitter and receiver 81, is assumed rank deficient, that is:
rank(H,,) =1 (132)
As a consequence, the DoF achieved by user 3 capdss bounded by:
d,<1 (133)

It is easy to prove that the following mode digitibn achieves (131):
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User 1 sends 5 bitstreams by partial ZF. 3 bitetseare cancelled at the second
receiver and 2 bitstreams are cancelled at the tageiver.

User 2 sends 4 bitstreams by partial ZF. 3 bitateeare cancelled at the first
receiver and 1 bitstreams is cancelled at the tieicdiver.

User 3 sends 3 bitstreams by partial ZF. 2 biteteeare cancelled at the first

receiver and 1 bitstream at the second receiver.

Furthermore, when matricds,, H,, andH,, are rank deficient, it can be shown that

(131) can be yet achieved and thus, the DoF sumaistained although rank deficient

channel matrices are assumed. The mode distribigtignen by,

User 1 sends 3 bitstreams by ZF and 2 bitstreampabtyal ZF, which are
cancelled at the third receiver.

User 2 sends 3 bitstreams by ZF and 1 bitstreanpdyial ZF, which is
cancelled at the third receiver.

User 3 sends 3 bitstreams by partial ZF. 1 bitstrésacancelled at the second

receiver and 2 bitstreams at the first receiver.

Notice that, similarly to the (4,2) assymetric casben H,, H,, are defficient rank

matrices user 1 and user 2 become able to useedbging.
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3.5 NEW INNERBOUNDS FOR R<5/3

At the time of writting, a new scheme was presgmig Mohamed Amir et al in
[35]. This work analyzes the IC as well, achievthg same results far > 53. There
are some differences between our scheme and th@rsthe range2<r <3, [35]
performs a scheme using random receiver matri¢desind designing the precoding

matrices as

UH,
V, =null (U H; ) nnull (UH, ) =nall| | 70
Uk ki
This scheme achieves the outerbound on the DoFS8DGrecoding but the matrices

U, need to be known by all the transmitters and threespondingth receiver whereas
in our scheme the receive filta?’ is needed only by thgth receiver. This is an

important issue when considering backhaul ratetditiwns in a RACN scheme such as

in chapter 4.

For the range7 <r <2, their scheme divides each precoding matrix il blocks:

Viz[vil Viz \/iL+1:|

where L is any integer value greater than zero a/ﬁfd](CMx‘i. It turns out that when
L =1, our scheme for partial ZF in section 3.4.5 calesi with their scheme. This

parameterL allows them to design the granularity of the poieg matrix byd . Using
their scheme, they obtain not only the best knameibound for the DoF for the 3-user
MIMO IC with constant channel coefficients, but@l® achieve the outerbound for
some cases not achieved by GSVD precoding. Moredkier scheme used in [35]
employs a procedure to satisfy the IA equationtediht from apply the GSVD to the
channel matrices as us. Although the slope of tineeccannot be improved because the
outerbound on the DoF is achieved, we think that mocedure could improve the
offset of the curve maximizing the SNR at each iree

Table 5 shows some of these outerbounds achievétebyscheme.
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M/N 5/3 715 97 11/9

d, 2 3 4 5

Table 5: Outerbounds achieved by the work in [35]
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3.6 RESULTS

RESULTS

In this section, we present the results for thedBGieved by this work. Table 6
summarizes the main results of the techniques predén this section:

Technique Conditions Inner DoF per user
ZF precoding M >2N d, =min((M -2N)’ ,N)
M
CJ] precoders M =N d; =7
Intersection space . .
P M <N<M d, =min(2(N-M)" (3M - 2N)')
precoding 2
d,=dys + 0,
d? =min((M - 2N)" ,N)
Combined IA and ZF M >N .
_ ANZF
d" = min([N 2d ] ,3(M =N)- dZF}

. E 1<r <§

The innerbound 2 T2

depends on the M -N g<r<g

GSVD precoding  value of the ratio d=¢ 2N 5_ _,

3 3
r= M M 2<r<3
N 3
N r=3

Table 6: Results of the innerbounds presentedisnitbrk

Figure 20 and Figure 21 shows a comparison amoagtiterbound defined in
Theorem 3.3.2-1 and the best innerbound achievethisywork for N =4 based on

GSVD precoding in section 3.4.5. Recall on the thaett for M <2N there could be

one scheme achieving the outerbound or not, buﬂ\/f@r:—iN the total DoF of the

channel are achieved.
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Figure 21: Outerbound vs Innerbound for4. Dof per user as a function

of the number of antennas at the transmittérs

Table 7 Table 8 Table 9andTable 10show the outerbound on the DoF per user
for the 3-user MIMO IC formulated in Theorem 3.3.2and the inner DoF of the
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schemes proposed throughout section 3.4 for alptssible combinations of the pair
(M,N) for M,N =1...12. Table 7shows the outerbound on the DoF per user. Siree th
outerbound is always greater than or equal tornherbounds, the rest of tables show
the difference between outerbound and that innentbotience, given one scheme a
value equal to O for a pa(lM : N) means that this scheme achieves the outerbound.
Notice that there are some cells with a cross, Wwhieans that this precoding scheme

cannot be used due to transmit conditions. Moreovemember the principle of

reciprocity, section 2.5, which ensures that anyeste that can be used given any

values of(M : N) can be used if these two values are exchangetbdeeiprocity. As a

consequence, all the tables are symmetric.
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Table 7: Outerbound on the Degrees of freedome8thser MIMO IC
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Table 9: Relative DoF achieved by intersection sgaecoding.
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Table 10: Relative DoF achieved by Combined IA @Rdorecoding.
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4 RACN WITH BS COORDINATION

In this section, we present the application of $hbemes derived in the previous
chapter in a relay-assisted cellular network (RACDNKewise, we design the resource
allocation, taking into account different user ascenodes. Finally, the performance of
the new cellular network is evaluated at systenellelvirst, section 4.1 introduces the
system and some state of the art strategies. 8e@texplain the advantages of relay-
assisted transmissions in respect to direct trasmams. Section 4.3 presents the system
model considered to design the precoders at the BSs next two sections (4.4 and
4.5) describe the user access modes envisionée itwb hops. The resource allocation
Is designed in section 4.6, where we present @iffeoptimization problems depending
on the user access modes considered. Finally,osedti/ presents the system level

results in terms of spectral efficiency and outeage.

4.1 INTRODUCTION

Next generation wireless networks face twctives:
a) Enhance the homogeneous coverage for uniforisigillited users.
b) Design high spectral efficiency techniques @ableombat the wireless

channel impairments.

In this regard, MIMO relay-assisted transmissiomsnetworked MIMO (N-
MIMO) [27] [28], are able to address them. In thestf hand, using relays allows
increasing the rate of the downlink transmissiotih@ RS are positioned in a high place
(in Line of Sight, LOS) for a better quality of tlB5-RS links (high SNR) and better
coverage in the RS-MS transmissions, due to thie-lpas improvement in the RS-MS
over the BS-MS pathloss. However, there are thres/ghcks: RSs could have LOS
with the other BSs, and hence the inter-cell iet@mce could be increased; and the
spatial channel could become rank deficient, wingtld diminish the MIMO channel
gains. Finally, we are transmitting the same infation twice and hence, similarly to
when we use time extension (section 2.4), the hcaite is decreased. The factor which
affects the effective rate of each hop will dependhe duration of each hop. For equal

duration, the effective rate of each hop is hafthite of each hop.
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Likewise, N-MIMO is based on the cooperation of éasations (BSs), and can be
understood as having a single “super” BS with eanlmgmber of antennas distributed
among the BSs. The work in [27] considers the nkwamoperation as a means to
provide spectrally efficient communications in dexyop cellular downlink systems.
Furthermore, the antenna gains are chosen in swehiyao minimize the out-of-cell
interference, and hence to increase the downlistesy capacity. On the other hand, in
[28] a clustered BS cooperation strategy is propdee a large single-hop cellular
MIMO network, which includes full intra-cluster cperation to enhance the sum rate

and limited inter-cluster cooperation to reduceifgrence for the cluster edge users.

However, there are some technological issues immgacooperation between
BSs, such as the backhaul link quality in termgabdé limitation or packet delays. In
this work, we exploit the coordination of BSs fdrettransmissions in the first hop
rather than the cooperation, assuming we are ald&dhange some parameters through
the backhaul link like channel matrices of thetfinep. We assume that a central unit
collets channel state information, compute thosarpaters and distribute them to other
BSs. Other works deal with the problemdgfcentralized computatiofror example, in
[29] the authors provide some examples of iteratalgorithms that utilize the
reciprocity of wireless networks to achieve integfece alignment with only local
channel knowledge at each node.

However, in our scheme each BS distributes thessacg control data to its associated
RS. Some works take into account the coordinatimse d30][31]. The work in [30]
presents the design of coordinated dynamic resosheging algorithms and reuse
techniques among BS/RS cells and evaluate its qmeaioce. Our work is based on a
similar framework. In [31] some interference cooation algorithms are discussed and
compared, which can be based either on global mykteowledge or purely on local
system knowledge. Furthermore, they apply theiultesusing orthogonal frequency
division multiplexing accessing (OFDMA) and revigve IEEE 802.16e.

The network deployment studied here is depicteféigare 22. There are 3 cells,
each one containing 1 BS and 2 half-duplex RSs.hER& serves to 1 MS.
Transmission is carried out in two orthogonal pkadee to half-duplex RS. The
following forwarding protocol is assumed: the B&mnsmit in a first phase to one (or

two) relays of its cell and afterwards, one oRfis transmit to their associated MSs.
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When relay stations are used in a network, one thaghsider different decoding roles,
which can be grouped in two categories,
» Amplify and forward relaying. The relay amplifiescaforwards the received
signal. It can be used when the relay does not Havability of decoding.
The optimal duration of each phase is half theltabaration of the
transmission [3][4].
» Decode and forwarding relaying. The relay decodesteansmits the signal.
The duration of each phase has an impact on tla performance of the

protocol, which has to be optimized.[7]

We consider that relays have the ability of decgdime signal (Decide and Forward
Relaying), which allows us to improve the performamf the system by designing the

duration of each phase.

Figure 22: Example of a first hop transmissiontfe RACN.

There are 3 base stations serving 2 relay stations.

Moreover, we consider different channel state mfation at the transmitters (CSIT) for
each hop:

» In the first hop, we assume there is CSIT availaileeach BS. This is

because the RSs are positioned in a high placetreerd is line of sight
(LOS) for a better quality of the BS-RS links andedtter coverage of the
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RS-MS links. We assume that the channel coheremeedf the BS-RS link
is large, so the transmission of the channel negris not overloading the
backhaul significantly.

» In the second hop, the conditions mentioned abovead hold because the
RSs and the MSs use to be in non-line of sight (§L.@nd the MSs could
be moving. As a consequence, the channel cannagened static and the

control data to be sent for channel estimation didea excessive.

For the first hop (BS-RS transmission) we propdseid ZF-BD precoding to combat
the interference generated by other BSs, whileogdhal in time and simultaneous
transmissions are proposed for the second hop (BSrdhsmission).

The resources to be optimized are the duratiorheftivo phases of the relay-
assisted transmission, the MIMO transmission preodat the BSs in order to
maximize capacityand the transmit power of each BS. The next sectfmows a toy
example that illustrates how the phase duratioluémices on the performance of the
relay-assisted transmission and justifies the dismordinated precoding in the BS-RS
link.

! From now on, we refer to capacity as the bitratéeved with our precoders, i.e the mutual infoiomat
of chapters 2 and 3.
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4.2 HALF-DUPLEX RELAY TRANSMISSION

Consider a system with a BS, a RS and a MS as shotke next figure:

€ C,
BS
o f
RS
l-« t

Figure 23: Example of optimization in a simple syst BS transmits during a fraction

a of the transmission time and RS transmits durifrig@eionl-a.

Let us consider optimization of the transmissiometi In the first hop of duratioa, the
BS transmits to the RS. In the second hop of dumdti o, the RS transmits to the MS.
We assume the capacity of the BS-RS liniCjsand the capacity of the RS-MS link is

C,. The rate achieved by each link would be

rL=aC,

r,=(1-a)C, (134)

Information flow in the relay implies that #C, bps/Hz are transmitted in the first hop,

then the same throughput is needed on the secgndHeoce, the actual rate would be,
r=min(r,r,) = min(aC, (1-a)C,) (135)
Now consider the optimum duratian such that maximizes the rate:

a,, =argmaxmir{aC, ( +a)C,) (136)

a

This problem can be solved by plottiag, and(l—a)C2 as a function otr :
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(]L—fc:.s)C2
/ <«— aC,
C1C2 £
ropf = C1 +C2 T /‘)(§ min(a'Ci,(] —Q)C_))
| I
, I
e 1

Vo~ Bl
Figure 24: Rate of each hop, rate of the system

and optimum values for andr

When the problem is extended # users, assuming that the access of each user is
orthogonal, it can be formulated as follows:

K
max ZGH C;
i=1

@i 0z j=1.k

s.ti(a]j +a,)=1 (137)

a,C, =a,C, j= 1.K

wherea; anda, are the duration of the first and the second Hdapeith user.

As a consequence, the rate achieved optimizingdthration of each hop is always

better than merely half the total transmission fine =%:

CC, _1 .
= > C,.C 138
r.opt Cl + C2 2 mln( 1 2) ( )

Maximizing the lower bound implies to maximize tbapacity of each hop so as to

improve the total rate in respect to the case mtayed case, that is,

_ GG

= > 1
=5 e 2o (139)

where r, achieved transmitting directly from the BS to thS. The use of relays
impacts directly onC, because the RS is closer to the MS than the B&c&&, is

much greater thar, for far users in the cell.
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In order not to be limited by the first hop, RS mnlos placed in high positions and LOS
propagation is sought. This is at the expensesavinly also LOS propagation to the
other BSlinks and hence high levels of interferente this regard, the use of
coordinated transmissions in the first hop dealh Wie interference generated and are

able to enhance the values@f

4.3 SYSTEM MODEL

We define the tuplgM,N,S), whereM is the number of antennas at each BS,
N is the number of antennas at each RS @&nslthe number of antennas at each MS.
For all access modes, consider,i=12,3 j=12,., the NxM channel matrix
between theith BS and thejthRS andH,,,i=1,2,..,6 j= 1,2,.., the Sx N channel
matrix between théth RS and thejth MS. Consider these two matrices with equivalent
properties to the channel matrices described irctla@nel model of the chapter 2. The
precoding matrices will be denoted by ,i =1,2,3 j = 1, for the first hop, which is the
precoding matrix for theith RS of theith cell andV,;,i=1,2,3 j = 1,: for the second
hop, which is the precoding matrix for thgn MS of theith cell.
Each cell is denoted by a number1,2,3, and it contains thé&h BS, denoted byBS .
The two relays of théth cell are denoted bRS, and RS,. Finally, the MS served by
each RS is denoted by the same subscript, thihésMS served byRS is denoted
byMs; .

In this chapter we talk about capacity or mutudbrimation without further

distinction. In information theory the differencenang these two terms is important

because we are characterizing the capacity as itfitedt value of the mutual

information. Here we compute the capacity in thstfnopC;, and the second hop,,

using the expression of the mutual information smawvsection 2.2 and a water-filling

solution will be applied in order to improve theéegaf link.
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4.4 ACCESS MODES IN THE FIRST HOP

4.4.1 Uncoordinated Transmission: Zero-Forcing Block

diagonalization

We propose 4 access modes with no coordinationdestvBS based on Zero-
Forcing Block Diagonalization (ZF-BD) precoding éaiped in [8]. The key idea is

similar to the ZF precoding scheme in chapter ufd 25 shows these access modes:

TDMA in first hop, TDMA in second hop Interf. in first hop, TDMA in second hop
i || |of | | £ BS,~RS RSy | £ | £ | & |4 | &£ | 4
BS;— BS;—  [BS;— ZlZz|z|2|=]= ok e | R | E [ %
RSy, BS;: | RS, RS (RS, RS, | L L] L[ L) L il ] L. L
AEREIEIE BS,—RSuRS: |4 |4 |4 |5 |2 |2
- = P ettt =
@ gy G Wy En & Gy Gy [ Gy Ey Wy Gy G f
TDMA in first hop, Interf. in second hop Interf. in first hop, Interf. in second hop
RS;—MSy RS;;—MSy BS;— RSy, RSy | RS;—MS;  RS;;—MSy
3:?35 :::_RS ;:5_1{5 RSy—MSy; RS:—MSy BS,— RSy, RSy | RSu—MS;  RSu—MS,
PUI TR | TR TR | TR TR R, M8, RS, —MS;, BSy— RSy, RSi: | RS;—MSy RS, —MSy
o2 "

t R r
o LA o e G

Figure 25: Scheduling plans for uncoordinated traasion in the first hop

These four options assume that a BS transmits wmedusly to its entire RSs. They
can be divided into two groups: TDMA in the firstghand simultaneous transmission
in the first hop. The first one considers each Bfdmits to its entire associated RSs
orthogonally in time with the others BSs. The setaption considers all the BSs
transmit simultaneously to its RSs. Hence, the rs@coption allows inter-cell
interference.

As an example, consider the ZF-BD TDMA-Interf accesode (bottom-left of
Figure 25), which means ZF-BD TDMA in the first hapd simultaneous transmission
in the second hop. The transmissions carried outhénfirst hop are done over 3

orthogonal phases. In th#h phase,BS transmits toRS, and RS, simultaneously, that

is, each BS transmits to all the RSs of its cethwut inter-cell interference. Each BS
distributes its total transmitted power over thessages intended to its associated RS,

referenced byR, , and By, for theith BS. Moreover, the duration,,i =1,2,30f each

phase has to be designed.
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The second hop consists in a single phase whete gaRkRS of theithcell, RS,
transmits to its associated MBS, . Notice that this access mode allows interference

the second hop. For this hop, the duratagrwill be designed. The transmitter power of

each RS will be equal td, ;=P

smac 1 =1,2,3 ,j= 1,7 because there is not CSIT
available at the RSs.

The precoding matrices for the first hop are coragutonsidering a 2-user MIMO BC.
For this channel, we will design the precoding mas employing a ZF-BD strategy

[8], which results in the following six conditions:

lV 122= O H l?y 135 O (140)
v

121= 0 H 13y 131= 0

Thus, the precoding matrices can be computed mealthe null space of the cross-

channel matrix of each cell,

Vi, =null(H,,) V,=null(H ) V =null(H )

V
(141)
Vi, =null(H,,,) V,=null(H,) V,=nul(H )

Notice that a bound for the number of transmitteessages has to be set, as
done in section 3.4.2 to not exceed the numbentdfnmasN at each RS. Hence, the

number of columns o¥/,; is upper bounded by
DOF,¢ gacs=Min((M = N)", N) (142)

These precoding matrices will be also optimizedeaplained for the ZF mode in
section 3.4.4.2 in order to maximize the mutuabinfation at each receiver and the

transmit correlation matrix will optimized usingetivater-filling algorithm, section 2.3.
4.4.2 Coordinated Transmission: Interference Alignment

For the coordinated transmission, we propose 2sacoedes using IA in the

first hop, which are shown in Figure 26:
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TDMA in second hop

BSi—RSy| BS;—RSu| o
BS:—RSy|BS:—RSn| =
BS:—RS:| BS:—RS: | o

MASy
ISy,
IS5
S
S;;
[

RSy,
RSy,
RS,
RS1
RSy
RSs,

o4 . Ry Oy By By

[
]

i
2]
E

Interf. in second hop

BSi—RSy|BS;—RS;:| RSy—MSy;  RSp—MSy
BS:—RSy|BS:—RSu| RSy—MSy  RSu—MSy
BS:—RSy|BS:—RS:| RS;—MSy;  RSu—MSy

L Gz G

Figure 26: Scheduling plans for coordinated trassimn in the first hop

As an example, consider the IA-TDMA access moeelnterference Alignment
in the first hop and TDMA in the second hop. Thehe, transmissions carried out in the
first hop are done over 2 orthogonal phases. Ih eae of these phases, one RS of each
cell is served. We consider that &IS, i=1,2,3 are served in the first phase and all
RS,, i=1,2,3 are served in the second phase. Thus, in eacle plegan consider a 3-
user MIMO IC with constant channel coefficients iaschapter 3. Since GSVD
precoding (section 3.4.5) is the best scheme mgeaf DoF, the precoding matrices for
the first hop will be designed using this schentge duration of each one of the phases

a,;,j =1,2 will be designed whereas each BS will use alltthesmitted power to serve
its RS and hence, it has not to be optimizedRi,e= Pyq .. 1=1,2,3.

Since TDMA is used in the second hop, each MSrigeskorthogonally in time with the

others and thus, the durations,i =1,2,3 j = 1,2 will be designed. Notice also that in

the second hop each RS transmits with all the aviglpower because no interference is

created to other users. HeN@g, ; = Prgpao 1=1,2,3 ,j= 1,5

4.5 ACCESS MODES IN THE SECOND HOP

For the second hop, the precoding matrices are gtdpas diagonal matrices
allocating equal power to each antenna. It is bszave consider CSIT is not available

at the RSs and hence, power allocation is not plesstence, the precoding matrix at

each RS is given by:
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P
V2ij — Rilmaxl (143)

where P, is the total transmitted power for each RS.
Each MS considers the received interference astiagldioise. The capacity of the
second hop when TDMA is used can be computed as:

PRS,max H
I +v HyHy

2
n

CZij =log, (144)

On the other hand, when simultaneous transmissiemployed in the second hop, the

capacity is given by:

P
C, =log, |l + RSNmaX HyHER? (145)

where R, is the interference plus noise correlation matvixch results that treating
interference as noise and is given by:

3,2

IQn,ij:O’nZI-l_ z (HZkaZpk)(HZkaZpk)H (146)

Fi

i)

—

4.6 RESOURCE ALLOCATION

In this section, we review some optimization consegelatively to convex
problems which will be necessary to approach teeure allocation. Next, we show in
detail two cases of optimization for IA-TDMA and BD TDMA-Interf access modes.
The other cases can be easily solved based on ¢eseples and are summarized in
Table 11 and Table 12.

4.6.1 Convex problems

In this section, we review some concepts of optatiimn and convex problems.

From [32], it follows that a problem defined as:
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min fo (X)

subject to
f(x)<0 i=1m (147)
h(x)s0 i=1.p

is convex if:

> The objective functiom,(x) is convex.
> The inequality constraint functionfs(x) are convex.

> The equality constraint functioris(x) are affine.

If an optimization problem can be written as (14}l satisfies the convexity conditions
we can guarantee there is only a unique solutidmchlwcan be found by gradient
methods [32].

The objective function is the function we are mirgimg. In our scheme, it will be a
function of the finals rates. Some examplesfi¢r) are presented here:

f(r)=-1"r
(WSR) : f(r)=-w'r
(MinR): f(r)=-min(r, r,,..54)

(GM): f(r)==9rdra

(148)

wherer is a vector containing the rates. We denote therauan-rate (SR), weighted
sum-rate (WSR), min-rate (MinR) and geometric md&M) respectively. The

objective functions which will be used in the sdcure SR and GM. While the first one
maximizes the spectral efficiency of the system, $bcond one allows us to deal with
the bitrate of those users in bad channel conditiahthe cost of decreasing the
performance of those users in better channel dondit We will see in the simulation

results of section 4.7 the impact of objective tiort choice on the performance of the

system. It can be easily proved that both functemesconvex.

Moreover, there are two properties in this areactvldare summarized next. In the first

hand, all the linear functions are affine and convéis property ensures that
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ZK:ail+ZK:ai2:1 (149)

is convex. On the other hand, the functiciog, ( y) is not convex, but it becomes

convex if the following change of variables is d¢82]:
-1 (150)
X

This property will be used when ZF-BD is used ie tinst hop.

4.6.2 1A in the first hop

For the IA-TDMA access mode, the resources arecatéml by solving the

following problem:

maxt(r)
subject to
2 2 3
Zaﬁ +;;am =1 (151)
—a,Cy; <0 i= 1,237 1
L —a;Cy <0 i= 1,23;= 1

where r, is the final transmission rate of thghuser and the second and third
constraints imposer, =min(ale1j a5 C, ) The convexity of this problem can be
proved by using the concepts reviewed in the kastian.

4.6.3 ZF-BD in the first hop

For the ZF-BD TDMA-Interf access mode, the resosrege allocated by

solving the following problem:
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max f (r)

r,a,Pss, i

subject to

3
Zaﬂmz:l

: (152)
Z PBS ij BSmax i= 123
-aCy (Rey )< 0 i= 123)= 1,
—aCy <0 i= 1,235= 1

This problem is similar to the one shown in (15U} here we also must allocate the
transmitted power of each BS distributed alongwts RS messages. Hence, we have to

find the optimum value for,,; and the power transmitted by each magle which

will be optimized by water-filling (section 2.3)This variable appears in the expression

of the mutual information, which is given by:

lI] BS Jj ZIOQZ(]A- ”; Wk BS Jj )\J (153)

where g7 is the noise powem, are the number of modes used atfdare the singular
values of the equivalent channel matk,, =H,;V,;. Hence, the capacity in the first

hop is given by:

2 N 2 ¥
ijt BS,i n 1 _Un
Zlog{H J{Mnf oW 4” e

=1 ijl

where M is the number of antennas at the BS. The prohtefh52) has unique solution

if we can guarantee its convexity

-a, Zlogz{h ”‘[ BSij -2 /\J, - J ] (155)

This expression can be rewritten grouping all tiestants in dummy variables:

2'\1

A=My L Bo=T

|JIl

= a; Zlogz{h ”‘[ ZS” B j }so

(156)
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Assuming that thekth mode is used and hence another constigint0 is introduced,

(156) is reduced to:

2 2 i
K —_ Auk Auk Nz 1
ik ’ ik — >
O, Ai Nj =1 4j|
N,
= ay kzl 09, (PBS,inijk +Dy, )S 0 (157)
=1

This inequality is not convex, but it may becomewsx applying a change of variables

as explained in section 4.6.1. Finally, the optatian problem is given by:

maf)
subject to
3
Zaﬂ +a,=1
i=1
2
D 4= Rem  i= 1.35= 1.2 (158)

alj
r. —aZCzj <£0j=1,23;j=1.2

ij

t; . .
r, —a;Cy (—st 0j= 1..3j= 1.2

2“1

quk20:> - an[

J 1=1

Notice that the second equality constraint has eamitten with the new variable

and we add the non-negative power implicit constriai the last inequality.

4.6.4 Summary of the optimization problems

In this section, we present all the resource allongroblems depending on
each access mode of each hop. Table 11 showssihérce allocation problems when

IA is used in the first hop (Figure 25)
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max f (r)
subject to
2 3 2
TDMA 20+ 2D =1
i= i=l j=
p—a;,Cy <0 i=1..,3=
—a;Cy <0 i=1..,3;=
max f (r)
subject to
2
a,+a,=1
Interf JZ: e
I —crlj.C]j < i=1..,3;j= 1,..
I —a,Cy < i=1..,3j= 1.,

Table 11: Resource allocation optimization probléondA in the first hop

Next, Table 12 shows all the combinations for ilh& ind the second hop when ZF

precoding is used in the first hop (Figure 26):

TDMA-
TDMA

maxt(r)
subject to
3 3 2
Zali +Zza2n =1
i=1 i=1 j=1
2
Dy=aRs,  i= 123f= 12
=1

t . ,
r, —a,;Cy (—J]s 0j= 1,23j= 12
ali

—a5Cy;<0,i=123 j= 12

2 M 2

n 1 a-n A ] r— ” —
#20= -t -a;Mn {7 4—2—4—2]3 0i= 1,23j= LXx= .M
o= 7l ik
t U 4.2 t 0_2 " 1 0_2 +
with C, L]: log (1+—“gq ] andg, =| ——+—" ) —-—1
! {% ; o™ *olaMny o G A
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TDMA-
Interf

max f (r)

rta

subject to

3

;aﬁ ta,=1
2

Ztij =a; R

1

t . ,
r, —a,;Cy (—J]s 0j=123j= 1,2
ali

i= 1,23j= 1,2

n-aly <0j=123j=12

A SELEE
[ ] Zlog{1+ zwk] a”d%‘[aﬁMn,~+ra Zﬂﬁ A

0i= 123j= LX= .4

2 N

o 2

1 o,

Interf-
TDMA

i= 1,2,3j= 12

2
Ztij =a.Rs,
=N

t
r —aCy [i]s 0j=123j)= 12
al

<0j= 123j= 12

2 N

g
@ 20=> -t -agMn|—
" J ' J nj =1 /]ilf /llk

i — azczj

2 i 2
#z20=> - anazl J;‘s
u 1=1 /‘ijl /]jk
with C;
maxf (r)
subject to
a+a,=1

2
1 0’]< 0=

) ti' U 4_2
with C,, [a—J] = Zlogz[ho_—‘;(@k] andg, =
1 k=1 n

12,3j= 1%k= .4

+

l}j +U_§ . 1 _Uﬁ
aanij N, /]uzl /Li

Interf-
Interf

maxt(r)
subject to
3 2
ONLI
i=1 j=1
2
t=aRs; 1= 123j= 12
=1
t, _
r —aCy (—‘ <0j=123j= 12
al
—a;zCy < 01=1,23;j=12
r\] 2
a1 o
=2 0= -t -agMN |— n
ik j 1 j 2
{ I] 1=1 /‘ul /1jk

]s 0i= 1L23j= LXk= .4
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2

with C, ti _nzilog 1+£ andg = b +U_§ N 1 _o +
i\ |7 200 145 | andg, =| e D -

1 1=1 7jl jk

Table 12: Resource allocation optimization probléonZF in the first hop

4.7 SIMULATION RESULTS

4.7.1 Simulation conditions and assumptions

In this section, we present the simulation redoitshe RACN. The evaluation of
the proposed approach is done on a radio accesgonketbased on 802.16m

specifications [33]. Table 13 summarizes the mamukation parameters:

3
500m to 1500m
2.6 Ghz
20 Mhz
40 dBm
30 dBm
10,6 dBi
5 dBi
-174 dBm/Hz

800

6
M=4
N=2
S=1
LOS

NLOS

Table 13: RACN Simulation parameters
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Channel models adopted are outdoor-to-outdoor ddiairom [34].

Two fundamental measures are adoptadlular spectral efficiencys,, as the average
sum-rate over the cell area, aa@b outage rateQ, (5) as the peak achievable rate of

the 100€ worst users in the cell. Both capture most of Hemefits offered by
coordination of BS and relay-based transmissioneséhtwo measures have been

evaluated for distinct access modes, objectivetfons and inter-BS distances and are
defined by

S=I330  e=r(r=a(e) I 12Ri0{ B} a5

4.7.2 Influence of the second hop access mode

The results are shown in Figure 27 to Figure 30eXdained throughout chapter 4,
the different options for each hop are:

» Access modes in the first hop: IA, ZF-BD TDMA an8-BD with simultaneous
transmission, which will be name&d+-BD Intert
» Access modes in the second hop: TDMA and simultasé@nsmission, named
asinterf
The objective functions considered are sum-rate €id geometric mean (GM), whose
analytical form is shown in (148). The inter-BStdigces could take the values 500m,
750m, 1000m, 1250m and 1500m, which are depictdadaick, blue, red, magenta and

green respectively.
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Cellular system using TDMA in the second hop
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function. Black, blue, red, magenta and green ssreinter-BS distance
equal to 500, 750, 1000, 1250 and 1500m respeygtivel

Figure 28: Evaluation of the system using TDMAhe second hop and SR as objective
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O S

Cellular system using Interf in the second hop and interior-point
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Figure 29: Evaluation of the system using simultaursetransmission in the second hop

and GM as objective function. Black, blue, red, ere#ig and green represent inter-BS

distance equal to 500, 750, 1000, 1250 and 1508pectively

Cellular system using Interf in the second hop and interior-point
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Figure 30: Evaluation of the system using simultausetransmission in the second hop

and SR as objective function. Black, blue, red, emd@ and green represent inter-BS

distance equal to 500, 750, 1000, 1250 and 1508pectively
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4.7.3 Inter-BS distance influence

In Figure 27 and Figure 28, we observe that thédopmance of the system
decreases as the inter-BS distance increases. ldoweWigure 29 and Figure 30, ZF-
BD Interf-Interf and IA Interf do not follow exagtlthis behavior. Notice that these
cases take place when simultaneous transmissempgoyed in the second hop. Let us
analyze first Figure 30. The conclusions extradtedh this figure are also valid for
Figure 29. In the first hand, it can be observeat the black cross, which denotes the
ZF-BD-Interf-Interf access mode using the smalietr-BS distance, shows the worst
performance among the ZF-BD Interf-Interf symb#l&e think that when simultaneous
transmissions are employed in both hops, internedialues for the inter-BS distance
are suitable because of the trade-off between -gdlainterference and inter-cell
interference. While using small values for the ifB& distance reduces the pathloss and
hence, increases the cell coverage, the interhtigliference is also increased because
other BSs are closer. Conversely, using large galoethe inter-BS distance attenuate
the inter-cell interference, but also the desirgphals because users may stay in far
positions.

On the other hand, we observe that the blue sgrat¢he black square in Figure 30 are
very closer. This would mean that decreasing theriBS distance does not provide
great improvements on the spectral efficiency @ame could be seen in Figure 29 in

terms of outage rate), causing an effecaifiration.In particular, in those cases where

> CBS— RSC RS MS (160)
CBS— RS+ C RS M¢<

CBS— MS

there are no gains associated to the use of redagsthe MS should prefer to receive

directly from the BS.
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4.7.4 Using different objective functions

The differences provided by using different objeetiunctions are significant in
all the figures. When the SR is used as the oljdtinction, we observe greater values
in the spectral efficiency than using the GM wherasing the GM improves the outage
of the system at the cost of losing spectral edficy. A similar tendency occurs with
TDMA and Interf access modes. While the first alkothhe system to distribute the
duration of the phases among the users, the lasiedothe users to transmit
simultaneously. As a consequence, the TDMA accesdenfavours the outage rate
whereas the Interf access mode tends to improveggetral efficiency improving the
performance of the users with good conditions. Harewhen the access mode and the
objective function follow opposed tendencies, tmsutts show that the objective
function has a greater impact. Figure 28 showsxamele of this behavior, where it
can be observed that using TDMA in the second kagd to poor outage rate results

due to the objective function is SR.

475 NLOS in the BS-RS links

From Figure 27, we observe that ZF-BD Interf-TDMAhgves very poor
results. In this regard, we simulate the same sysied channel realizations considering
NLOS in the BS-RS links, obtaining simulation réswn Figure 31. The results show
an improvement of this access mode whereas the othdes get slightly worst results
than considering LOS. However, the performance rorei@ains the same. This can be
explained by two reasons, which actually are theesdn the first hand, when LOS is
considered, the pathloss in the BS-RS links is taWwan considering NLOS. Therefore,
inter-cell interference is greater in the LOS cagd this explains the improvement of
ZF-BD Interf-TDMA access mode. On the other hahd, gathloss increment in the BS-
RS links affects also to the direct channels, olitgi worst results for IA-TDMA and
ZF-BD TDMA TDMA. This is because these access modesnot depend on the
interference power in the first hop, and the changgserved from Figure 27 to Figure

31 are caused by an attenuation of the direct aiHann
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Cellular system using TDMA in the second hop with NLOS in the BS-RS links
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Figure 31: Evaluation of the system using TDMAhe second hop,
GM as objective function and considering NLOS ia BS-RS links. Black, blue, red,
magenta and green represent inter-BS distance &m0, 750, 1000, 1250 and
1500m respectively

4.7.6 Conclusions

In conclusion, depending on each feature we w#l aise access mode or other but
always using IA in the first hop. If we want to niraxze the spectral efficiency, then the
best access mode would be IA-Interf SR. Furtherrfere improvements of the Outage
rate can be achieved by using GM instead of SRhamdccess mode. On the other
hand, if we want to maximize the outage rate th& kseheme would be IA —.TDMA
GM. We also conclude that using ZF-BD in the filgip is not a good choice.
Moreover, when only in-cell CSIT is available thesbaccess mode is ZF-BD TDMA
in the first hop, with similar behavior than IA-TDMin respect to the second hop

access mode and the objective function choice.
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5 CONCLUSIONS AND FUTURE WORK

The 3-user MIMO interference channel with constah&nnel coefficientsM
antennas at the transmitters aNdat the receivers has been analyzed. For this ehann
a new outerbound for the degrees of freedom bas¢tid) and [20] has been presented.
Likewise, some schemes have been proposed in tordeghieve this outerbound. The

results show that GSVD precoding is the best ofptoposed schemes, achieving the

outerbound for the rati(’)\/%\l 2% . This scheme divides the precoding matrices in 3

blocks, which represents the transmission moddsetased: 1A, ZF and partial ZF.

Depending on the range of= N%\l , the outerbound is achieved by

ZF forr>3
partial ZF and ZF for 2r < 3

IA and partial ZF for% <r< ¢

whereas ifr <%, IA can be used to approach to the outerbound.eMar, some

examples of asymmetric cases have been presented.

The innerbounds presented for the 3-user MIMO I@ehaeen implemented to be used
in the first hop of a relay-assisted cellular nakwwdResource allocation and system
performance has been evaluated in terms of speefiialency and outage rate for

different access modes. The results show that usimg the first hop is the best access
mode and there are different options for the se¢mpland the objective function so as
to improve the performance in terms of spectratiefficy or outage rate. When only in-

cell CSIT is available, the best access mode ®fitht hop is ZF-BD TDMA.

Extension to the multicarrier case has been preddmiit not implemented because of
time scarcity, which could be done in the futuree Wink that transmission through
multiple carriers could help the system to managterierence. Since the MIMO

channel coefficients are random, each user migh¢ ki#ferent channel gains for each
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subcarrier and hence, the allocated power at eablasier might be distributed
accordingly, increasing spectral efficiency andagetrate.

There are several lines for future research haasi@ basis the work developed

here:

» Extend the novel ideas (partial ZF transmission enadd GSVD procedure) of
this work to theK-user interference channel. Some works deals vii¢h 1A

equations foK users. [19].

» The Broadcast Interference Channel, whereby eamfsrnitter serves many

receivers.

» Analyze the 3-user asymmetric MIMO interference roted with possibly
different number of antennas at each transmittel each receiver or rank

deficient channels. Although we provide some examph this work, it leaves

as line of research to generalize the DoF achiéwethe (M T Nj) case

» Analyze the impact of quantized channels when mglexsare designed so as to

align the interference

» Based on [35], extend the GSVD precoding to a simifamework with a

parameter. , which will be useful for <5/3.

» Implement minimum mean square error (MMSE) precedand receivers
instead of ZF. This type of receivers used to woekter in the signal to noise
ratio regime.

» Extend these schemes to interference networkshéset networks there are
various transmitters and receivers sharing infoionabetween them. The point

is that each transmitter might send messages te than receiver.
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A. Proof of Theorem 3.3.2-1

The proof is based on the outerbounds defined9h ¥ Gou and Jafar and in [20]
by Razaviyayn, Lyubeznik and Luo. We denote theseduterbounds byoF;, (M, N)

and DoF,, (M, N). Let us assum& >N without loss of generality due to reciprocity.

Hence, (58) is rewritten as:

M +N

1<sr<—
4
2N
poF=1 3 3% 7 =N (161)
M 2<r<3
3
N r=3
In the first place, the outerbound defined in [(K9]
N R>3 M
DoF,,(M,N)= R=| — 162
OGJ( ; ) M R<3’ LNJ (162)
R+1

where | a| is the floor operator, that is, the largest integet greater thara. The

authors of [19] conjecture that this upperboundastight whenr #R. In this regard,

we will show that the previous outerbound can lslyanhanced Whepzs r<2:

2N 5
M M
Do, (M,N)=< M per<3 R{WJ =Y (163)
3
N r=3

where it has been particulariz&l=2 in the range2<r < 3.
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In order to prove this improvement, consider a f&;N) such thatR# r and R<3.

The outerbound defined in [19] is given bR%Tl From Lemma 3.3.2-1, it follows that

increasing the number of antennas at the transnsitee cannot hurt the degrees of

freedom. According to that, we bound with the rigitt case, i.gM,N)=(M+m,N)

with the minimumm such that:

ﬁz{MJ:LMJ’mJ:M"Lm:f:Rﬂ (164)

_|4., -4
R_H e (165)

R=F (166)

is 2. Hence:

-|8]-2-
13| 3 (167)

Back to the general case o, N), the outerbound for the pa(iM,N) =(M+mN) is

given by:

M _(M+m)_ RN _(R+1) N
R+1 R+1 R+l R+2

Dok, (M, N) = (168)
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For gs r<2, it results (163) because=1. Notice that this idea cannot be applied for

r =2 because the next tight case wouldrlze3. Throughout this section, we will prove

that (163) is a better outerbound than (162) w%enr <2.

Secondly, work presented in [20] provides anothegedound:

M +N

DoF,, (M,N) =

(169)

We prove outerbound defined in (58) for each rawfge by combining (163) and (169)

DoF;, < Dok,

N<M+N

o (170)
1<r_

r>3

For r =3, we haveDoF., = DoF,, and these two outerbounds are valid.

> 2<r<3:

DoF;, < Dok,
M M +N
— <
R+1 4
r r+1
2+1 4
r<3

(171)

In (171) we applyrR=2 because<r < 3. Thus, we have the following implicit
condition:

R=|[r|=2 = 2<r<: (172)
Remember that for =2, DoF,, is tight.
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> §s r<2:
3
DoF;, < DoF,,
(R*)N M +N
<
R+2 4
(1+1) r+1 (173)
A S A
1+2 4
5
r>=
3

Again, in (173) we applyr=1 becausegs r <2. Thus, we have the following

implicit condition:
R=[r|=1 = Isr<: (174)

Moreover, we prove that (163) is an outerboundebdtian the one defined in
[19].

(R*)N M
<
R+2 R+l
@) v (175)
1+2 1+1
4

r>—
3

Finally, for r =§ we haveDoF,, = DoF,, and any of these two outerbounds is

valid.

1<r<

wlo

DoF;,, < Dok,
M+ N M
< —
4 R+1
rel_r.
4 1+1
r>1

(176)
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Forr =1, DoF,, = DoF,, and any of these two outerbounds is valid.

Finally, notice that as mentioned in section 2.5%theut loss of generality we can
assume that the number of transmit antennas isegréfan or equal to that of receive

antennas, i.e., these outerbound are valid foNtkeM case.
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B. Proof of Theorem 3.4.3-1

B.I. Design of precoding matricesfor M even

Problem defined in (73) can be simplified as fokow

span(H,,V,) = spafH V)
V,= (H 23)_1 P (177)
V2 = (H32)_1H 31\/1

Now let us define the following matrices:

H

F=(Hy,) Hy, (178)
G

Notice that (177) and (178) require that channdrices are invertible. Next, we show

the solution presented in [16] for the precodindrines of each user:

span(V,) = spafEV,) = Vl:[el e, .. eM/Z]
V,=FV, (179
V, =GV,

where e,i =1..M /2 is an arbitrary set oM /2 eigenvectors ofE. Notice that this

scheme is only valid when! is even.

B.Il. Achievability for M even

For anyM even number, we provil /2 degrees of freedom can be achieved. In
order to do that, we have to prove that the interfee is linearly independent of the
desired signals at each receiver. For example,eetiver 1, the receiver linear

independence condition boils down to:
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span(H,,V,) n spaf[H,v, H,V])=0
span(H,,V,) n spafH V,) =0 (180)
span(V,) n spafKV,)=0O

whereK =(H,,)" H,,. Here we simplify:

Spar‘([H12V2 H13V3]) = spafH . ) (181)

because of IA conditions in (73). Equation (180)equivalent to saying that all the

columns of the followingM x M matrix are linearly independent.
C,=[V, KV]=[e, e, .. e,,Ke, Ke, .. Ke, ] (182)

It is easily seen to be true becauke is a random full rank rotation matrix. For

example, consider the cadke=2 where:
C,=[e, Ke] (183)

Then, the probability ofe, being eigenvector of a random matrik is zero and

interference can be suppressed by ZF. As a consegud /2 degrees of freedom can

be achieved by each user.

B.I11. Design of precoding matricesfor M odd

If Mis odd, we need to consider a two time-slot symiadension of the
channel. As explained in section 2.4, extended rmblamatrices for a time extension of

level 2 can be expressed as follows:

_ H. 0
H,=1,0H, { ) } (184)

All the terms in (179) should be extended:

110



@ “ﬁ APPENDIX

spar( _1) = spa(1E\_/1)
V,=FV, (185)
V,=GV,

Now, if we analyze eigenvectors &, it could be seen that they have an especial
structure because they are eigenvectors of andedematrix. In fact it could be proved
that:

spar(e )0 eidE) = spaEwﬁ)}LSDD oifE) (186)

This expression can be understood as follows. I§ an eigenvector of , then it could

be extended in order to become an eigenvectdt .dflowever, it appears twice in the
eigenvectors oE . Notice that a linear combination of the two exked eigenvectors is

also an eigenvector & .

For the odd case, the solution presented in [16)/fds:

\_/:{el 0O e .. O eM} (187)

|0 e 0 .. g

Note that only eigenvectors with different eigemss are chosen and the last column is
chosen so as to ensure the linear independencétioana@s we will show in the next
section.
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B.IV. Achievability for M odd

In this section, we will show that columns 6f have been chosen in order to
satisfy the linear independence condition for eadeiver. Similarly to the even case,

we have to prove that:

spar(H,,V,) n spa(n[ﬁu\_/2 H.,V ?J) =0
spar‘(ﬁll\_/l) N spa(ﬂ?i v 2) =0 (188)
spar(\_/l) N spa(ﬂZ\_/l) =0

where K =(F|n)_1|:|12. Equation (188) is equivalent to saying that ladl tolumns of the

following 2M x 2M matrix are linearly independent.

0 e, ... 0 ¢, Ke 0 Ke, .. 0 Ke
Cj_: el 3 M 1 3 M (189)
Oe O .. ¢e_, & 0 Ke 0 .. Keg, Keg,
Let us define:
P=[e.e,...ey . Ke Ke;,..Ke, ] (190)

Q=[e,e,..0n.1Ke,Ke,,..Ke,_]

P and Q are full rank almost surely withrank(P)=rank(Q)= M-1. Moreover,

because of the construction ®, we can guarantee all columns ©f are linearly
independent except for columrl and column2M . Now supposeC, is a rank-

deficient matrix. Then the following condition hiasbe satisfied:
ayey +a,,Ke, Ospar(P) n spafQ) (191)

wherea,, anda,, are scalars. In other words,Gf is a rank-deficient matrix, a linear
combination ofe,, and Ke,, has to lie on the span of the intersectionPofand Q.

(191) is equivalent to:
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spar([e,,Ke,]) n spafP)n spa®)#0 (192)

Is it possible? What is the rank of the intersectietweenspan(P) and span(Q)?

Using the Grasmman formula (see section 5.9 of){24]

dim(spar(P) n spafQ)) = dim(P) + dim(Q) - ranfp Q] =
=2(M-1)-M =M -2

(193)
Hence, sincedim(span(P) n spafQ))= M-2, we can say thaspar(P) n spafQ) is
the set containing all the vectors of tihdimensional space, except those which
belongs to a subspace of dimension 2. Since theegeKe,} is drawn from an
eigenvectore,, that does not lies on eithepar(P) or spa(Q), it can be ensured with

probability one that this space of dimension Zoamsed b){eM ,KeM] . In other words:

spar([e,.Ke,]) n spafP)n spaQ)=0 (194)

Hence, the linear independence condition is satisét receiver 1. Similar arguments
can be applied to receiver 2 and 3. Therefore,thal desired signals are linearly

independent of the interference at each receivetlagy can be decoded by ZF.
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C. Proof of Theorem 3.4.3-2

The proof is mainly based on the ranktled precoding matrixv, (i.e. the
number of transmitted bitstreams), which is relatedhe rank of matrixU, in (86).

First of all, using the Grassman formula, the rafkthe intersection space matrix

defined above isank(A;)=2M - N . Now, we analyze some terms appearing in the

expressions of the last section:

> spar(ém) : The span of the pseudo-inverse of masgjx If %< M<N, S,isa
N x M diagonal matrix of the fornﬁﬂ and thenS,, is aM x N matrix which
could be expressed as followpS; 0].

> spar(S,8,,) : It always will be aM xM identity matrix1,, .

> spar(S.UYA ) M xrank(A,,) = Mx(2M - N) matrix. Here we use tha, is a
MxN matrix and U] is a NxN full rank matrix. Thus,

rank(SU!'A ) = rank(A ,,) because it is the minimum rank of all the ranks in

this product and the rank of a matrix product isnaist the smallest among the

rank of its factors.
> span(S,UHA ) : Similarly to spar(S,U%A ) , itis aM x(2M - N) matrix.
> spar(SUA ) n spa(S,U"A ): Applying again the Grassman formula:

rank(U,, ) = rank(T,) = 2:(2M~ N)- M= 3M- 2N (195)
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By construction, matrixU, will have M rows and the number of columns will be

equal to the rank abar(S,UYA ) n spa(S,U"A ). The rank ofU,, may be expressed
as follows:

rank(U,, ) =(3M - 2N)’ (196)

Hence, this method could only be applied Wmen% >1.5.

However, this innerbound has to be upper boundeeindtnber that only the

components of the desired signal which lie on thteogonal space oépan(A,) are

decoded. We refer to this spacespar(A,”) and its dimension is given by:

dim(spar(AiD)) = N-dim( spafA,))= N(2 M- N=2 N W (197)
As a consequence, there are some cases, where
dim(spar(A°)) < dim( spafA, ) (198)

and the innerbound will be equal 2§N - M). Finally, the total degrees of freedom per

user that could be achieved by this method couleXpeessed as shown below:

DoF =min(2(N - M) (3V - 2)') (199)
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D. IA procedure using GSVD precoding

In this appendix we prove that the IA conditions

spar(H,,V,) = spafH,V )
spar(H,,V,) = spafH ,3V )
spar(H,,V,) = spafH ,,V )

for M =N are satisfied using the following precoding magsic

V" =U,D5K @ K,
V" =U,DK R K,
Vi =UDIRK Q K,

where U, andD; are defined applying the GSVD (77) to the follogichannel

matrices,
H,=W,D, U H12 3 H,,=W,D 2l1J_Hzl_ (200)
H13:W12D13U';I|.3 H 23=H Zy 13=W J;.) JEJHZ

Dj, @, andQ, are given by,

-1
Dj =D;" (Du' Du'H)
Q,=U,D’, (201)
Q, =eig(H,,U,D%K ,H U ,D*Q K |

and K, andK, are free to desi.

We begin by solving the IA equation for the 1steiger. Let us apply the GSVD to

matricesH,, andH,, in the first alignment equation:

H12 = W12D12U |:I.|2 H 13: W 1p ly Hl (202)
Then, if we set
V2 = U12D§¢.2 (203)
V3 = U13D?.3
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where Dij.‘:Din(D“. D“.H)_1 is the pseudo-inverse ob,; the alignment equation at

ij?

receiver 1 is satisfied:

spar(H,,V,) =spafH V)
spar(H LU 12D"iz) =spa(1—| Ny 19‘*1;
spar(W,,D,, U D) =spa(W D U"y B*),
spar(W,,) =spafiw,,)

Moreover, for any full-rank matrix multiplied by ehright-hand side, the alignment

(204)

condition is also satisfied:

spar(le) =spa(1\N12)

spar(W,,) =spalit, ) 2
and hence, precoding matrices for user 2 and deatesigned as:
V2=UDi2, (206)
V,=U,DiQ,
Next, we need to resolve the alignment conditiartlie second user:
span(H,,V,) = spafH .V ,) (207)

Substituting (206) in (207):
spar(H 21V1) = Spa(lH 2V 3)
spar(H,,V,) = spa(nH LU .Q ]) (208)
spar(H 21V1) = spa(ﬂ A2 1)

Using again the GSVD tél,, andH,,

H 21 = WZlD ZlU ';I H 23: W 2? 2‘3_J H2 (209)

In order to satisfy this equation, we can set:
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V,= U21D§1K Q,
V, = U13D§39f< Q,

V, = U12D§291< Q,
Q= U23D§3

(210)

where K, and @, are arbitrary matrices. Notice that redefiniig implies to redefine

V, so as to satisfy (204).

Finally, the third alignment equation

span(H,,V,) = spafH Vv ,)

(211)
Spar(HBIU 21K 1Sz 2) = SpaéH Bp 19 K 9 )
can be satisfied by setting
Q, =eig(H,U,D%K ,H U DT K | (212)

where eig(A,B) are the generalized eigenvalues Af and B. Notice that we can

multiply by the right-hand all the precoding madscby any full-rank matrix<, and
the |IA equations are also accomplished. FinaKy, and K, are free to design for

instance, as those matrices maximizing SNR at eswhver.
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