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ABSTRACT

Within the continuous evolution of wireless comnuations, new and ambitious
requirements are planned to be met by next genarafimobile communications. In
order to achieve those requirements, new techredoghd mechanisms that work
well over broadband frequency, like OFDM and OFDMreed to be investigated,
developed and tested in simulators.

New cellular systems designs are based on exgloitmstantaneous channel
conditions, improving the system performance. Dughts, system level simulations
must support a Physical Layer (PHY) abstraction cWwhaccurately predicts the
instantaneous performance of the link layer.

In order to accomplish this, a new link-to-systdrg) interface has been developed
and implemented in OpenWNS, a system level simulfto evaluation of OFDM
systems developed at RWTH, Aachen. This interfageainly realized through a set
of mapping mechanisms, used to provide a BLER gasezceived coded block SINR.

Together with the theoretical study and evaluatbrthese mappings mechanisms,
this thesis will analyze and evaluate Hybrid Auttim&epeat Request mechanisms
(H-ARQ), and how these protocols can be implemeimesystem level simulators
working together with the L2S interface.

This thesis shows how the new L2S interface is nag@irate than past approaches,
providing a gain of around 3 dB. Concerning H-AR@tpcols, the results show how
the use of these new techniques provides a coasigegain with respect to normal
ARQ or not using any such technique.



CONTENTS

N 33 I o U 1]
(O 1 e I PP 1
INTRODUCTION. ..t ttttttt e e sttt s e e e ettt e e e e e et e e e e e saaae s e e e esta s e e e eata e e e e e esaa s eeeeessneeeeaesannseesessanaeeeesnnananes 1
(O 1 e I PP 3
THE LINK-TO-SYSTEM INTERFACE ... i tttttteteetiite s e ettt s e e e eata s e e e s eeas e e e eesta e e e aestan s eeseesanaeaeesnnanas 3.
2.1. [} oo [T 1o ] o PSS UUPPPPUPPRRRRIN 3
2.11 LiNK LEVEl SIMUIALIONS .......eeiiiiiiiieeit ettt e et e e s 3
2.1.2  System Level SIMUIAtIONS ........ccouviiiiiiie et e e e e s s e e e e e e e e s enees 4
2.1.3 LINK t0 SYSIEM INTEITACE ...ccoiiiiiiiiiee e e ettt e e e e e e e rae e e e e e e e s satbbaraeeaaeeas 5
2.2. Link-to-System Mapping MeChaniSMS .........ouoo e 6
221 Effective SINR MAPPING «.vvvviiiiieiiiiiiiiie s cmmmms sttt s e e e e e et e e e e e e s e s santaeeaaeesassstbrareeaeaesan 7
221.1 [ (oo [0 110 ] o I PP U PP PP OPPPPPPPPR 7
2212 [ £ T PP PPPPPPPPPPPRPPPPPPPIR: 8
2213 Mutual Information Effective SINR Mapping ... eeeeeeeeeaeaanimiuirieeeeaeeesaniieees 9
2.2.1.3.1 Received Bit Mutual Information Rate, RRBIR ........ccoceuiiiiiiiiieee e, 9
2.2.1.3.2 Mean Mutual Information per Bit, MMIB..........cccceiiiiiiiiiieeee e 10.
2214 Exponential Effective SINR Mapping ...........vuceeeeiieeeeeiiiiiiiieeiee e eessiiiniee e e e s 10
2.2.2 ]I = Y/ F= o] o] o [ SRR 11
2221 Mathematical AEINALIVE. ...........iiiiiiii e 11
(O 1 el I S RSP 13
HYBRID ARQ ... iiiiitie ittt ettt e e ettt e et a e et e e bt e e e e e bt e e e e e eant e e et eat e e e aeraaaanes
3.1. INtroduction .......ccceeeeeeeeeiiiiiiii e,
3.11 Forward Error Correction...................
3.1.2 Automatic Repeat Request
3.2. (1Y o] o 1Y - PP PPUPPURRTR
3.21 INtroduction.........ccoovvvveiniiieiiieee e,
3.2.2 Chase Combining.......cccccceevevurnnnen.
3.23 Incremental Redundancy...................
3.231 Puncturing and Signaling
3.23.2 DiIfferent ProPOSAIS .....ccoiiiieee ettt e e
324  TYPE 3 H-ARQ .o,
3.3. Different H-ARQ Schemes COMPAIISON......... cummmmmnssssrnrrenmmmmmemmmeermermeeeeeeaneesammnns
3.4. [ 1S3 (0] oY 21
34.1 o ST 21
34.1.1 L ST I T 21
3.4.1.2 [ S U P 22
o I I TSROSO 23
(O 1 el I PP 24
LINK-TO-SYSTEM INTERFACE INOPENWNS ... .ot eereme e e e e eeeeaaes 24
4.1. [} (oo L1 T 1o o ISP 24
4.1.1 Effective SINR MAPPING . .uvviiiiiiieiiiiiiiis s st eeee e e e e e e st e s e e e e s e s snbanaeaaeeessnnsnsnreees 24
41.1.1 MIESM theoretical COMPULALION............oiiieememr e e e e et e e s 25
4.2. Link-to-System Mappings Implementation ..o 26
421 Tables AVAIADIE...........oiiiiiie e 27
4.3. Link-to-System Mappings Evaluation ..........ce..eeeeeiiiiiiiiiiiieiee s 28
431 Effective SINR Mapping.........ccccoeeevvvvevreennn.
43.1.1 Origin of the Tables
43.1.2 Influence of the Parameters in MIESM........cccooiiiiiiiiiiieeiieee e 29
0t It R 1 1\ N 29
2 0 7 |V o To [ 1] - 11 o o PPt 30

432 Mutual Information to0 BLER Mapping ........couutceeerieeeeeieiiiiiee e 31



4321 Origin Of the TabIES .. ... e a e 31
4322 Influence of the parameters in Ml t0 BLER MapPingue......ccocvvveeeeiieeieiiiiiiiiieeaaeenn 32
4.3.2.2.1 Mutual Information Per Bit..............coiiai immeee et
4.3.2.2.2 Coding Scheme........c....ccoevuvvvvnenn...
4.3.3 ESM and MI to BLER mapping together
4.4. OpenWNS versus WIMAC L2S Interface ..o 38
(O 1 el I PSSP 42
EVALUATION OF HYBRID ARQ SCHEMES ... ..cutuuiiiiiiittieeeeeiiiieeeeetitesessaasaaseeseatanseesestnn s aeaesssnanaaens
5.1. LTE Physical Layer ..........ccccccceeeenn.
5.2. Evaluation of H-ARQ Protocols
5.2 1 Chase COMDINING .. ..uueiiiiiiaeiiiiiiiiteeee st e e e e ettt e e ae e e e aaanneaseeeaeaeeaannnnsseeaaaaeeaaaannes
5.2.11 PHY Abstraction for Chase Combining..........ccccceeviciiiierieeiiiiieeeee e 44
5.2.1.2 Simulation Scenario for Chase Combining.......cccceeeeeiiiiciiiiiiieee e 44
5.2.1.3 Performance Evaluation
52131 BLER.....coo
5.2.1.3.2  TRIOUGNPUL ....eeeiiiiiei ettt e+ttt e e e e e ettt e e e e e e s s emnnnneeeaeeeeaannnees
5.2.1.3.3 MOdified SCENAIIO ....cceiiiiiiieieie ettt e e e e eeneees
5.2.2 Incremental REAUNTANCY ..........uueiiiiiiie et e e e mree e e e e e e e eeeeas
5.221 PHY ADSLraction..........cccceoeiiiiiiiiiiiieeeeiiieeeeee e
5.2.2.1.1 No Repeated Coded Bits Allowed Scenario
5.2.2.1.2 Repeated Coded Bits Allowed Scenario.......
5.2.2.1.3 Intermediate SCeNario.........cccceevuvreessmmmrveenns
5.2.2.2 Simulation Scenario...........cccceeviiieeeenne
5.2.2.3 Performance EValUatioNn.............ccuuiiiieercemiiee et
5.2.2.3. 1 BLER .ottt et e ettt e e e e b e —b——a— e —n—nnnbn s
5.2.2.3.2  TRIOUGNPUL ....eeiiiiiie ettt e+ttt e e e e e ettt e e e e e e s e emnnneeeeaeeeeaannnees
5.2.3 H-ARQ SChemes COMPAIISON ......uuiiiiaeieiieeeeeeaaiittte et e e e e e e e aaiabtee et aaeeeeaaaninneeeaeeasaaannnees
5.3. Advices to Implement H-ARQ in OPENWNS ......ccoieieiiiieeeeeeiie s
(O 1 I PP 62
(0] 107 1 U 1] ] N RPN 62
AP P EN D DX A i e e et e e e et e e e b e e e et aeeaaan 64
RBIR CALCULATION ...iiittieeeittte e e ettt e e e e esta e e e e estaaaaeaeesastanseesastan e eseataneessssansaesessannsaeeesssnnanerees 64
APPENDIX Bttt erme et ettt e e et e a e et aeeraan 69
SOFT COMBINING ..ttt et e e ee et eeeeetettat e e e e e e e e e et eeteeeeeebeba s oo e e e e aaeeeeeestsbabaaaeaeeeeaaaeaeaeeeesnsnnsnnnnns 69
N o e =T T G PPN 71
(0N YT N 1 TSP 71
F N o e = AT T G I L PPN 73
TURBO CODES.....ccctttttutiiaa e e e e e e e et eetatteta s e aeaeaaeeaeeeeeaettabaaoa e e e e e e et eeeesbababs e e e e s e eaaeeaeeaesnsennnnns 73
LIST OF FIGURES . ... .ottt ettt e e et e e e et e e e e e s taae e e e e ee b e e e aetta e eeeentanaaanees 75
IS 3 IO T Y = 0 77
LI 25357 Y o PR 78

BIBLIOGRAPHY ...ttt ettt ettt e s e e s e et e e s et e e s e eennneeee s 79



CHAPTER 1

Introduction

Cellular communications are continuously evolvingven though the current
generation of mobile communications is supposedetoain being the technology
used for some more years, new technologies, likegLderm Evolution (LTE) or

Worldwide Interoperability for Microwave Access (MAX), are currently being

studied and tested.

Goals of these new technologies include improvimectal efficiency, lowering costs,
improving services, making use of new spectrum betder integration with other
open standards.

Some of those goals are in part achieved by expipithe channel instantaneous
conditions. In order to be able to evaluate thig/ rseenario, current system level
simulations must support a Physical Layer (PHY)tralocton which accurately

predicts the instantaneous performance of the RrRYlayer. To deal with this new

PHY abstraction within system level simulations,naw Link-to-System (L2S)

interface has been developed. This interface isnlynaealized through a set of
mapping mechanisms.

Another technique that will help new systems toi@ahthe goals mentioned above is
Hybrid ARQ protocols (H-ARQ), already implementedt High Speed Packet Access
(HSPA).

This thesis provides a theoretical study regardimese two fields, the new L2S
interface, focusing on its mapping mechanisms, ldm8RQ protocols. After that, a
performance evaluation in both fields is given. @mtions are run using OpenWNS,
an open source simulation platform for wireless amdlti-cellular mobile
communications develop at RWTH, Aachen.

Further descriptions of the concepts introducedas@an be found along the thesis,
but it seems interesting to introduce some genaeals.

A link level simulator implements the main blockstile communication chain, and
models the wireless channel. Due to the computatiaost of running those
simulations when higher layers performance wantsbéo evaluated, link level
simulations are typically performed in advance, #mel results obtained are stored.
Those results are used then to easily model the Ry behaviour in system level
simulations, which deal with higher layer events.

The L2S interface is considered the set of funetiesed by system level simulators to
introduce and use results from link level simulasiovithin their implementation.

Within the L2S interface, some mapping mechanismasuaed in order to provide a
Block Error Rate (BLER) given a received coded kl&gnal to Interference plus



Noise Ratio (SINR). This thesis analyzes among rotbencepts why these
mechanisms are needed, how they work, how they bege implemented in system
levels simulators like OpenWNS and which resules/tprovide.

The second field of study within this thesis is R@ protocols, a new generation of
ARQ protocols. H-ARQ improves the system throughpotl provides robustness
against occasional transmission errors by combjniather than discarding, failed
transmission attempts with the current attempgatiifely creating a more powerful
code.

This thesis will present a study on the historyhafse H-ARQ protocols, the different
existing approaches, how they work, and finally aady important, how they can be
implemented in OpenWNS working together with th&SliBapping mechanisms and
which results they would provide.

The thesis is organized as follows.

CHAPTER 2 provides a theoretical view of systemeleand link level simulations
and the L2S interface, with special attention te thapping mechanisms used to
provide a coded BLER from a received coded SINR.

The second field of study within this thesis, H-AR#otocols, is analyzed in
CHAPTER 13. The study includes some backgroundaraaysis of the different
existing types of H-ARQ and a future overview.

CHAPTER 14 presents a performance evaluation ®fL8S mapping mechanisms
implemented in OpenWNS. Some more information abioeisimulator can be found
in Appendix C.

CHAPTER 5 includes a more practical study of H-AR@tocols. A series of tests

have been implemented in order to predict the padoce obtained by the use of
such techniques. A comparison between differenérses is given, as well as some
advices to take into account when implementing HQAR system level simulators in

general and OpenWNS in particular.

Finally, the conclusions of this thesis are incliiie CHAPTER 6.



CHAPTER 2

The Link-to-System Interface

2.1. Introduction

As it was briefly presented in the introductionstgyn level simulations use results
from link level simulations. The mechanisms used ggstem level simulators to
introduce those results within their implementatimmpose what it is called the L2S
interface. This interface is mainly realized thrbuwgset of mapping mechanisms.

Those mapping mechanisms constitute one of thdsfief study within this thesis,
and they will be further analyzed along the texut Before a more detailed
description about them, it seems important to fsldhieir existence’s motivation.

In order to do that, it would be interesting toaybttle bit backwards and first explain
why general link level and system level simulatians performed.

2.1.1 Link Level Simulations

Link layer simulators model the PHY and the charfmedtaviour. Starting from the
transmitter components and ending with the receteenponents, everything must be
modelled in the more accurate but still computatilyradmissible possible way.

Figure 1 shows an example of a digital communicatbain, including the main
steps that take place during the process.
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Figure 1 Example of a digital communication chain [1]




Everything starts with a bit source. Those bits thee payload, the information that
wants to be transmitted. They can be just randamdgted if only the communication
chain want to be modelled or they can come fronhdridevels simulations, if a more
general overview of the system wants to be perfdrme

The bits to be transmitted are coded in order tiegot the information. That means
some redundant bits are added to the original ofles. coding process has been
widely studied during the last decades, and thexeadot of schemes available in the
literature.

Lately, turbo coding is being used, due to itsigbib approach the Shannon limit [2],
the theoretical limit of maximum information traesfrate over a noisy channel.
Turbo codes make it possible to increase datawgb®ut increasing the power of a
transmission, or they can be used to decreasaribard of power used to transmit at
a certain data rate.

After the coding, actions directed to protect thivimation and improve the packet
chances of good reception can be performed, sudcheasandom interleaving. The
random interleaving consist of modifying the pasitiof the bits belonging to a set of
packets following a concrete pattern, avoidingdbecentration of errors in bits of the
same original block.

When working with Multiple Inputs Multiple Outputsystems, MIMO, techniques
like space or frequency mapping can be used teaser the SINR at the receiver, to
combat the received signal's fading and to redneartterferences or to increase the
system capacity. Further details can be seen at [3]

Then, the information is modulated and sent throtinghchannel. During its travel,
information can be partially corrupted due to chelrsonditions, like shadowing or
fast fading, dispersive aspects like multi path ppgation and inter symbol
interference, and due to physical propagation ldke the path loss.

Finally, the data arrives at the receiver, which caeasure the received coded bits
SINR. The receiver performs the reverse actionedurthe transmitter, and tries to
recover the original packet. A BLER can be therawi®d, and it acts sometimes as a
performance indicator of how good the transmissias and how good is the receiver.

That would be a simple and non detailed explanagioout what happens in a real
transmission. Link level simulators try to modeistbehaviour in a computationally
efficient way.

As it was outlined in the introduction, performihgk level simulations has a high
computational cost. Due to this, these simulataemesnormally performed in advance,
and the results obtained are stored. Then, thesdtsecan be easily used to model the
PHY behaviour when other higher level issues warlig evaluated, avoiding lots of
calculations.

2.1.2 System Level Simulations

System level simulations deal with higher level rggeor issues, like interference
management, resource allocation management, polesaton, etc. When those



issues want to be evaluated, the PHY behaviour adefted by using the stored
results from link level simulations performed invadce.

2.1.3 Link to System Interface

Once link level and system level simulations hagerbbriefly presented, it is time to
detail the L2S interface.

Figure 2 exemplifies the link performance modeljohhwould represent the process
that a L2S level simulator follows in order to pide the desired BLER, commonly
used to finally decide whether the transmissiontdeen successful or not, taking the
suitable decisions in each case after that.

The locations of link level and system level sintiolas, as well as the L2S interface
are depicted in the figure.
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Figure 2 Link performance model [4]

It can be seen that a lot of parameters feed thdem&ome of them are set by the
researcher depending on his needs, and some otlegresnd on the simulator
implementation itself. Some of them represent cbehoonditions, some power and
resource allocation, and some modulation codingemeh and block length

characteristics.

The number of parameters is typically too largeddirectly used to obtain a BLER.
Moreover, each one of them comes or representsnaletely different physic
behaviour or configuration parameter. Therefores¢hparameters on the left side of
the figure are map into a set of quality measuvdsch somehow gather all the
information provided by the parameters. These gualeasures are normally SINRs,
due to it has been proved that SINRs accuratelgritesall the information provided
by the parameters. However, a new compressioonrimally desired and performed,
to facilitate the last mappings and finally providdBLER. Due to this compression,
just one SINR is finally used to obtain the BLERaopecific channel or user’s state.

There it is located one of the mapping mechanismasthis thesis will further analyze.
It maps a set of quality measures, SINRs, intmglsiscalar value, SINR.



Once this single scalar value is obtained, a finapping is performed, and a BLER
value is achieved. Some parameters determine st i this mapping. They can be
seen at the bottom right side of Figure 2 . Thihéssecond mapping mechanisms that
will be further studied within this thesis. It take& single scalar parameter which
represents the channel state, SINR, and it proad8sER value. Further details can
be seen in the next sections.

It is interesting to see, as it is explained in flgure itself and it was already
mentioned, that this last map uses values derived flink level simulations
performed in advance, and whose results were stored

Summarizing, two mapping mechanisms located int LtBS interface have been
presented.

2.2. Link-to-System Mapping Mechanisms

Up to now, link level and system level simulatidras/e been briefly presented. In the
middle of these two, acting as a kind of a linkidre L2S interface. It has been
mentioned that the L2S interface is mainly realizbdough a set of mapping

mechanisms, specifically two, used to obtain th&RLof a coded block.

The first map goes from a set of instantaneous redlastate measures, SINRs, and
provides a single scalar value, SINR. The secore] oraps from this SINR into a
BLER value. Figure 2 can be seen now as Figur&Bere the quality measures are
now SINRS.

. SINR T

Average SNR Post. 9
Antenna Configuration, detection _g SNR, | Map FER
LR SINE g o -

THRX Pre/Post L o

Processing (spaceftime’ | ® g PER
frequency) | ® 3
Charmel Information q y SINRp *

Maodulation Type Code type,
Code rate, Code length

Figure 3 Link Layer abstraction procedure [5]

A vector of SINR comes out from the first compudati and it is compressed into a
single value, normally called effective SINRINR in the figure. This first mapping

is then well known as Effective SINR Mapping.

The effective SINR value is then directly mappetb ina BLER or PER value. This
mapping does not have a well known name. In thaedish even though up to now it
does not make sense, it will be called Mutual Infation to BLER mapping. Both
mapping will be further studied from now on.



2.2.1 Effective SINR mapping

2.2.1.1 Introduction

As it was explained, this mapping compresses aoveftSINRs into a single SINR
value, called effective SINR.

—
HINR I
1
—| 2 || wr,
- o
- =1
—
SINEp .
N S

hedulation Type .Code type,
Code rate, Code length

Figure 4 Effective SINR Mapping

Let’s analyze in detail this mapping.

The meaning of the vector of SINRs, and the desfireompress this values into a
single effective SINR, come from the future useéDfDM and OFDMA within LTE
and WIMAX. Within OFDM, a large number of closelgaced orthogonal sub-
carriers are used to carry data. The user datalisi@ed into several parallel data
streams or channels, one for each sub-carrier.

OFDM systems might experience selective fading, @ach one of the sub-carriers
may be received with a different channel gain. €fare, the result of a transmissions
of a large encoded packet is encoded symbols vaggual SINRs. Thus, in order to
evaluate the user’'s general performance or thergkembannel state it becomes
necessary to deal with a vector of SINRs, like ¢me shown in Figure 4 . The
effective SINR value is desired then because tilelével curves which will facilitate
the mapping into a BLER are generated assumingiémezy flat channel response at
given SINR, thus they need one single SINR value.

The first idea then would be to directly averagesth SINRs values and obtain the
effective SINR value.

1 N-1
SINR, =2 SINR (2.1)

n=0

This formula represents the simple direct averdge set of SINR values, giving the
same importance to each of them. It does not presgn mathematically problem.
However, it should not be used to calculate theotiife SINR. There are some
reasons that explain this, and they will be analyizem now on.

First, because the information sent through eadh ainthe different OFDM sub-
carriers might have been modulated differently fritve rest. The modulation scheme



determines the symbol constellation, thus the dcstebetween consecutive symbols.
Therefore, the difficulty to distinguish betweernmgyols within a constellation at a
given SINR is not the same, and it is easier tdirdjgish symbols in a BPSK

modulation than in a 64QAM. Consequently, the matiloh scheme used for each
one of the sub-carriers must be taking into accaeuititin the averaging, in order not

to lose this important information.

Second, due to the possible existence of aberadnes. For example, if a user data
has been distributed along 8 sub-carriers, andtiierh have been received with poor
SINR, and just one with a great SINR, it would hesgble that a direct average
determines that the whole transmission has beeressiul, when in fact, most of the
information could not be decoded.

Summarizing, some techniques that somehow fairgraye the vector of SINRs,
reducing the impact of aberrant values and takmbg account the modulation scheme
used, were required. Those techniques are acttellgd Effective SINR Mappings.

2.2.1.2 Types

Once it was clear the need of developing some tqube to fairly average the
different SINR resultant of an ODFM transmissiomkihg into account the
modulation scheme, different proposals were preskent

Those proposals which remained can be found ititdrature. In general, they all can
de described as follows [6]:

L1
SINR, =¢ [NZ(D( S|N|3)j (2.2)
n=0

Where SINR is the SINR in then” sub-carrier, N is the number SINRs to average,

and ¢ is an invertible function which depends on the aolation coding scheme, as it
will be further analyzed in CHAPTER 1.

Function ¢ determines the difference between the diverseoagpes. It changes the
SINR domain into another in order to work with \edithat can be fairly averaged.

The most well known approaches are:

i) Exponential Effective SINR Mapping, EESM where ¢ is derived
from the Chernoff bound on the probability of erfoy.

i)  Mutual Information Effective SINR Mapping, MIESM, whereg is

derived from the constrained capacity. Modulationstrained capacity
is the mutual information of a symbol channel [6].

The problem presented then is solved with the dighese techniques, and now the
effective SINR obtained represents in a more atelyravay the information provided
by the vector of SINRs.



2.2.1.3 Mutual Information Effective SINR Mapping

Mutual information effective SINR mapping uses moaar mapping relationships to
calculate a mutual information value given a SINR.

Before further considerations about MIESM, it wolle interesting to remind what
mutual information is.

In probability theory and information theory, thaitmal information of two random

variables is a quantity that measures the mutyagmgence of the two variables [8].
Formally, the mutual information of two discretendam variables X and Y can be
defined as:

yOY xOX  El

(XY =YY B> X ( Qlog(%] (2.3)

Where p(x, y) is the joint probability distribution function of and Y, p,(x) and

pz(y) are the marginal probability distribution functiong X and Y respectively.

The marginal distribution of a set like X providé tprobabilities of each one of the
possible values within this set, | is the mutual information.

The MI concept used in OpenWNS differs a bit frora theoretical one presented
above. It will be explained in 4.1.1.1.

Taken up again MIESM concept, there are two methodbtain the Ml per coded bit
(MIB).

The key formula used [6] in both cases is:

4 1&  (SIN
SINR; =a,. M (WZ M[ RD (2.4)

n=1

Where N is the number of SINRs to averadk,is an invertible function that
determines the Ml and,, a, adjusts the method for a specific modulation sahem

2.2.1.3.1 Received Bit Mutual Information Rate, RRBIR

This method derives the MI per coded bit from theereed symbol MI that comes
from the system level.

Depending on the receviers used, Linear or Maxinuikelhood, and the scheme of
antennas, SISO or MIMO, there are different apgiea to calculate the desired Ml
per coded bit [6]. Further details about how tocckdte the MI can be found in
Appendix A.

This method is the one that is used within OpenWiN&tculate the MI.
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2.2.1.3.2 Mean Mutual Information per Bit, MMIB

This alternative method derives the MI per codeddivectly from the bit channel
itself that comes from the system level. Furtheéaitlecan be seen in [6].

As it happened for the RRBIR approach, differemtfolas are used depending on the
receivers and the scheme of antennas used.

2.2.1.4 Exponential Effective SINR Mapping

The key formula used in EESM is [6]:

19 SIN
SINR; =-pIn [NHZ;EXD(_TRD (2.5)

Where N is the number of sub-carriers, thus SINRed in an OFDM system, a8l
is adjusted to match the effective SINRs to a $jgeciodulation scheme. A suitable
£ value for each modulation of interest can be fotimdugh adequate link-level

simulations. Some interesting results are showrainle 1, from [7].

Table 1 [ values obtained after simulation assuming chammedel ITU
pedestrian 1, and channel model ITU pedestrian 2.

MCS ITU pedestrian 15 | ITU pedestrian 23
4QAM CR 1/2 1.59 1.67
4QAM CR 3/4 1.7 1.75
16QAM CR 1/2 5.33 541
160QAM CR 3/4 8.45 7.94
64QAM CR 1/2 16.10 17.27
64QAM CR 3/4 27.21 32.33

EESM has been shown to provide accurate resultscébculating BLER [7].
Therefore, it can be used to predict BLER, bothdionulation and as a tool for the
link adaptation (L2S mapping techniques).

Additional characteristic of EESM would be the d&oling. From (2.5), and
remembering the& * shape, it can be appreciated that EESM puts higlegght on
lower SINR samples than in higher SINR samples.sThie critical lower SINR
samples dominate the effective SINR average. Thaltes) this effective mapping
approach to be considered as a conservative one.
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2.2.2 BLER Mapping

The BLER mapping goes from an effective SINR to lEER. Again, the MCS
influences the result, as well as the coded Blomkdth (BL).

It will be further explained later, but is now inment to remark that OpenWNS does
not calculate the effective SINR value. Insteademains in the mutual information

domain, keeping the Ml values in order to finallpyide a BLER value. Due to this,

this last mapping will be called Ml to BLER mappifigm now on.

Figure 5 represents the abstraction proceedindn@fBLER mapping, assuming an
effective SINR is calculated (left side of the figyy and the proceeding assuming the
mapping goes directly from a Ml value into a BLERIue (right side), like in
OpenWNS.

S  —
5NR, hlap PER MI Map FER
—_— o " —_— > o ¥
PER PER
[y [y
R R R S
Modulation Type Code type, Lode type,
Code rate, Code length Code rate, Code length

Figure 5 BLER mapping, assuming it provides a BLER fromNRSI
value or Ml value [5]

Normally, this mapping is performed by using logk-tables, where results from
sophisticated link level simulations are storedatieg SINR/MI and BLER values.
Those tables will be further studied within theqti@al part of this thesis.

2.2.2.1 Mathematical Alternative

There is a mathematical alternative to performShé¢R to BLER mapping, presented
in [6]. The study proposes a parametric functiorapproximate the curve obtained
with the link-level simulations, considering a Gsias cumulative model.

After some parameterization, the BLER for each Mf&pends on two parameters,
related with the Gaussian distribution model used.

BLER, . :%{1— erf[%%ﬂ, G 0 (2.6)

Where x is the SINR value. The actual dependency is fudhalyzed in [6].
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It has been shown that the mapping from MIB to BLE#R be assumed independent
from the modulation alphabet. Thus, the formulavabtan be seen from now on as

BLER f%{l- erf(%ﬂ, ¢z 0 (2.7)

Whereb and cdepend on the coding scheme and the block lengith, b1t not on the
modulation used anymore.

This model is proposed due to the particular plajsicterpretation obandc. bis
closely related to the code rate, whies also related to the block size. Some values
for b and cfor different CS and BL can be seen at [6].

By using this parametric function, everyone caraobthe SINR to BLER tables for
different CS just knowing the suitable values faral c.



CHAPTER 3

Hybrid ARQ

3.1. Introduction

Hybrid ARQ (H-ARQ) is essentially a combinationfedrward Error Correction (FEC)
and ARQ in an optimal manner. H-ARQ improves thetay throughput and
provides robustness against occasional transmigsions by combining, rather than
discarding, failed transmission attempts with therent attempt, effectively creating
a more powerful code.

Before focusing on H-ARQ, a brief introduction &€ and simple ARQ is included.
Both techniques are used due to the characterisfiasireless channels, where a
series of obstacles and physics characteristicslaarage the information transmitted.

3.1.1 Forward Error Correction

FEC is an error control system for data transmissite system adds redundant bits
to the original message, fortifying the data anldvahg the receiver to detect and
correct errors without requiring new retransmission

The main advantage of using FEC is that no revelns@nel is needed. Contrary, the
code rate decreases. Therefore, FEC by itself rsnaldy used when the cost of
having a back channel or losing throughput becafisetransmissions is higher than
using a lower code rate.

3.1.2 Automatic Repeat Request

ARQ is an error control method for data transmisgimo. It uses acknowledgments
(ACK) and timeouts to achieve reliable data trarssmon.

An ACK is a message that the receiver sends tdrémsmitter when the packet has
been successfully received. The timeout is the mam time that the transmitter
waits for an ACK after having sent the packet befmnsider it lost.

There are different well known ARQ techniques. Tise of one or another is defined
depending on the kind of data transmitted, the marn delay supported or the
possibility to have buffers in both the transmited the receiver.
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A brief description of these methods:
i)  Stop and Wait:

Only one packet can be on the channel at the sanee The transmitter has a one
packet size buffer. There is no buffer in the reeeiThe ACKs and NACKs are not
numbered.

Note that the non reception of ACK in a time intdrpredefined is considered like a
NACK.

i) Go Back N:

Up to N packets can be travelling though the chksineultaneously. The transmitter
has an N packet buffer. There is no buffer in geeiver, so all the packets previously
sent and not ACKed must be retransmitted after aCKiéd packet with higher
sequence number. ACKs and NACKs are numbered, mgahat they refer to a
specific packet.

i)  Selective repeat:

There are buffers in both transmitter and receigerpnly the erroneous packets are
transmitted again.

ACKs and NACKSs are numbered.

There must be a window defined, allowing the trassian of a maximum number of
packets not ACKed.

iv) N channel Stop and Wait:

Each channel works like a simple Stop and Wait nkan

Trimsmitter R eceiver Transmitter Receiver Tranzmitter Receiver
———_Dam ———— Darsp | L . ]
| e SN - . — : —_—
A Dy ———Daay
L ek i — — ]
—— Dang __———I"l"_‘___ | - - 5
oy B s
ACK — ——Dum [ Dstm
- S - i —— ] —
[ HaLE ———_Diag
iy _ je— Data HACE ———
—— R E -.-.._;___ g
HACK - Daing B ———
— Day R
- ——— Darug I - il
— =g m ACKS A
| ACH * -——
ol

Figure 6 Example of ARQ protocols. From left to righ: Stop aVait,
Go Back N, Selective Repeat
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3.2. Hybrid ARQ

3.2.1 Introduction

The goal of H-ARQ is to improve the performancetoé system, by providing
robustness against occasional transmission erroasidling variations in the
instantaneous radio link and increasing the sysi@pacity. H-ARQ protocols achieve
these goals by combining the information provided dmth previous erroneous
transmissions and last attempt.

The concept is simple. Even though a packet has Haeaged by the channel, it
does not mean it can not still provide useful infation. Up to the use of H-ARQ,

this information was dropped. From now on, with tis® of H-ARQ protocols, the

damaged packet is stored in a buffer, at the s&mme & retransmission is required.
Once the retransmission arrives to the receiveah packets are combined, obtaining
a single combined packet which is more reliablenthg constituents. Details about
how the bits from different transmissions are carmetican be found in Appendix B.

Figure 7 depicts the process.

(» Packet lost
» Packet
_erroneous |

Core of ARQ:
Feedback
_ Channel

Data

A

|
Packet

Data

bl R eRE ™ ™Y Received?|| »F¥Prid
_A Part
, [/
Channel | o Channel
Coding Decoding
t old and
Mombine <\\yenr:itns
’ :
» Channel ‘ T

Figure 7 H-ARQ scheme protocol [10]

Once a packet is received, the protocol finds dutthver the packet has been sent for
the first time or not. In case there are storedviptes transmissions of the same
packets, they are combined. The resultant packsnsto the decoder, which tries to
recover the information. In case the packet arrfeeshe first time, it is directly sent
to the decoder. Parallel, a copy of the packessoied in the buffer. That copy will be
erased once the decoding process of the packétsresacessfully.

The receiver will decide whether the transmissibas been successful or not, and it
will inform the transmitter by sending an ACK oNACK. If the information coded
into the packet can not be recovered, the protagiblask for a retransmission. A
more detailed description of the protocol can hetbin 3.4 and 5.3.

An H-ARQ retransmission has to represent the sahefsinformation bits as the
original transmission, but the bits chosen to regn¢ this information in each
retransmission may not be the same. Depending cetheh the retransmission is
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required to be identical to the original or not ARQ protocols can be divided into
different types [11].

There are three well known H-ARQ types.
i) Type I, called Chase Combining (CC)
i)  Type Il, Incremental Redundancy (IR)

i)  Type Ill.

3.2.2 Chase Combining

The retransmissions consist of the same set ofdcbide as the original transmission.

After each retransmission, the receiver combine$ eaceived bit with any previous
transmissions of the same bit, and the combinethkig sent to the decoder.

Since each retransmission is an identical copyhef driginal transmission, Chase
Combining does not give any additional coding g&uat only increases the

accumulated received Eb/No after each retransmmisSioe code rate remains always
the same.

Figure 8 exemplifies the process, starting from dhginal data. Redundant bits are
added to fortify the code. The same packet is septy time a retransmission is
required. It can be seen how the Eb/No and the @R es after each combination.

|

bits

[l
Initial J_transmlssm First J_retransmlssu SecondJ_ retransmissi
Bits input to
wecose [ [y -
Accumulated energy Eb 2Eb
Resulting code rate R=3/4 R=3/4 3R=

Figure 8 Example Chase Combining H-ARQ [12]

Advantages of Chase Combining compared to othelR@Anethods (which will be
studied after CC) include smaller decoder compjexaimaller memory requirements
and the ability to self-decode every block befaiatjdecoding.
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3.2.3 Incremental Redundancy

Differently from Chase Combining, in an IncremenBé¢dundancy scheme each
retransmission does not have to be identical toatginal transmission. Instead,
multiple sets of coded bits are generated fromcthaeword. As it was commented,
those bits must represent the same set of infoomaiis.

Fedmdavyy  wersion 1 Eedmdavry  wersion 2 FEedmdanny  wersion 3

Figure 9 Example of redundancy versions created from matbde

Figure 9 exemplifies the process, where three raaicy versions, normally different,
are created by puncturing the codeword.

Like it was done in CC, the receiver combines tAgansmission with previous
transmission attempts of the same packet.

Since new redundant bits not included in previsasgmissions can be included into
the last attempt, the resulting code rate is géiydmavered by a retransmission. The
energy per bit only increases in case some bitgamemitted more than once.

There are various techniques to decide which amd many bits will be included in
each retransmission [12]. A first division betweiiose techniques would be the
following.

On one hand, those H-ARQ IR schemes which do ne abhout link adaptation.
These H-ARQ protocols rely on the scheduler toeswily decide the code rate that
should be used for every transmission dependinf®channel prediction. Therefore,
the H-ARQ process just has to worry about whicls bend to the scheduler for the
next attempt in case a retransmission is required.

On the other hand, those which introduces a chaseraing functionality, and adapt
the code rate of the next retransmission basecherptedicted SINR for the next
attempt or the difficulty found to decode the poais packet.

Independently of which of the methods explainedvabis used, the combination of
bits that will compose the new set of bits to msmitted depends on the algorithm
chosen too.

Typically, Incremental Redundancy is based on a-faw code and the different

redundancy versions are generated by puncturingothput of the encoder. The

puncturing process consists of choosing a seriebitef from the original packet

following a concrete pattern. It is used to trysemd the same information but using a
higher code rate. Of course, the risk of not beaige to finally decode the

information increases.
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In the first transmission only a limited number tbe coded bits are transmitted,
effectively leading to a high code rate. In thaarsmissions, additional coded bits
are transmitted, thus the resultant code rate deesg as it was already mentioned,
providing a coding gain. Figure 10 exemplifies thieole Incremental Redundancy
scheme process.

Info

Puncturing to generate different
dundancy versio
Transmitted bit - | | - | | -

Redundanci version 1 Redundaricy version 2 Rjimgylversion 3

Initial wtransmission First +retransmissi( Secondy retransmission
Accumulated energy Eb Eb + Eb’ Eb + Eb”
Resulting code ra R=3/¢ R=3/¢ R=1/¢

Figure 10 Example Incremental Redundancy H-ARQ process [12]

Where Eb’ represents the energy per bit accumulistexhse repeated bits are sent
within the retransmissions.

3.2.3.1 Puncturing and Signaling

It has been commented that, typically, the differedundancy versions are generated
by puncturing the output of the encoder. The pumogugeneration process, however,
Is not random, and needs to satisfy a series ofiges [12].

First, the set of bits included in the first transsion should provide good
performance not only when used alone, but when irsedmbination with the code
for the second transmission too. Same requirenpply or subsequent transmissions.

That means that the puncturing pattern must prosédg of bits that, given a code rate
achieved after combining, provide similar performaathan if these sets of bits would
have been directly created thinking in use thisea@de for the first time.

The second premise concerns the coding scheme Ased. was explained, the

different set of bits must represent the same &ehformation bits. Therefore, it

seems that each transmission/retransmission idlgguaortant. However, this is not

always true, and it depends on the coding scheraed. /sor example, with Turbo

Codes, the systematic bits are more important tedandant bits. Consequently, it is
important to assure that systematic bits are redetorrectly as soon as possible.
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In order to satisfy that, systematic bits will bermally included into the initial

transmission. However, this is not enough. If thrst ftransmission was received
strongly damaged, it would not matter how many mmeaundant bits were sent in
consequent retransmissions, the information cooldbe recovered. To solve this,
some sort of signalling is required. The receivall wpecify if he needs new
redundant bits or systematic bits into the nexignaission.

3.2.3.2 Different Proposals

Even though the IR scheme explained up to nowasnbst typical algorithm, there
are other IR techniques presented by importantareke projects that can be
interesting to introduce.

The WINNER project proposes an algorithm calledlicyshift incremental code. It
works as follows [13]:

The method starts from a mother code, the comloinatf systematic bits (original
information) and parity bits (added to protect timformation bits). Figure 11
represents a code word for a 1/3 code rate thhbwilised as an example.

c(1) C(N,) C(N;) C{KIR)

| 4 ! !
LTI I T P e e e e e e e e T
T
" N A v
' TN
systematic bits parity bits

Figure 11 Example Codeword with CR=1/3 [13]

Before each retransmission, the codeword is storea buffer. Then, a number of

coded bits will be selected depending on the maduand coding scheme used. The
first N1 bits are transmitted. If an error occursdathe receiver asks for a

retransmission, the mechanism will select the béstin a sequential order.

The size of the retransmission packet can chang#dwing the desires of the
receiver. Thanks to some signalling, the receiar decide whether he prefers the
same or less redundant bits as in the initial trassions, with the aim of achieving
throughput maximization.

If a new retransmission is required and there aremough parity bits to full the data
packet, some bits already transmitted will be mdrthe new transmission, again
following a sequential order, and so forth.

Figure 12 exemplifies this process. Note that erfigure, the packet size is fixed for
every transmission.
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Initial transmission [e(1) ... c(N,)]

< Laru= N, — >

First retransmission [e(N,#1) ... c(N,)]
LITTTTITITTITTITT ]

«——  lgu=N, —>

Second retransmission [e(Ny+1) ... ¢(K/R ) c(1) ... ¢(N,]]
B [T IirrI

«——— Lgy=N, ——>

Figure 12 Example of IR scheme proposed in WINNER Projedt [13

3.2.4 Type 3 H-ARQ

This scheme is similar to IR, and uses puncturauipriiques to create the set of bits.
However, each packet is selfdecodable. This cheniatit is achieved by sending the
systematic bits (info initial bits) in every retsamission required.

This solves the following scenario, already presénh above sections. If systematic
bits are only included into the initial attemptdathis packet finds very bad channel
conditions and it is received so damaged, theré mat be a chance to correctly
decode the information even though a lot of newanelént bits are sent.

As it was explained, this problem can be solveadiging some signalling, allowing

the receiver to decide either to ask for a retrassion including new redundant bits
or to ask for a retransmission where systematg di¢ included again. However, the
type 3 H-ARQ protocol explained here is considevathout feedback, and just

sending ACKs or NACKs is allowed, so the set ofshib be sent are decided
independently from the receiver, and the systentmtiscare included every time.

Figure 13 exemplifies this process.

Swstematic Parity/redundant
.lk _A-._
(" N ™
HNEEEEEEEEEE T OOOEEEEEEEanaEEEEE e
LIT T ITT T T 17T N First transmission

v N
I TT] Second tranmission

Figure 13 Example of a type 3 H-ARQ process
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The importance of sending the systematic bits eveng is clear. However, the
system throughput decreases by doing it. Therefoleecomes a trade off between
the safety measure of sending systematic bits déiragyand the throughput achieved.

3.3. Different H-ARQ Schemes Comparison

Comparisons between the different H-ARQ schemewmeance can be found in the
5.2.3. Results from simulations using OpenWNS Wwél compared with the results
presented in the literature.

3.4. History

H-ARQ protocols started being used in the HSPAaste and they will be used into
next generation of mobile communications.

The H-ARQ concepts and types presented up to nélected the main ideas and
characteristics, and they are completely validrtalyze the present and the future of
H-ARQ protocols. Therefore, in order not to repeatcepts already presented, only
the details belonging to the implementation in etsdhnology, past and future, will
be present from now on.

3.4.1 HSPA

H-ARQ is used in HSPA to provide robustness aganstsional transmission errors
and improve the link efficiency to increase theazaty.

3.4.1.1 HSDPA

The following lines will present some interestingtalls about the H-ARQ
implementation in the HSPA downlink [12].

The H-ARQ functionality covers both the Media Acg€xontrol (MAC) and the PHY.
Since the MAC is located in the Node B (base sttierroneous transport blocks can
be rapidly retransmitted, representing a gain imseof delay due to retransmissions
compared with Radio Link Control (RLC) retransmises.

The node B decides whether to use Incremental Rizshay or Chase Combining
scheme by choosing the puncturing pattern to be 6gethe retransmission (the
exactly same set of bits as the initial transmis$ay CC or a different set of bits for
IR).

It is been proved that the IR scheme provides fogmt gains when the initial code
rate is high [14]. More details can be found in.5.Zhus, node B usually decides to
use IR rather than CC when the User Equipment (idEglose to it, and the

transmission power does not limit the achievabte date.
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In HSDPA the UE is the one asking for retransmissicdOnce a packet has been
received, the UE tries to decode it. Dependinghenstuccess or not of the decoding,
he confirms the Base Station (BS) a good receptraasks for a retransmission (both
actions by sending a bit).

In HSDPA retransmissions are scheduled as any ditarand the Node B is free to
schedule the retransmission to the UE at any timséant and using a redundancy
version of its choice. This type of operation igeof referred to as adaptive

asynchronous hybrid ARQ. Adaptive since the Nodad@/ change the transmission
format and asynchronous since retransmissions roeyr @t any time after receiving

the ACK/NAK. Figure 14 exemplifies the process.

Retransmissions may occur at any time
® need o explicitly signal hybrid-ARQ process number
T L L L L L L B i bl ot L P

a———r Y L

T T T
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| | »

Cad
Lo |
oy

v | 2 | 3 |

Figure 14 Asynchronous H-ARQ [12]

In order for the UE to be able to decode the infatian correctly, he needs to know
whether the packet received is a retransmissioprevious data transmitted or a
transmission of new data. To solve this challesgeje signalling is included into the
downlink transmissions. As it can be read in tlgarfe above, the downlink packet
must specify the H-ARQ process number, allowingUlketo decide whether this data
must be combined with previous data or it has tddmded on its own.

The H-ARQ structure implemented in HSDPA is a sdog wait scheme. In order to
support continuous transmission to a single UE tiplalstop and wait structures are
used in parallel. Each of these H-ARQ processedtiasvn buffer, identified by a

number, where erroneous transmissions are storald wie new retransmission
arrives. The data is deleted from the concreteeouwdhce the decoding of this block
has been successfully performed.

One result of having multiple independent H-ARQaasses operated in parallel is
that decoded transport blocks may appear out-afesezmp. As the RLC protocol
assumes data to appear in the correct order, deidog mechanism is used between
the outputs from the multiple H-ARQ processes dnadRLC.

3.4.1.2 HSUPA

The implementation of H-ARQ in the uplink is sinmilto the one presented in the
downlink.

Now, the Node B is the one informing the UE abdet $uccessfully reception or not,
asking for a retransmission if necessary.

One of the main differences between the uplink dahd downlink H-ARQ

implementation concerns the use of soft handovéneruplink. When a UE is in soft
handover, the H-ARQ protocol needs to be perforrhgdvarious BS. The data
transmitted by the UE can be received in one BShbtiin another one. Regarding the
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UE, it is sufficient if at least one BS successfuktceives the information and sends
an ACK. Therefore, a retransmission is only senémvho ACK is received from at
least one of the BS.

For the uplink, differently from the downlink, ratismission follows a non-adaptative
synchronous pattern, where retransmissions talkee @aa predefined time after the
initial transmission, and the different possiblengtuiring sets of bits are predefined
from the moment of the initial transmission. Thaads to an afford of control

signalling overhead, since there is no need toigpe H-ARQ process number. The
next figure exemplifies this.

Time between transmission and retransmission
fixed and known to both UE and NodeB
= no need fo signal hybrid-ARQ process number

il = Ny

3 a 1 2 3 5] 1 2 3

F
/

Hybrid-ARQ process number

Figure 15Synchronous H-ARQ [12]

The reordering process can not be located in the i due to the soft handover.
Several node B can be involved in an H-ARQ proc€&ksrefore, the reordering must
be performed in the RNC (radio network controller).

3.4.2 LTE

H-ARQ to be present on LTE technology has beeradiralesigned. It is similar to
the H-ARQ mechanism for HSPA. The purpose contifigsg to provide robustness
against transmission errors, at the same timesito®| for increase capacity.

Like it was explained in HSPA, H-ARQ spans both MAa@d physical layer. The
combining bits process is performed by the phydaadr.

The structure designed for LTE is similar to thee dior HSPA, consistent in a
multiple parallel stop and wait processes.

Again, the receiver must be aware of whether tbekbteceived is a retransmission or
a new transmission. Moreover, it must know to whidbARQ process the block
belongs. This is solved with the use of signalling.

Similarly to HSPA, an asynchronous protocol is used the downlink H-ARQ
operations, while a synchronous protocol is usedttie uplink. Hence, downlink
retransmissions occur at any time after the intt@hsmission, and a number is used
to indicate to which H-ARQ process is addressedindgransmissions, differently,
occur a predefined time after the initial transmaissand the process number can be
implicitly derived.

Due to the characteristics explained, H-ARQ is aqmplicable for all types of traffic.
Broadcast transmissions, where the informatiorddressed to multiple users, do not
use H-ARQ. This last statement is valid for alidé of H-ARQ studied up to know.



CHAPTER 4

Link-to-System Interface in
OpenWNS

After the theoretical study of the L2S interfacel @s mapping mechanisms, it is time
to see how these techniques have been implemente@penWNS and which
performance they provide.

4.1. Introduction

4.1.1 Effective SINR mapping

MIESM was the L2S ESM technique chosen to be implaed in OpenWNS. More
specifically, RBIR approach. The reason: all theréiture dedicated to compare the
different approaches concluded that MIESM provitles most accuracy results in
almost every possible scenario.

In order to support this state, the following tabthow the results obtained with the
simulations run in [1], comparing the performandeEESM and MIESM using
diverse MCS. The parameter used to evaluate theaason iso, the root-mean-
square of the difference between the PER measurédh® PER obtained with the
simulation.

1 N
U:\/NZ(PERnodeI n_ PEFﬁ’ﬂeasured )2 (41)
n=1

N is the number of values taking into account.

Table 2 Different MCS used within the simulation in order tompare the
performance of diverse ESM.

MCS Coding Scheme ModulationCode Word Lengtl

1 Convolutional Code 1/2 QPSK 408
2 Convolutional Code 1/2 16QAM 824
3 Convolutional Code 3/4 16QAM 1240
4 Turbo Code 1/3 16QAM 544
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Table 3 0 values obtained using different ESM approaches\é@&
MCS | ESM Approach | o
1 EESM 0.020
MIESM 0.016
2 EESM 0.040
MIESM 0.013
3 EESM 0.027
MIESM 0.013
4 EESM 0.009
MIESM 0.010

It can be seen MIESM outperforms EESM in the finsee scenarios, whereas EESM
works better in the last one, where the code ratower than in the first three
scenarios. It is been shown that EESM works betttdr lower code rates, whereas
MIESM obtains the better results the higher theecrate used [1], [4]. Even though
the values achieved with the last MCS, the diffeeebetween approaches is so small
that it can be concluded that MIESM offers betrfgrmance in general.

4.1.1.1 MIESM theoretical computation

When the MIESM was theoretically presented in 23.the mathematical concept of
MI was introduced. The MI value calculated in MIESMwever, does not exactly fit
the idea of how dependent two variables are, but $imilar they are. For example, it
somehow compares the packet transmitted and theepaeceived, and provides a
value that represents how similar both packets are.

Another way to understand the same concept wouldhééollowing. The MI values
represent how much information arrives to the nesei

In order to clarify those ideas, formula (4.2) eg@nts how the symbol information,
SI, is calculated. This is actually not the formulsed to calculate the MIB, but it

helps to understand the concept, and the relatedwden MIB and SINR. Further

details about how MIB is really calculated, as wadl numerical examples, can be
found in Appendix A.

2 2
SI(SINR, ng §) =log, M—ii E!log,| 1+ i expy X Xn* U -|Y] (4.2)
M m=1 k=1,kt m 71
SINR

WhereU is a zero mean complex Gaussian with varianceSINR ) per component,
SINRis the post-equalizer SINR at timg symbol or sub-carriefM is the order of
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the modulationm(n) is the number of bits at the, symbol ( or sub-carrier) an¥; is
the i bit into the symbol.

The main idea is the following. The maximum infotiraa that a symbol can provide
once it has been received is the number of bimst However, and due to channel
conditions, the information could have been damagdéd value used to represent
those channel conditions and the damage causbkd re¢eived coded block SINR, as
it was discussed in 2.1.3. Bad channel conditioasrepresent by low SINR values.
As it can be seen from (4.2), the lower the SINf, higher the value subtracting the

initial log, M , thus lower SI. Contrary, the higher the receiv@lNR value,

representing good channel conditions, the lowervidlee subtractintpg, M , thus
higher SI.

Assuming now N sub-carriers are used to transmet ¢bded block, the mutual
information per received bit (MIB) is given by:

ZN:SI(SINR, ni i)

MIB = =L (4.3)

Further details of the mathematical derivations learfiound in [6] and Appendix A.

4.2. Link-to-System Mappings Implementation

Let's summarize for the last time the objectivetbé L2S mapping mechanisms
before presenting how OpenWNS performs it. As iswgaid, Mutual Information
Effective SINR Mapping is used for the EffectiveN\&® Mapping.

The final goal of the OpenWNS implementation regegdthe L2S interface is to
provide a BLER given a set of configuration parareiand instantaneous predicted
random conditions, like traffic, interference, faglj scheduling, etc. Those parameters
are used to predict the received coded block SIN#s SINR value is used then to
calculate a Ml value.

The theory says [6] that once these MI values atained, an effective SINR can be
calculated, coming back to the SINR domain. Howgewes it was mentioned,
OpenWNS does not calculate this effective SINR @aland it just keeps the MI
values in order to realize the MI to BLER mappingl gorovide the desired BLER
value.

Figure 16 represents the computational procedurdi®ESM and MI to BLER
mappings, and it will help to understand how botippings have been implemented
in OpenWNS.

The ESM is located on the left part of the pictutegoes from SINR values to Ml
values, which can be easily and fairly averagearuoher to obtain an effective Ml
value. It can be seen that the result depends ermibdulation scheme used. The
actual dependence is explained later.
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Figure 16 Computational procedure for MIESM method [6]

The MI to BLER mapping, located on the right sidehe picture, goes from the Mi
values to a BLER value. Again, the modulation cgdicheme influences the result,
as well as the block length.

The computation of Ml values from SINR values i$ tnivial, and in the hypothetical
case it wanted to be calculated mathematically yeviene, it would represent a
computationally cost too high. The same would hagpecalculate the BLER given a
MI value.

The solution to these problems is solved with the of stored look-up tables. Those
tables relate SINR to MI values and Ml to BLER \eduwlepending on the parameters
that have influence in each mapping. Thereforeh i88M and the MI to BLER
mapping are finally performed in OpenWNS as a sagglarching process into a table.
Further explanations about the tables can be fautite following sections.

4.2.1 Tables Available

The origin of the tables and how they were caledatan be found in 4.3.1.1 and
4.3.2.1.

OpenWNS wants to provide the researcher the pdasgitn adapt the simulations
according to his needs. Regarding MIESM and MI t&EB mapping, that means
being able to used different modulations codingesuds and block lengths, which
means being able to use stored tables with thosmmeders. However, not every
possible combination can be chosen yet. The taddlesdy filled and available in
OpenWNS are:

i) For the first map, tables using BPSK, QPSK, 8QABQAM, 32QAM
and 64 QAM.

i) For the second map, the coding available is TurbdeCUMTS, using
1/3, 1/2, 2/3 and 5/6 code rates. Different BL available for each CR.
If a different BL from one of the stored tables used within a
simulation, OpenWNS finds the suitable one.
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4.3. Link-to-System Mappings Evaluation

The L2S interface was already implemented in Ope®Migfore this thesis started.
Then, this thesis will just evaluate the code immated, validating its performance.

The evaluation is organized as follows: both maggjrfrom SINR to MI and from
MI to BLER, will be further studied from now on, dosing on specifying how the
mapping tables were calculated and understandimg the inputs of the mappings
determine the outputs.

4.3.1 Effective SINR Mapping

The Effective SINR Mapping chosen to be implementeddpenWNS is Mutual
Information ESM.

As it was explained, MI values are not calculateathrematically every time, due to
the cost that this calculation would take. Insteddred tables relating SINR and MIB
values are used.

As it has been reference along the thesis, theamsdtical procedure to calculate the
MI given the SINR and the modulation scheme is showAppendix A.

4.3.1.1 Origin of the Tables

[6] encloses some tables relating SINR and MIB ealdepending on the modulation
used, calculated using RBIR method, studied in AgpeA. Table 4 presents some
of the results published in [6] (left table), arn tcorresponding values obtained by
looking at OpenWNS tables (right table).

Table 4 SINR to MIB values for different modulations inckdl in [6] (left).
Same values from OpenWNS tables (right)

[6] QPSK | 16QAM| 64QAM| | OpenWNS| QPSK| 16QAM 64QAM
SINR(@B)| MIB | MB | MIB SINR (dB) | MIB MIB MIB
-20 0.0072| 0.0036  0.0024 -20 0.00717| 0.00358 0.00239
-10 0.0688| 0.0344  0.229 -10 0.06874| 0.03437 0.22916
0 0.4859| 0.2474/ 0.1653 0 0.48594| 0.24743 0.16529
10 0.9968| 0.7910  0.5448 10 0.99675 0.79097 0.54476
20 1 1 0.9668 20 1 0.99997| 0.96691

OpenWNS tables provide MI values as a function 0fIRS and the modulation
scheme used. Therefore, the value has been dibgdue order of the modulation in
each case to obtain a MIB value.
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As it can be seen, values in both tables are tlheesddence, it can be assure
OpenWNS tables for ESM have been calculated foligethe RBIR method in [6],
and analyzed in Appendix A.

The next figure depicts the SINR to Ml. Values fr@penWNS have been used, but
as it has been explained, the same graphic wowed bhaen obtained in case values
from [6] had been depicted.

MIB

SINR (dB)

Figure 17 SINR to MIB relation for different modulation usitaples
in OpenWNS

Once the precedence of the tables used by Open\&i\sding the ESM is clear, it is
time to study how the inputs determine the outpube MIESM.

4.3.1.2 Influence of the Parameters in MIESM

The MIB value resulting from the MIESM depends be SINR and the modulation
scheme used.

MI = f (SINR Modulatior) (4.4)

4.3.1.2.1 SINR

System level simulations provide a predicted SINRis value represents the link
layer behaviour, and consequently, it will deterenlttow good the information has
been received.
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Remembering now the MI concept given in 4.1.1.1Mhavalue represents the
similarity between the data sent and the datavedeiTherefore, high Ml values will
be obtained when the blocks are received with BNR, since the link layer had not
corrupted so many bits, and the data receivedbgiimilar to the data sent. Contrary,
a low received SINR means the channel might havé\nhdamaged the data, and the
received block will be more distant to the blocktse

The relationship between SINR and MIB explainedvablas been already depicted
in Figure 17 , and it can be understood too byiluplat (4.2).

4.3.1.2.2 Modulation

The reason why the modulation scheme determinesMhesalue was already

presented in 2.2.1.1. Basically, the modulationesuh determines the distance
between symbols within a constellation. The higtier order of a modulation, the
closer the symbols are within the constellationeDa this, it is more difficult to

distinguish between symbols, and less Informatian ©e recovered from each
symbol.

Next figure illustrates the relation between theereed SINR and the MIB,
comparing different modulations.

1.0 S
0.8+
0.6
o
= 0.4
—-—BPSK
0.2 —+— QPSK
8QAM
—+— 16QAM
0.04 P —+— 320Q0AM
64QAM
— T T T T T T T T T
-25 -20 -15 -10 -5 0 5 10 15 20 25 30

SINR (dB)

Figure 18 SINR to MIB relation for different modulation schesm

It can be observed that the higher the order ofribdulation (more bits per symbol),

the higher the SINR to achieve a specific MIB valas it was predicted. As an

example, given a SINR of 5dB, a MIB close to 1liained if the modulation used is

BPSK, meaning the block received is almost equéiédlock sent. Instead, less than
0.4 information per bit is obtained if a 64QAM isad. That would mean that almost
two thirds of the block has been damaged and ctadup
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4.3.2 Mutual Information to BLER Mapping

This mapping goes from a MIB value into a BLER wal0’he modulation coding
scheme and the block length influence the result.

However, 2.2.2.1 further analyzed this mapping, iawehs said that the influence of
the modulation alphabet is almost irrelevant. Thhe,afford in terms of complexity
and computationally cost gained by discarding tloelmtation scheme as a parameter
into the second mapping is preferable. Therefany; the MIB value, the CR and the
BL used influence the MIB to BLER mapping.

4.3.2.1 Origin of the Tables

As it has been mentioned along the thesis, thdtselating MIB values and BLER
values are normally obtained by running sophistdatink level simulations.
However, in 2.2.2.1 a mathematical approach wasepted.

Figure 19 depicts the MIB to BLER relation for @ifent MCS and BL. It also shows
the difference between the results obtained bygu@penWNS tables, and the results
obtained by using the parametric function that fite AWGN BLER curves,
presented in 2.2.2.1, and proposed in [6].

—+*— 64 QAM CR 12 BL 864 Parametric function
—+— CR 12 BL 865 OpenWNS
CR 23 BL 576 Parametric function
—v— CR 23 BL 576 OpenWNS
—+— CR 56 BL 576 Parametric function
CR 56 BL 576 OpenWNS

0.14

BLER

0.014

s S e e S B S e e o e e e LA B m e m e m e
0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.9% 105 1.10

MIB

Figure 19 MIB to BLER for different MCS and BL, comparing
OpenWNS and parametric function performance

As it can be seen, the results differ in 0.05 bltsapproximately. The reason seems
to be the coding scheme used within the differ@ptr@aches. All the simulations run
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in [6] and the results obtained are determinedhgydoding scheme assumed along
this text, Convolutional Turbo Coding (CTC). Diféetly, OpenWNS uses Block
Turbo Codes (BTC).

It has been proved that CTC outperforms BTC for BLBwer than10™ [15],
presenting a gain of around 0.5 to 0.7 dB. Thimae or less the SINR difference
that corresponds to a 0.05 MIB difference, as it ba seen by looking at OpenWNS
tables. Further details about CTC, BTC are giveAppendix D.

4.3.2.2 Influence of the parameters in Ml to BLER mapping

Like it has been presented for ESM, the study of hlee inputs affect the output
value can be found from now on regarding the MBLER mapping.

BLER= f( MIB BL MCS (4.5)

4.3.2.2.1 Mutual Information per Bit

MIB values come from the first mapping, where ibeen presented that the higher
the SINR, the higher the MIB. Therefore, the MIBug as SINR does, gives us an
idea of how good the transmission has been, howynmiormation can be recovered,

and thus it will determine the received BLER.

A high MIB means higher similarity between the datnsmitted and the received.
In other words, there are no so many errors, aachiances to successfully decoding
the data are good. That scenario is representeddy BLER value. Contrary, a low
MIB value means there are more corrupted bits withe received block with resptec
of the block sent. Consequently, it might happeat #ven with the use of FEC, the
data can not be successfully recovered. This sieigarepresented by a high BLER
value.

Figure 20 depicts this relation, where the CR dr&dBL used for each modulation is
the same, and thus irrelevant to understand tregiorl between MIB and BLER.
Three modulations are compared.

It can be appreciated that the behaviour is theestomn each modulation. This is
coherent with the assumption taken in OpenWNS impl&ation, which says that the
modulation scheme is not an input into the MI toBBRLmapping, and consequently
there should not make any difference. As it wad &i2.2.2.1, that assumption is
taken after studying that the differences thatrtfmelulation scheme causes is enough
small to be discarded.
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Figure 20MIB to BLER relation for different modulation. CR21
BL=256 bits.

However, it is still interesting to study how th&@nd the BL affect the Ml to BLER
mapping depending on the modulation used. Therefsean now on graphics
regarding MIB to BLER mapping will be expressedaatinction of SINR, and not
MIB. By doing this, differences between modulati@iphabets when the CR and the
BL change will be appreciated.

Moreover, it seems easier to understand an incremen decrease in terms of a
SINR required to achieve a BLER than using a Mifgedence.

4.3.2.2.2 Coding Scheme
i) Code Rate

The CR states what portion of the total amounnédrimation represents the payload
and which represents the redundant bits addedrtibyfthe code. Lower code rates
mean more protection, more redundant bits addeddoln payload bit. Consequently,
the chances of successfully decoding the informatireases, and the received
BLER decreases.

The next figures depict the SINR to BLER obtainethg different code rates. Three
different modulations schemes are depicted, inrdalevaluate how the increasing or
decreasing the code rate affects each one. Th& agth used is the same for the
three figures, and thus irrelevant to the intengstiomparison in here.
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Figure 21 SINR to BLER relation for QPSK, 16QAM and 64QAM
using different CR. BL=1024 bits.

It can be seen that the lower the code rate (meendant bits for each payload bit)
used, the lower the SINR required to achieve aetadBftER. Contrary, higher SINRs
are required to achieve the target BLER when higbde rates are used.

By looking at these results, it seems that usingetocode rates provides a better
performance. This is true in terms of BLER, buisittompletely the contrary when
improving the throughput is the goal to achieve.@Wlhising a lower code rate, more
redundant bits are sent instead of payload bitas€guently, the effective throughput
decreases. In conclusion, choosing one code radaather is a trade off between the
security of the transmission, represented by théeBBLand the final effective

throughput.

The SINR offset comparing the three modulations &®ifom the first mapping, due
to the relation between MI and SINR. Higher ordeduiations needed higher SINR
to achieve the same performance, in that caseatine 8LER. Thus, it is not related
with the code rate used.

22
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The behaviour depicted in Figure 21 seems to bgemeral, the same for the three
modulations. However, it can be interesting towhether the differences in terms of
SINR remain constant or not when changing the nadaud alphabet. The next table
studies this behaviour.

Table 5 SINR values to achieve a BLER = 0.1 for differentcdulations and
different CR. BL=1024 bitsInc denotes the increment in terms of SINR when using
different CR.

Desired SINR Inc SINR Inc SINR Inc SINR
BLER=0.1 CR=1/3 CR=1/2 CR=2/3 CR=5/6
(dB) (dB) (dB) (dB)
QPSK -0.75 2.25 1.5 2 3.5 2.3 5.8
16QAM 3.8 3 6.8 2.6 9.4 2.8 12.2
64QAM 7.5 3.75 11.25 3.25 14.5 3.4 17.9

It can be appreciated that increasing the CR bydies an increment between 2 and
3.5 dB in terms of SINR required to achieve a BL&#®ut 10%.

It can be seen too that for higher modulations, ittdement in terms of SINR
required when the CR increases is bigger tharofwet modulations.

i) Coding

OpenWNS uses turbo UMTS coding. Not comparisonkbmadone up to know, since
no more coding schemes are available. Some infawmabout Turbo Codes is given
in Appendix D.

iii)  Block Length

The first idea would be that the longer the BL, there bits can suffer damage, thus
bigger chances to fail in general.

However, turbo codes, like the used in UMTS, wdikster the longer block length
used [2]. Therefore, the relation between BL andRLhas to be considered together
with the coding used. Since OpenWNS uses turbo URAd®, the longer the BL, the
lower the BLER achieved given the same SINR.

Figure 22 depicts this fact, comparing the BLERy&snction of SINR given different
modulation schemes and using different BL. Notda tha CR used for the three
graphics is the same, so it does not have influenake comparison results.

As it happened when studying how the CR influertbesresult into the Ml to BLER
mapping, the offset in terms of SINR when compauiifferent modulations comes
from the first mapping and it must not be takew imtcount right now.
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Figure 22 SINR to BLER relation for QPSK, 16QAM and 64QAM

using different BL(bits), CR=1/2.

The behaviour is the same for the three modulatidhs higher the BL, the lower the
SINR required to achieve the desired BLER, as & wgpected. As it was done when
studying the influence of the CR, it is interestiogsee how the differences in terms
of SINR are depending on the modulation used. e shows that difference.

Table 6

SINR values to achieve a BLER = 0.1 for differemdulations and
different BL. CR:1/2.|Inc| denotes the absolute value of the increment imgewf

SINR when using different BL.

Desired SINR | lind | SINR ||ind | SINR ||ing | SINR
BLER=0.1 | BL=256 BL=512 BL=1024 BL=2048
(dB) (dB) (dB) (dB)
QPSK 215 | 039| 176 |024| 152 |o0.18| 134
16QAM 7.7 0.5 7.2 0.3 6.9 025| 6.65
64QAM 1235 | 045| 117 |065| 11.25 | 0.25 11

14
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It can be seen that the higher the modulation ugedpigger the SINR differences
when the BL changes its value. Again, like it hapakewith CR, higher modulations
are more sensitive to changes.

4.3.3 ESM and MI to BLER mapping together

Once both mappings have been studied and testexd gossible to evaluate the
performance of both mappings working together dtex ¢he other.

Figure 23 shows the expected throughput achievexkrdkng on the modulation

coding scheme used. The BLER value required tooperthe calculation has been
obtained by using the L2S mapping mechanism imphéeaein OpenWNS and tested
up to now. The same code rate and block length haea used for each modulation
to run this test, affecting the final throughputuea but not affecting the modulation
comparison.

—-—BPSK
—.—QPSK
8QAM
{{—-— 16QAM —
—+— 32QAM [-
5 64QAM

Throughput (bits/Hz/second)

L I N L L S B BL L DAL I I B
5-43-2-101 2 3 45 6 7
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Figure 23 SINR to Throughput relation for different modulato
CR=1/2 and BL= 1024.

It is interesting to see how these curves will shgqwwhen H-ARQ protocols are
introduced in OpenWNS. Predicted results can be 5e8.2.1.3.2 and 5.2.2.3.2.
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4.4. OpenWNS versus WIMAC L2S Interface

The reasons why the L2S interface and its mappieghanisms studied along this
thesis were needed were presented back in 2.8.deen further analyzed too how
these mapping functions allows the simulator tcambth BLER value from a set of
channel quality measures. However, the SINR to Blokdpping has not always been
calculated like it has been shown along this theBmck in the past, where no
instantaneous channel conditions were used to girdtk link layer performance, a
direct map from a SINR to a BLER was used.

In order to compare the performance provided byLi®® interface implemented in
OpenWNS and the performance obtained with the tqalks used before, it is time to
present WiMAC.

WIMAC, like OpenWNS, is a software-based simulateith a prototype
implementation of the IEEE 802.16 protocol devetbpe ComNets institute, RWTH
Aachen University.

The differences between both simulators are sigamti. However, this thesis will just
evaluate the accuracy provided by the new L2Sfedterimplemented in OpenWNS.

First of all, let's study how WIMAC calculated a BR value.

Similarly to OpenWNS simulator, a channel modelviated a received SINR value
for a particular packet. The SINR value was disectlapped into a BLER value,
using a look-up tables like the ones used in OpeSWMNIt without the intermediate
MI step. Those tables were generated by a sopdistidink layer simulation chain
develop during the IST-STRIKE project [17].

Since the packet length simulated in WIMAC was firatd, the resulting BLER was
calculated based on smaller units like bits, byiesOFDM symbols. Simulations
showed that errors of OFDM symbols were not coreela[17], thanks to the
interleaving performed. Thus the OFDM symbol erairo was used as the interface
to the protocol simulator.

In the protocol simulation, the resulting packeteratio of a PDU (BLER in the
formula) was calculated as follows. The calculativas based on the PDU size
NOFDM measured in OFDM symbols and the OFDM syndvadr ratio (pOFDM).

BLER= -1 «(IpOFDM "o (4.6)

Figure 24 shows the BLER achieved as a functiothefSINR for different MCS,
using the values of the stored tables used in WiMAGte that in those tables the
value available wapOFDM . Therefore, (4.6) has been used in order to aehéev

BLER to be compared with the one obtained with QpBIS.

The BL used for the first simulations is 256 bitherefore, NOFDM is 256/2 for
QPSK case, 256/4 for 16QAM and 256/6 for 64QAM.
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Figure 24 SINR to BLER relation for different MCS. BL=256sbit
Values from WIMAC tables

Next figure shows the same relation depicted abbwe,using the L2S interface
implemented in OpenWNS. Again, the BL used is 2&& b
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Figure 25SINR to BLER relation for different MCS. BL=256sbit
Values from OpenWNS tables.
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Next table shows some of the values used to rungthphics, and it will help to
understand the differences between the two impléstiens.

Table 7 SINR values when BLER=0.1 for different MCS and Bb58, using
values from WIMAC and OpenWNS. Comparative.

SINR WIMAC SINR OpenWNS Increment/Decrement
QPSK CR 1/2 5.2dB 2dB 3.2dB
16QAM CR 1/2 10.2 dB 7.6 dB 2.6 dB
64QAM CR 2/3 18.5dB 16.5dB 2dB

It can be seen then that OpenWNS presents an éstmad around 3 dB better on
average respects from WiMAC, and the way the BLE&® pwredicted or calculated
before the new mechanisms were designed. It slgayldhen that the performance in
WIMAC was underestimated.

It can be interesting to study the evolution o$ttiifference when using another BL.

Figure 26 shows the BLER value as a function of Slidhd MCS achieved using
WIMAC tables. The BL used this time is 1024. Agaime NOFDM used to calculate
the values depends on the modulation.
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Figure 26 SINR to BLER relation for different MCS. BL=1024#sbi
Values from WIMAC tables

Next figure shows the BLER value as a function tiIFs and MCS achieved using
OpenWNS tables. The BL used is 1024.
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Figure 27 SINR to BLER relation for different MCS. BL=1024#sbi
Values from OpenWNS tables.

Next table shows some of the values used to pnmtgraphics above. Note that the
SINR point taken as a reference is again when theRBis approximately 0.1.

Table 8 SINR values when BLER=0.4 for different MCS and BID24 bits ,
using values from WiMAC and OpenWNS. Comparative

SINR WIMAC SINR OpenWNS Increment/Decrement
QPSK CR 1/2 5.6 dB 1.5dB 4.1dB
16QAM CR 1/2 10.4 dB 7dB 3.4dB
64QAM CR 2/3 19dB 14.5dB 45 dB

By comparing Table 7 and Table 8, it can be seahttie difference has increased
from 2.6 dB to 4 dB on average when the BL simualagees from 256 bits to 1024
bits. The reason for this is double.

First, WIMAC approach to calculate the BLER getgseowhen using longer BL, due
to the use of(4.6). Consequently, a higher SINRagiired to achieve the same BLER.

Second, due to the coding scheme used in each aonulWiIMAC used a

combination of Reed-Solomon and Convolutional Codag. OpenWNS, instead,
includes the use of Turbo Coding technique, preskmt 1993 [2], which outperform
Reed Solomon and Convolutional Codes. It has béeady said in 4.3.2.2.2 that
Turbo Codes provide a better performance the lobgmrk length used. Therefore,
OpenWNS L2S interface improves its performance whi BL, finally providing a

higher gain with respect of WiIMAC approach.



CHAPTER 5

Evaluation of Hybrid ARQ schemes

This chapter analyzes the expected performanceidqadwy the H-ARQ schemes,
among other interesting concepts related.

5.1. LTE Physical Layer

Section 3.4.2 briefly described the H-ARQ protodekigned to be present on LTE
technology. As it was mentioned, H-ARQ spans bothQvand PHY, being the last
one the layer which will perform the combining pees.

Figure 28 depicts a simplified PHY and MAC procegsfor the Downlink Shared
Channel, DL-SCH.

1 or 2 transport blocks of dynamic size per

TTI
] r'y
—D| Hybrid-ARQ , MAG Hybrid-ARQ MAC
P TR PERE, (R — - ——— N + ______ T e g S e e
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Figure 28 PHY processing for DL-SCH [12]

As it can be seen, the PHY controls the coding,RkEY H-ARQ processing, the
modulation, the antenna mapping in case MIMO systare used, and allocates the
data to the suitable frequency-time resource. Theistbns regarding H-ARQ
protocols are taken into the MAC layer.
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Most of those tasks are already covered by OpenWiN&ionalities, and the rest are
being studied, like the use of MIMO schemes. Howgeube important issue
concerning this thesis is the fact that H-ARQ pcote directly or indirectly affect
most of those functionalities. Within those, théestuler would present the bigger
complications if modifications to include H-ARQ niemisms want to be done.

5.3 includes some protocol advices to be followrder to include H-ARQ protocols
within system level simulators, like OpenWNS. Hoeevup to know, the whole
implementation is considered out of this thesigpsco

Focusing again in Figure 28 , it can be seen tlat2 transport blocks, depending on
whether spatial multiplexing is used, are receivgdhe PHY in a Transmission Time

Interval (TTI). Some Cyclic Redundancy Check (CR{E3 are attached to the blocks.
Those blocks are then coded. The downlink schedelects the CR and modulation
scheme to be used in each block, depending onltio& Eength and the amount of

resources allocated for each transmission. Withis process, the H-ARQ protocols

informs about the redundancy version to be usddctaig the coding process just

explained. There it is one of the implications neméd above that would complicate

a lot the implementation of H-ARQ protocols at #eatent time when the scheduler is

revised. Continuing with the downlink processirttg scheduler controls the antenna
mapping in case spatial multiplexing had been used.

On the other side of the transmission, the schedulebile receives the signal and
performs the reverse processing actions takeneaB#ise Station. The PHY informs
the H-ARQ protocol whether the decoding has beeoessful or not. The MAC part
of the H-ARQ decides then whether a retransmisisioaquired.

The PHY processing for the Uplink SCH is similar ttee DL explained above.
Further details can be seen in [12].

5.2. Evaluation of H-ARQ Protocols

As it was mentioned, H-ARQ protocols are still pogésent in OpenWNS. In order to
avoid a lot of restrictions and reach a good amu@te performance, it is important
than the whole protocol stack, with special attmtio the scheduler, is implemented
or revised at the same time H-ARQ is included.

Despite of this, the expected performance that @f¢8 would provide when using
H-ARQ together with the L2S interface analyzed glthnis thesis can be evaluated. In
order to do this, a series of tests have been mmai¢ed, providing a comparison
performance between CC and IR schemes. That cosopanill be presented in terms
of predicted BLER and Throughput achieved.

Note that it is interesting to see how the H-AR@tpcols are going to use the L2S
interface analyzed along this thesis.
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5.2.1 Chase Combining

A theoretical study of CC scheme can be found th23.This section describes the
PHY abstraction necessary to model the Chase Camgpiprotocols, working
together with the L2S interface and its mapping maesms. After that, a
performance evaluation is given.

5.2.1.1 PHY Abstraction for Chase Combining

The SINR values for the different transmissionshaf same block are summed. The
resulting SINR must be treated according to thepimays implemented in each case.
If MIESM is the mapping implemented, the resultlBNR is used to calculate a Mi
value following the next formula [6]:

MI =%i|m[ism&jj (5.1)

Where gis the number of transmissionis, is the MI function for the modulation
order m and SINR; is the n-th symbol SINR during j-th retransmissidn the

special case of OpenWNS, one block has one SIN&nahone SINR per symbol.
Therefore, formula above can be reduced and seen as

M :Im(zq:SINRj] (5.2)

j=1

In case EESM had been implemented, the effectidikStould have been given by:

1N iS”\lRJ
SlNF%ﬁ :_ﬁln anz;exp _]T (53)

Where SINR; is the effective SINR afteq transmissions.

5.2.1.2 Simulation Scenario for Chase Combining

Different assumptions were taken in order to featii the performance evaluation of
CC schemes.

First, it is assumed that the MCS used for theansimissions is the same as the one
used for the initial transmission. According tecsth(5.2) can be seen now as:

Ml =1 (isma} (5.4)

Wherel represents now the SINR to MI mapping for a speaifodulation scheme,
which will remain the same along the retransmissidiote that the SINR is added in
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linear units, and then the SINR in dB is calculdietbre convert it into a Ml by using
the MIESM.

Finally, it is assumed that the retransmissiongeceived with the same energy as the
initial transmission. Consequently, (5.4) can benseow as:

Ml =1 (ésmaj: |(S|NF@;1J= ( ISINR (5.5)

The initial transmission is received then with SINR. After one retransmission, the
effective SINR is double the initial SINR in lineanits or the initial SINR + 3dB.
After two retransmissions, initial power multiplepthree or SINR + 4.7 dB and so
on.

Once the MI value is calculated using the MIESMydggd in 2.2.1.3 and 4.3.1, a
BLER can be obtained using the Ml to BLER mappinglgzed in 2.2.2 and 4.3.2.
The modulation, acting as a parameter for the ffirgpping, does not change after the
retransmissions. The code rate and the block lengéd within the second mapping,
do not change either, as it was presented in 3.2.2.

The BLER obtained is used to decide whether tofask retransmission. In order to
do that, the BLER achieved after the initial trarsson or consequent
retransmissions is compared with a random valule aviiniform distribution between
0 and 1.

A maximum number of retransmissions allowed isrg#tin the tests.

5.2.1.3 Performance Evaluation

As it was mentioned, the performance evaluatiohlvalgiven in terms of BLER and
Throughput achieved for different SINR.

5.2.1.3.1 BLER

Since retransmissions are now allowed, and evere,ntbey are being combined to
create a more reliable codeword, the expected BlcBRpared with the BLER
achieved when not H-ARQ were used is lower givensédime SINR.

Moreover, the BLER decreases when the allowed nuwmfhetransmissions increases.

Figure 29 depicts the SINR to BLER relation for twaCS, comparing the
performance achieved when no H-ARQ is used withpérormance achieved when
CC scheme is used. The lines for different numbeetoansmissions are depicted.
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Figure 29 SINR to BLER relation for QPSK and 64QAM, allowimy
to 3 CC retranmissions. CR 1/2, BL 512 bits

It can be seen how the BLER curve resulting afeheretransmission is the same as
the original one moved to the left a certain dBuealfollowing the results provided by
(5.5). The same behaviour applies for each MCSilpless

5.2.1.3.2 Throughput

When it comes to throughput, it is important toriffaone aspect. The use of ARQ
protocols or H-ARQ protocols causes a decreasering of total throughput, since
retransmissions are being transmitted instead wfinBormation. Despite of this, the
use of these protocols is completely necessary nmeroto provide reliable
communications, where lost packets must be abte teetransmitted again. Moreover,
what ARQ and now H-ARQ allows is the possibilitys#nding information at lower
SINR than when no retransmissions were allowed.

Figure 30 depicts the Throughput achieve for a 6MQ®ith code rate 5/6 and block
length of 512 bits. Results when using CC with afbtretransmissions allowed are
compared with the results when not using H-ARQ.itAsan be seen, the use of CC
provides a throughput closer to Shannon, the liofit maximum transfer of
information through a noisy channel.

The difference steps that can be appreciated représe SINR for which values the
transmissions will need one less retransmissioavenage (going from the left side to
the right side). Consequently, the throughput iases. The values for the different
steps that can be seen represent the maximum [gossibsfer for that MCS divided

per the number of transmissions required. The foertula is applied:

bits
symbol
#transmissions

[CodeRate

Throughput= (5.6)
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Figure 30 Througput for 64QAM CR 5/6 , BL 512, using or n@,C
allowing up to 5 transmissions

Please note how it is now possible to send infaonadt lower SINR. The different
steps dB differences correspond to the differenderims of BLER seen at Figure 29 .

5.2.1.3.3 Modified Scenario

A little modification has been made for this sec@aénario, trying to evaluate how
accurate is one of the assumptions taken up to Bpecifically, the received SINR
for the retransmissions considered within this sdcecenario might not be the same
as the initial transmission. However, it is assurtiead the new value will be around
the initial one. In order to simulate that, thedocged SINR for a retransmissions is
calculated by multiplying the initial transmissi@INR power per a random value
with uniform distribution. Different limits are cesidered. From 0.8 to 1.2, so
considering the retransmissions will be receivetth w0% of the initial transmission
energy. From 0.7 to 1.3, s80%, and finally from 0.6 to 1.4, s&40% of the initial
energy.

Next formula is used then in order to calculatedffective MI.
MI :Im[initialSlNR+Za[ﬂnitiaISINRj: Im(initiaISINH;ﬂ1+ZUj)j (5.7)
j=1 j=1

WhereinitialSINRis expressed in linear valuesis the number of retransmissions,
and a; is the random value for each one of the retransamss
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The results obtained by modelling this second stemaust be really close to the
ones achieved for the first scenario. The reasdhata random value with uniform

48

distribution between 0.7 and 1.3, 0.8 and 1.2 6rad 1.4 has an average value of 1,

which means that, looking at (5.7), the receivetlRSIfor the retransmissions is

finally the same as the initial transmission, dsppened in the first scenario.

Figure 31 depicts the differences in terms of tghgaut for a specific MCS when
assuming retransmissions are received with sameeras initial transmission or
received with at% of the initial transmission energy.
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Figure 31 Comparison between throughput achieved by usisgdir
second scenario. 64QAM CR 1/2 BL 1024 bits. Zoonght figure

As it was predicted, differences are minimal. Theeiliesting thing here is then to

10.8

study the standard deviation for each one of tmegmages used. The formula used is:

0, = \/%Z(Thrq ~Throy?
i=1

(5.8)

Where g,, is the standard deviation for each one of #ieéconsidered, N is the
number of values taken into accoufibrqg is the throughput achieved when using the

second scenario, anbhrois the average throughput, obtained by using th& fi

scenario scheme.

Throughput values obtained for SINR from 4 to 12 di taken into account,

obtaining the following results.

Table 9
assuming second scenario.

20% initial energy

30% initial energy

40% initialergy

Standard deviatiomr | 0.17880 bits/Hz/se

N
”

0.18054 bits/Hz/s

ec

0.18358H'sec

Standard deviation in terms of throughput for diéf@ percentages

10.911.C
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As it was expected, the standard deviation inceasth the % considered. However,

differences for any of the % considered are smadlugh to conclude that the first

scenario, assuming same received SINR for initzadgmissions and retransmission is
accurate enough.

This thesis will not consider any other scenarike laccepting any possible SINR
value for a retransmission not related with théahreceived SINR.

5.2.2 Incremental Redundancy
The theoretical study, interesting concepts antemiht proposals for IR H-ARQ
schemes can be found in 3.2.3. This section, asehgon above, will analyze the

PHY abstraction needed to evaluate the performahtiee IR protocol. After that, a
performance evaluation is given.

5.2.2.1 PHY Abstraction

The PHY abstraction when using Incremental Reducyglasthemes depends on
whether retransmissions with repeated coded ketsléowed or not.

5.2.2.1.1 No Repeated Coded Bits Allowed Scenario

If no repeated coded bits are allowed, new redunt#s will be sent in each
retransmission, and no repeated coded bits wilhbleided. That leads us to a code

word that looks like this:

X information bits

First transmission ‘ ‘ Second transmission e memaa s -th transmission

C1 coded bits C2 coded bits Cq coded bits

Figure 32 Example of a codeword where no bits will be senentizan
once

Where X is the set of information bitg, the number of transmissions, a@dthe
number of coded bits sent into theth transmission.

As it was mentioned in 3.2.3, the code rate andUloek length after each IR
retransmission change, differently from CC schemes.

Therefore, the inputs for the L2S interface mapgiregarding this particular scenario
follow next formulas, from [6]:
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effectiveCR= qi (5.9)

2.C

i=1

q
effectiveBl= Y ¢ (5.10)

i=1

> G Mi

effectiveMI= =—— (5.11)
C

i
i=1

Where effectiveCF, effectiveBL and effectiveMlare the effective CR, BL and Ml
after g transmissions, and they are the values that willag an inputs of the L2S
mappings.

5.2.2.1.2 Repeated Coded Bits Allowed Scenario

The first case studied above represents a singlerestricted scenario. Normally,
partial repetition of coded bits is possible, analtheed to be taking into account for
the PHY abstraction.

The formulas used then to compute the MI, the Bd e CR after a retransmission
are:

(Ml g + Nz p+ N RDfl( (Mg + £72(1 t))

effectiveM|= —= (5.12)
N pre + NNR +N R
. X
effectiveCR= (5.13)
N pre + NNR +N R
effectiveBl= N+ Ng+ N (5.14)

Where N, is the set of bits not repeated, neMg represents the set of bits repeated
from previous transmissiondy . represents the set of bits not retransmitted e th
last attempt, but retransmitted befofg,is the averaged mutual information per bit
for the last transmission, anfj( ) is the mapping from SINR to MI. In case the

modulation used is the same for every transmisgtenf, ( ) must be the mapping

corresponding to this modulation. In case the matthh scheme can change along
the retransmissions, it should be use fb(e) corresponding to QPSK [6].

If repeated coded bits are allowed, the IR retrassions not only would provide a
coding gain, since new bits are transmitted, butaeoumulated energy gain too,
because some bits will be transmitted more thae.onc
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5.2.2.1.3 Intermediate Scenario

An intermediate scenario, not so reduced as theoesented in 5.2.2.1.1, but not so
complicated as the one presented above, would lb#aw repeated coded bits into

the retransmissions, but not before all the redandis from the initial codeword are

exhausted. This is the scheme that will be modeltetlevaluated from now on, and it
is similar to the one presented in 3.2.3.2.

5.2.2.2 Simulation Scenario

The simulation scenario corresponds to the scempaesented in 5.2.2.1.3. However,
it has been modified due to a peculiar characteridtthe Turbo Codes, used within
OpenWNS. Further details about Turbo Codes caneba 1 Appendix D, but the
main point is the following. If the coding gain ge.in Eb/No) achieved by using
Turbo Codes for different code rates is plot, it &&@ seen that a big gain is achieved
when the code rate starts to decrease from CR=fWelAdsr, this additional coding
gain becomes smaller the lower the CR gets. lbleas studied that a CR=1/3 marks
somehow the limit where the coding gain achievedtstto remain almost constant
even thought the CR decreases even more. Moreibweas been demonstrated that
the performance provided by higher code rates th@n(e.g. 1/2) created from
puncturing an initial codeword with CR=1/3, is akhdhe same as the performance
provided by codeword directly coded with the higB&.

Due to this, no lower CR that 1/3 are used withimbo Codes, and higher CR are
created by puncturing an initial codeword with CR8:1

Let's see how come this characteristic will deterenthe model implemented to test
the IR scheme.

As it has been explained in section above, thectie CR and the BL that will feed
the L2S mappings change after each IR retransmis3ioe received energy per bit
must be actualized too in case repeated bits aneriitted.

Some assumptions are taken in order to facilifageetvaluation. First, it is assumed
that the modulation coding scheme does not chaloge ghe retransmissions. Every
transmission of the same block will be coded anduttaied equally.

Second. Even though it was said that the BL musadiealized following formula

(5.10) or (5.14), at the end this block will arrite a Turbo decoder (at least in
OpenWNS case), that will have a fixed number olitsplf fewer bits arrived, some
of the entries will be set to zero, and thus theulteng bits currently used will be
always the same.

Finally, it is important to remember one more tithat no CR lower than 1/3 will be
considered. Moreover, no repeated bits are allowed all the bits from the initial

codeword have been sent. With these, the effe€@Rend SINR which will feed the
mappings follow next formulas:

X
effectiveCR: max( payload %] (5.15)

CodedBitsTransmitted
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effectiveSINR: initialSIN%h Ne J (5.16)
total

Where N, is the set of total bits repeated, independenitlyn avhich transmission,
N, IS the set of bits sent just once, &bg,, is the total number of coded bits, which
in Turbo Coding is alway€,,, =30X ... due to the turbo decoder characteristic
explained above.
Let's exemplify this for a specific CR in order ¢tarify the ideas. Figure 33 depicts
the process and how the variables are refreshetd fHat the puncturing is used in
order to achieve a CR=1/2 for each one of the rddnoy versions generated from the

initial codeword with CR=1/3. Note that no repeatamted bits are retransmitted
before all the bits from the initial codeword hdeaen sent.

l +—— Turho Encoder 1/3

Coded bits C=3X E-
Puncturing to generate different
\ redundancy versions with
Ist CR=172

2nd
v

Effective Code Rate CR=12 CR=1/4 -=1/3 CR=1/6 =113

Effective SINR SIINRini SIINRini (1 + X/3X) SINRini(1+ 3X/3X)

Figure 33 Model of the scenario implemented

Regarding the code rate, it can be seen that tte e for the initial transmission,
higher than 1/3, will feed the mappings, followiftgl5). However, the effective code
rate after the first retransmission would be CRz1dt the model, following the
characteristics of Turbo Codes explained abovd, talle CR=1/3 (without losing a
considerable coding gain due to the assumptiomheShing happens after the second
transmission. Regarding the effective SINR, itdals (5.16).

A similar scenario to the one in CC has been implatied to test the IR scheme. The
different BLER obtained after each retransmissiencmpared to a random uniform
value between 0 and 1, deciding after that whetberetransmit or not. In case a
retransmission is required, the effective SINR @il are refreshed following (5.15)

and (5.16), and feed again the L2S mappings.
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5.2.2.3 Performance Evaluation

Again, the performance evaluation is given in teahBLER and Throughput.

5.2.2.3.1 BLER

As it happened with CC, a gain in terms of BLERexpected when using IR with
respect of not using any H-ARQ scheme.

Next figures depict the SINR to BLER relation fordge different MCS, showing the
difference performance obtained when using IR we#pect of not using any H-ARQ
technique.

=]

—=— 64QAM CR 5/6 initial transmissio

—e+—|R 1ret
—+—|R 2 ret
14
9dB
0.1
] 11.5dB
o
|
|
m
0.01+
T T T T T T T T T T T T T T T T T T T T T

0 2 4 6 8 10 12 14 16 18 20 22 24
SINR(dB)

Figure 34 SINR to BLER relation for 64QAM, allowing up toR2 |
retranmissions. CR 5/6, BL 512 bits

Let’s explain the meaning of the lines that carseen in figure above. Even though
the example was given for CR 1/2, it can be helpdulook again at Figure 33 to
clarify the ideas that will be given in here.

There is no secret for the initial transmissionbl&a from OpenWNS have been used
to depict the SINR to BLER relation for this MCShd initial transmission sends
6/50X .00 Dits. The interesting points start with the resrarssions. After a first IR

retransmission, the decoder has the [ 3, ., bits from the initial transmission plus

6/50X e Dits  from the retransmission. That gives a totalf o
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12/50X ayioad = 204X Lyoae from the initial 3X ... generated by the Turbo

Encoder 1/3. Therefore, there are no repeated cbidgdip to now, so there is no
energy accumulated. The effective CR is 5/12, higihan 1/3, so it feeds the
mappings (5.15). The gain of 9dB that can be sedhdrefore due to a coding gain.
After the second retransmission, a total of (X6, ,,.,bits have been sent from the

initial 30X ,1,.4- Therefore, 0,6X .., bits have been repeated, and the accumulated

energy must be actualized following (5.16). Theeetive CR would be 5/18, but the
model will take CR 1/3, following (5.15). In thaase, the gain is not only provided
by the coding gain, but by the accumulated energy t

Let’s see now the performance for an initial CR. 1/2

—+— 64QAM CR 1/2 initial transmissign
—— IR 1ret
—+— IR 2ret
1
4.8dB
0.1
6.7dB
o
Ll
-
oM

0.01+

!

—
.

I B e e e AL e e e e e e e e e o e e e e
2 -1 0 1 2 3 4 5 6 7 8 9 10 11

SINR (dB)

T T T

12 13 14 15

Figure 35SINR to BLER relation for 64QAM, allowing up toR2 |
retranmissions. CR 1/2, BL 512 bits

The same study is shown in here. After the firstaresmission, the decoder has
AKX Jayioaa Dits from the initial X, .4 Therefore,X ., ., bits have been sent twice.
The energy accumulated then must be taken intouatc&kegarding the CR, the
effective one would be 1/4, but the model will udé3. After the second
retransmission, a total of(& .4 bits have been sent, sa)3, .., are repeated, the

total codeword. The energy would be now double, @redeffective CR 1/3, even
though it would be really 1/6.

The last example, quite interesting, is given f& ©U3. Note that in that case, there is

no coding gain for any of the possible IR retrarssioin, since the whole codeword is
sent every time.
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l +—— Turbo Encoder 1.3
. Puncturing to generate different
Coded hits C=3X |:- redundancy versions with
CR=1/3
Ist \
2nd ard \

Figure 36 Example of redundancy version sent for IR retrassian
with CR 1/3

Due to this, the expected performance is the same the Chase Combining scheme.

The gain is only provided by the fact that the ggeaccumulated increases after each
retransmission.

—»— 64QAM CR 1/3 initial transmissign
—+— IR 1ret
—+— IR 2ret
1
3dB
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] 4.77dB
nd
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Figure 37 SINR to BLER relation for 64QAM, allowing up toR2 |
retranmissions. CR 1/3, BL 512 bits

Summing up, it has been seen than the gain proigeldiR retransmission strongly

depends on the coding scheme used, differently ft@nwhen the behaviour was the
same independently of the MCS.
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5.2.2.3.2 Throughput

Same considerations given in 5.2.1.3.2 about treugihput apply for the IR scheme
case.

The throughput achieved when using IR retransmmssioompared to the one
achieved when no H-ARQ is used can be seen in &igair.

6

|| —=— Shannon limit
—=— 64QAM no HARQ
51| ¢ 64QAMusing IR
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Figure 38 Througput for 64QAM CR 5/6 , BL 512, using or ri®t |
allowing up to 5 transmissions

As it can be appreciated, the throughput achievedmwsing IR is closer to the
Shannon limit. Note how the width of the step in ciBresponds to the gain seen in
Figure 34 for the first retransmission.

5.2.3 H-ARQ Schemes Comparison

Once both H-ARQ schemes performance have beennpegset is time to compare
them. Before that, thought, it can be interestmgemember again why CC and IR
provide a gain in terms of BLER or throughput, avtich aspects differentiate each
other.

CC provides a gain due to the accumulated recedrextgy per bit. Every time a
retransmission is required and received, the actated energy increases, thus the
chances of successfully decoding the block.

Contrary, IR scheme provides a gain based on coging since new bits might be
transmitted in each retransmission, and based @actemulated received energy per
bit too, in the case of repeated bits are allowed.
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Due to these characteristics, the differences tweC and IR do not remain the
same, but depend on the coding scheme used. C&@rparice does not care about the
MCS. The gain is always 10.log (#transmissions)ifdBassumed that the SINR for
the retransmissions is the same as the SINR faintti@ transmission. However, the
gain provided by IR does depend on the coding sehamd it is bigger the higher the
initial CR used, as it has been shown in 5.2.2e®'slexplain this.

As it was said in 3.2.3.1, the different redundeertsions are created by puncturing
the initial mother code. If the initial CR is higthe difference between this CR and
the effective CR after a retransmission is recergedigger than if the initial mother

code would have been coded with a low CR. It isartgnt to remark again that no
CR lower than 1/3 are used within Turbo Codes.

Figure 39 exemplifies where the gain comes froRimetransmissions depending on
the initial CR sent.

YIR 1 ret
1{-\ L
\/ 2 ret
- 75 L
1B 12 23 56
| [ | | | |
L o [ [
L6 174 512
5118 IR 1 ret

Fak L

Figure 39 Example of IR effectiveCR after retransmissiongista
from CR 1/2 or 5/6

When a puncturing to achieve a CR 5/6 is perfornaed] effective CR 5/12 is

achieved after the first retransmission. That piesi a big gain. If a second
retransmission is required, the effective CR usd&tiimvthe model is 1/3, since not
lower CRs are allowed. Anyways, there is an impurtading gain too. Moreover,

since there are repeated bits, as it was explaméd.2.3, there is an accumulated
energy per bit gain.

The gain provided when a puncturing to achieve alZRs performed is lower. The
reason is that CR 1/4 and 1/6 are not used withibd@ Codes, and even though they
will, the gain would be almost the same as the mogided by CR 1/3. Therefore, it
can be seen that the difference between 5/6 ar@2l iS/bigger than the difference
between 1/2 and 1/3. This is reflected in the StBNBLER curves as it was studied in
4.3.2.2.2.

Next figures exemplify the SINR to BLER relationrfa 64QAM modulation and
different starting CR, as well as the performantd@eved when using CC or IR, with
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a maximum of 2 retransmissions allowed. The comsparstudy starts with the higher
code rate available in OpenWNS, 5/6, to decreasetiha CR 1/2 and finally to 1/3.

—+— 64QAM CR 5/6 initial transmission
—v—CC 1lret

—+—CC 2ret

—+— IR 1ret

—— IR 2ret

l - T T T T
1 6dB
3db
0.1
] 6.5dB
] 4.7d

0.014

BLER

SINR (dB;

Figure 40 SINR to BLER for 64QAM. Initial CR 5/6, BL 512 bits

>

—+— 64QAM CR 1/2 initial transmissig
—+—CC1ret
—+«—CC2ret
—=—IR 1ret
—+— IR 2ret

3dB
4.7dB
1.8dB

1
0.1
0.01

1.8dB \
T T T T T T L | T 1 T T
1 2 3 4 5 6 7

BLER

\
\
'|'|'|'|'|'\|'|'

8 9 10 11 12 13 14 15
SINR(dB)

Figure 41 SINR to BLER for 64QAM. Initial CR 1/2, BL 512 bits
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By looking at both figures it can be see how, asas advanced, the gain using CC
remain the same independently from the coding sehesed. However, the IR

scheme reduces its gain around 4dB when startorg & CR 1/2 instead of CR 5/6.
Therefore, the distances between both schemeshieavereduced.

The last figure of this series shows the same syivat when starting with a CR 1/3.
As it was predicted in 5.2.2.3, the behaviour ofthbschemes is the same for this
initial CR, since it is not possible to obtain argding gain. All the gains provides
then of the energy per bit accumulated along ttramemissions

—+— 64QAM CR 1/3 initial transmissign
—m—CC 1ret
—m— CC 2ret
—*— IR 1ret
—— IR 2ret

4.77dB

BLER

SINR(dB!

Figure 42 SINR to BLER for 64QAM. Initial CR 1/3, BL 512

There is a direct relation between the BLER andetkgected throughput achieved.
Therefore, it is not a surprise that the same hebaseen for the BLER applies for
the throughput. Next figure depicts this relatiar B4QAM, starting with three
different CR. This time up to 4 retransmissionsalawed.
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Figure 43 Throughput achieved for 64QAM and 3 different aliCR.

BL 512. Up to 4 tranmissions allowed

As it was expected, the differences between CCIBRndchemes decrease with the
initial CR. The differences for the first step, @sponding to the first retransmission,
are equal than the differences shown in Figure Bigyre 41 and Figure 42 for the

BLER.

As a final state, it can be said that an intelligdacision would be to use Chase
Combining scheme when the initial CR is low, clésel/3, since the performance
compared to IR is almost the same, as CC is etsienplement. IR should be used
when the initial CR is high, since the coding g#mat will be achieved with the

retransmissions overcomes the energy per bit adateadugain provided by CC.

13

14
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5.3. Advices to Implement H-ARQ in OpenWNS

This section just expects to provide some simphdcag in case H-ARQ protocols
want to be introduced into system level simulatdong the theoretical study of H-
ARQ given in CHAPTER 3, and the performance evadmagiven in CHAPTER 5,

some details have been presented. Some of thenwisssg, important to model the
protocol, can be found in here.

Each user has a H-ARQ entity. Each one of thes@éesntthus each user, can have
multiple H-ARQ processes at the same time.

Normally, the number of processes is chosen to e round trip between the UE
and the Station, including the processing timalimw for continuous transmissions.

Typically, six processes are assigned to each asen though it is possible up to 8.
In case more processes were allowed, it would cthatethe ACK/NACK response
arrives with a delay not recommended.

Each user has assigned a fixed amount of memorg.fiemory must be distributed
between the different processes. Therefore, thee nppocesses the less memory
available for each one.

Each H-ARQ transmission results in one of the feiilg scenarios. Either it is
successful decoded, or unsuccessful decoded neguai new transmission, or
unsuccessful decoded after a maximum number @frtnissions, resulting in packet
error.

The H-ARQ entity should decide whether to use CHasmbining or Incremental
Redundancy. An intelligent decision would be to @& when the initial CR is low,
and IR when the initial CR is high.

As it has been introduced along the thesis, H-AR®Q lze configured as synchronous
or asynchronous. Depending on the implementatiasam H-ARQ retransmissions
will be numbered or not, there will be a delay etpd time or not, and the

modulation will be able to be different from onartsmission to another. All those
possibilities must be covered. Details are giveGHAPTER 3.

It is important to take into account the possibi®ms that could happen. Here there
are some basic rules. Within the downlink, an UEghhi be waiting for a
retransmission in a concrete process. Due to andesstood of its last NACK sent to
the BS, the BS can send a new packet, insteadeoffetiiansmission. The UE, even
though it realizes there has been an error, mest ¢b soft buffer, and treat the new
transmission as a, effectively, new transmissiooweber, it must inform too the
higher levels, which will deal with the retransnigsmissed.

Another case would be when the BS misunderstandsA@K, and it sends a
retransmission of the block. In that case, the Uktndrop this packet, and send an
ACK again, hoping this time there will be no error.



CHAPTER 6

Conclusions

This thesis evaluates the performance of a newtbrdgystem (L2S) interface, mainly
realized through a series of mappings, which hagh l@plemented in OpenWNS.

The main function of these mappings is to providdogk error rate (BLER) given a
received coded SINR.

Before channel instantaneous conditions were takenaccount in order to improve
the system performance, and not OFDM/OFDMA techgie® were used, a BLER
was obtained directly mapping from the predictetNFSl looking at AWGN pre-
stored tables.

However, due to new systems are based on explatiagnel conditions, and OFDM
is used, a new physical layer abstraction is reguiilhis new PHY abstraction must
be able to model the instantaneous link layer. Moge, a user data might be
transmitted through a set of subcarriers, whichhinioge received with different SINR.
Therefore, a previous treatment of this informatieas needed before to be mapped
into a BLER.

The new L2S interface first map the SINR value atmutual information (MI) value.
This mapping is called Mutual Information effecti®@NR Mapping. Once this Mi
value is obtained, it can be map into the finair@esBLER. This map is named Ml to
BLER mapping along this thesis.

An evaluation of the two mappings is included inARTER 1. It has been shown
how the modulation coding scheme affects both mmagspi A comparison against
another L2S interface, used within another simuJatdMAC, shows a considerable
improvement. However, as it is explained in theci@éection, the improvement is
not only achieved by the use of the new mappingspbcause a new coding scheme
is used within OpenWNS.

After that, this thesis analyzes H-ARQ protocolsdéscription of these new ARQ
protocols is given, as well as a few details altbeir implementation within different
technologies.

A predicted performance evaluation has been indudegarding the two possible
schemes, Chase Combining and Incremental Redundéincgn be seen how the
performance of these two schemes depends on the redd used for the initial
transmission. For higher code rates, IncrementaluRéancy schemes outperform
Chase Combining. However, this gain disappearsrpssg/ely when the initial code
rate decreases, leading to an equal performancedibr schemes when the initial
code rate is 1/3, due to a Turbo Codes charactesisalyzed along the thesis.
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Anyways, it has been proved how the use of thesepmetocols improves the system
performance. They do not only deal with retransioiss but improves the
throughput and might help within the link adaptatissue.

This thesis concludes that the Link-to-System fatex and its mapping mechanisms
implemented in OpenWNS provide the expected perdoca. The parameters affect
the mapping as expected and shown in the literatioeegeneral overview is positive.

A missing point that would be nice to introducethie future is the possibility of use
more than the four code rates available up to reswvell as a new coding scheme,
even though Turbo Codes seems to outperform tle res

Regarding H-ARQ, it needs to be introduced withie simulator. Some theoretical
concepts and protocols characteristics given albisghesis might be helpful.
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Appendix A

RBIR Calculation

This section analyzes with more detail how the ralitotformation value is calculated.
In 2.2.1.3, it was said two approaches are consitldiowever, OpenWNS, thus all
the simulations run along this thesis, assumesiiREt®8it Mutual Information Ratio.
Therefore, this section will be focus on descriltimg approach.

A.1  Mutual Information Calculation for a SISO/MIMO System

The continuous definition of Ml is:

MI =1 (X;Y) zj x) P x)log, p(¥1%) dy (6.1)

p(y)

According to this, mutual information per symbohdze written as:

x- X+V¢-IV¢

(6.2)

N
:IogzN—%ZE log, | 1+
i=1

K 1}<¢|

A.2 RBIR Calculation for a SISO/MIMO System and ML receivers

The symbol-level Log Likelihood Ratio (LLR) givexr is transmitted for Maximum
Likelihood (ML) receiver can be calculated as:

LLR =log,| WYX= ) = log, Ne—UM i=1.N (6.3)
2 P(ylx=x) Seo
1 =L
k#

Where M, indicates thé" distances for the current received symbol, whichtitput
from the Maximum Likelihood Decoding (MLD) detector.

Therefore, M, =| y— Hx, |:\/( y- Hx)(y- Hx)" , where x_ represents the
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K" symbol, y the output of the receiver andi is the channel matrix ,

iy ]

The RBIR over one constellation can be represesded

m

> 1(%. LLR( x)) (6.4)

| =(x,LLR) =r1n
i=1

Where | ((xi,LLR(x))) is the RBIR metric of the transmitted symbolover the

whole constellation, andhis the number of symbols within the constellation.

Within an OFDM transmission, the MI-RBIR metric iMile considered at all N sub-
carriers as

RBIR=— ii L( % LLR( X)) (6.5)

mN = =

Let's see now how RBIR is calculated.

A.2.1 RBIR Computation-MQAM

Departing from(6.2), Ml is calculated as follows:

MI =log, N —%i E{log, (1+ exp¢LLR )}
i=1
=log, N —%i E{log, N~ log, (1+ expt LLR )} (6.6)

i=1

18 N
=— ) Eslog,
N = 1+expELLR)

Using the expected value formula, the MI can balfyncalculated as:

MI =%Z’:‘jp(LLR)Iogz (6.7)

dLLR
1+exptLLR)

In QPSK,LLR and LLR, have the same pdf, due to all the symbols aredesjant
between them. However, it does not happen the $§an@@AM in general.

It has been said that the LLR depends on the distabetween symbols. Therefore, in
QAM, the pdf can be approximated by calculating thdR for the neighbouring
constellation points around the one which is cargd in that case. The formula
applied would be:
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e

LLR =In — (6.8)
X e
k#i

prevalent

kO Euclideal

{distance’}

Define now the RBIR as:

RBIR= Ml/log, N (6.9)

Assuming now that the symbol level LLR satisfiee thaussian distribution, above
formula can then continuously be derived as:

1
log, N

RBIR=

1y N
NZ_: j LR log, — SPELLR) dLLF (6.10)

(LLR - AVE)?
2VAR

1 13 1 - N
— —— lo dLLR 6.11
log, N N ;LL[R J27TVAR " expELLR ) (641

It has been proved that LLR for QPSK, as well as3édM modulation satisfies the
Gaussian distribution. Therefore, the symbol LLR ba described as:

p(LLR) = N( AVE, VAR (6.12)

A.3 Theory derivation for Symbol LLR (LLR for QPSK symbol in a SISO
scenario)

It is interesting for this thesis to look into tttleeory derivation of the symbol LLR,
and realize how the distance between symbols detesthe result.

Skipping some steps within the derivation, it isafly proved that symbol LLR can be
written as:

d?|H’
LLR = |:1 -K (6.13)
o
Where “d” indicates the minimum inter-symbol distann QAM constellationh is
the column vector of matri¥d andkis:

“2d(hn+hp)  2dhprhn) dIH 26,hmp) 2@ hm hp
2 2 2 2

K=log.|le < +e < +e? e ¢ e ¢ (6.14)

Wheren, andn are Gaussian, amg,n ~ N( AVE, VAR
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As it was mentioned above, it has been proved th& satisfies the Gaussian
distribution.

LLR mean is namedVE and its varianc& AR ,and they can be calculated with:
d’[" _
0.2

VAR = E{\ LLR- § LLH\Z}: E¥- H Kk (6.16)

AVE = E{ LLR} = § k (6.15)

Where
00 1 Z;H dZN
E{k}:IwEe “[h|2e*+ e & d (6.17)
~J2r—1
g
) 1 Z;N dZN
E{k2}=j ST o n% 26"+ e o & | d (6.18)
SNl

From (6.14) it can be seen th&andecreases whedincreases, thus LLR increases
withd (6.13). If LLR increases, RBIR increases.

In conclusion, the more distance between symbatkinva constellation, the higher
mutual information per bit.

Details for the LLR calculation for MIMO schemesdae found in [18].

A.4  Procedure for RBIR PHY Mapping for SISO Systemunder ML Receiver

1. Given the channel matrid and the SINR for each sub-carrier, the fixed LLR
distribution parametefAVE, VAR can be computed, using (6.15) and (6.16).

2. Calculate the RBIR metric based on RBIR definitiamsing the LLR
distribution calculated above.

3. Average the RBIR values over the multiple subcesrier an OFDM system.

4. Convert the average RBIR for one resource bloakn®single effective SINR
from the SINR to Ml table.

5. Lookup the AWGN table to get the predicted BLER.

Again, details about the procedure for MIMO scherssbe found in [18].
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A.5 Numerical example of RBIR computation

Let’s calculate some MIB (RBIR) values for QPSKyen a SINR value, following
the procedure presented in the section above. tRatdor QPSK,N =4andd = J2.

10
In order to facilitate the calculation, it will ssumed thad Z{O J.

11
2SINR 2010°°
(6.17) and (6.18), obtaining the following resultsE{k} =0.8321 and

E{ kz} =3.1945¢,

Given and SINR=-3dB, we hawg = =1. We use then formulas

Then (6.15) and (6.16) are used, obtaining theohg results:AVE=1.167¢ and
VAR=2.5021.

Before finally calculate the RBIR, we use (6.8)ctdculate the LLR for QPSK. Note
that it is the same for the 4 symbols within the nstellation.
0

LLR=In| —< |=1.873C.
vV 2
29 +¢’

Finally, formula (6.11) is used and RBIR is calteath obtainindRBIR=0.317.
Same procedure has been used given a SINR=0dBnhioigta RBIR=0.516.

Next figure shows how these points fit the SINRMB curve presented along the
thesis.

11

1l—-— QPSK
1.04
0.94
0.84
0.74
@ 0.6+
é 4
@ 0.5
=

0.3 ]
0.2—-
O.l—-

wo+———F+Ft+FrFF1
10 -8 -6 -4 2 0 2 4 6 8 10

SINR (dB)

Figure 44 SINR to MIB curve for QPSK
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Appendix B

Soft Combining

Within H-ARQ schemes that incorporate soft comhkgnimformation from failed
attempts is stored and included in an iterativemeamwhen decoding retransmissions.

There are different techniques to combine the bitg,all of them follow a similar
structure. In here, one of the approaches, presentd19], and which seems to
overcome most of the rest, will be presented agxample to understand how the
combination is performed.

The following notation is adopted. First® =[ul(d),..,q(d) ,..,q(d)}denotes the™
transmitted copy of the codewotdin an(n, k) linear block codeC over a Galois
Field GF(2).

After mcopies have been transmitted including the indizé, the entire transmitted
sequence can be written &k= [ e, U ,u(m]. U can be considered as a

codeword in ar(N, k) linear block codeC'™ over GF(2), whereN = mn.

Additionally, v =[vl(d),..,v(d) ,..,\4(")] denotes the noisy observation @f) at the
receiver. Therefore, the entire noisy version @& tlansmitted sequente can be
written asV = [v(l, VS ] It is assumed that the transmissions are perfdrme
over a memoryless channel, and the informationarsgsstatistically independent.

The proposed soft combining method is obtained dwysidering the decoding of
V using the symbol maximum a priori probability (MA&gcoder foc™

The Log Likelihood Ratio (LLR) at the decoder outpan be written as

LLR( ) Iogz P(U|V)- Iogz AUV (7.1)

UDC UDC
u.(d>:o q(d):l

Wherel<i<n ,1l<sd<m, and P(U|V) denotes the probability that was
transmitted given tha¥ was receivedLLR(q ) provides an estimation of thé
bit in the d" transmitted copy ofu . If LLR(Q())ZO then the estimation
assumes® =0. Otherwiseu™®, =1.

With the assumptions mentioned above, the LLR @awiitten in a suitable form for
performing soft combining in an H-ARQ scheme agofet. First, the LLR for the

"bit of u on them™ decoding attempt is defined as:
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LLR(q( ) LLR™ ((y)+ LLF{ ¥ b )+ LLR™ (") (7.2)

Where LLR™ () is the a priori vaIueLLR(v(m) | q(m)) represents the soft output of

the channel, andiLRe ( )|s the extrinsic value, which represents extra Kedge
gleaned from the decoding process, and dependseparticular structure of the
codeC. LLR™ (y)and LLR[™ (&) can be determined as follows. For=1, the a

priori valuesLLR™ () are given by:

L(ui(l));lsisk

Ok<i<gn

(7.3)

LLR‘l’(u)={

WhereL(ui(l)) denotes the a priori value of the informationub]i)t. For consequents
decoding attempts, i.e. for< 2:

LLR™ (y) = LLR™ (y, ¥)= LLR™( g+ LLR, U™ ) (7.4)

The extrinsic value4 LR(™ ({}) are obtained fom=>1 as:

LLR™ (&) =log- 22— S (7.5)

Where the joint LLRLLR™ ( u, v ) is given by:
LLR™ (u,v) = LLR™ ( y)+ LLFé | d"’) (7.6)
If a retransmission is required, the receiver amdgds to store the a priori values, in

order to use them on the subsequent decoding dttdimat can be seen in (7.2). All
the previous soft outputs of the channel are actatea within these a priori values.
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Appendix C

OpenWNS

OpenWNS is an open source highly modular simultioperformance evaluation of
mobile radio networks [20]. It is written in C++, it Python support for
configuration. It is being mainly developed at Coetd Institute, RWTH Aachen
University.

The goal of OpenWNS is to provide a simulator whgkuitable for various kinds of
performance evaluation of wireless networks. Oper@N\d\flexible framework which
allows the researcher to adapt the grade of contplagcuracy of the simulation
model to his needs.

OpenWNS is made up by different parts. The mairs @me:

- Main simulator executable (WNS-core)

- DLL-base: basic functionalities common to all ®&aink Layers

- Radio Interference Simulation Engine (RISE), uathg current PHY Abstraction
- Library called libWNS, including among other ganéARQ protocols.

Some modules have been already implemented, andbecaasily used in order to
build the protocol stack of a station.

Load Generator e Constant Bitrate (Constanze)
Networ Layer e |P
DLL e Diferent implementations
o WiFIMAC

o WiIMAX (not yet)
eWinner (not yet)

oL TE (to be included by
us

Physical ® OFDMA Physical Layer

Figure 45 Example of modules available in OpenWNS

The configuration code in Python will allow the eascher to give the modules the
exact characteristics he is looking for.
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FunctionalUnits can be found, added or modified idas DLL module.
FunctionalUnits are implemented functionalitiesttban be considered as a black box
with inputs and outputs. The advantage is that taybe copied and used in several
modules due to their independence of the rest efcitde where they are finally
located. Therefore, the DLL modules shown in FigdEe can present the aspect
exhibit in Figure 46 .

2
Upper Convergen
pp gent \

4
Packet Schedul | *— Functiona
A

*

Figure 46 Example of FU included within a DLL module
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Appendix D

Turbo Codes

This section wants to provide information aboutbiluCodes and their characteristics
in order to support some statements used alonthésts to explain the performance
of some implementations. This section, therefo@gsdnot want to be a guide of
Turbo Codes, but a source of some details thatrrdete the Turbo Codes
performance. The section is organized as followrst,Fa brief description of the two
main types of Turbo Codes is given, remarking tiffer¢nces between them. Finally,
a peculiar characteristic of the Turbo Codes thlitbe used within LTE technology
is explained.

D.1  Turbo Codes
D.1.1 Convolutional Turbo Codes (CTC)

The Convolutional turbo coder consists of a paratiencatenation of recursive
systematic Convolutional encoders separated byadasrandom interleaver [2]. The
stream of input bits is fed to the first encodetheut any modifications and is
randomly interleaved for the second encoder.

D.1.2 Block Turbo Codes (BTC)

Block Turbo code is a serial concatenation of lingades such as Hamming, and it is
decoded iteratively by simple component decoders.

D.1.3 Performance evaluation of Convolutional and tirbo Codes

The bit error rate (BER) curve of a turbo codeiwgded into two regions. The first
region, called waterfall region, in which the BEBcdeases rapidly at low SINR, and
a second region, called error-floor region, whaeBER decreases at low rate at high
SINR [15].

The waterfall region compresses BER from 167, so it is the one interesting for
this thesis, since mobile communication allow BERrauch high.

The performance comparison of CTC and BTC withiis tlegion shows that CTC
outperforms BTC, providing a gain of around 0.5dB7 depending on the block
length used [15]. This is one of the results usdithimv this thesis, specifically in
4.3.2.1.

Further information, advantages of CTC and BTC anather concepts, are
discussed in [15].
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D.2 Turbo Codes in LTE

All along 5.2.2, where Incremental Redundancy seh@erformance was studied, a
peculiar characteristic of Turbo Codes was usedneSdetails have been already
given, but this section will try to explain it bextt

The turbo coder/encoder to be used within LTE tetdgy is a 1/3. That means that
given the payload bits that want to be sent, thesy Wwill be always coded with the
Turbo coder, and a codeword wiBipayload will be obtained. If a higher code rate
wants to be finally used to send the informatiorguacturing of the codeword 1/3
will be performed, achieving the desired code rhle.lower code rates than 1/3 are
considered in LTE. The reason is that the coding garve, expressed in Eb/NO,
shows that the coding gain provided by lower cates than 1/3 is almost the same
as the one provided by the compulsory 1/3 code fdtat would be the first reason
why the coder/decoder developed for LTE is a 1/3.

Moreover, it has been shown that the performanbeaed by those higher code rates
generated from puncturing the codeword 1/3 is alrtfus same as the performance
that would be achieved in case a special coder dvbakve been built to create a
codeword with this particular code rate.

As it has been said, this characteristic of Turlool€3 has determined the evaluation
scenario designed in 5.2.2.2 to test IncrementduR@ancy H-ARQ schemes.
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