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Abstrat
Aeronautial ommuniations have been evolved and hanged radially during the last years andstill doing so. Moreover, passenger ommuniations are going to beome widespread in the nearlydays. The needs for data transmissions is inreasing very fast, and the information exhangeamong all the parties involved in air tra� management are demanding better and faster waysto transmit. In the future there will be muh more airraft tra� ompared to today, andthe apaity provided by urrently available ommuniation tehnology will not be enough tomanage these airrafts. Furthermore, providing new link tehnologies with higher apaity willnot be su�ient. In order to meet these future requirements, new networking onepts have tobe developed.Nowadays, one of the main problems in the airraft tra� ommuniations (ATC) is thedelay aused by the long distane that the signal has to pass through from the airplane toground networks and vie versa. Also, when an airplane is moving and has to hange its pointof attahment as it moves from one satellite over zone to another, another delay is produed inthe ommuniation. Mobility handovers are just one aspet very important to bear in mind inthe design of the future aeronautial ommuniation.These drawbaks an be solved using the new Internet Protool version 6 (IPv6) whih manynetworks are starting to use, replaing the urrent IPv4. Thanks to that new protool and itsextensions, it an be possible to reate and perform new mehanisms that bring better bene�tsto mobile ommuniations. Mobile protools like Mobile IPv6 and NEMO, make possible thedevelopment of new tehnologies that permit entire networks to hange their point of attahmentthrough di�erent networks without having to hange their IP addresses.Thus, this projet deals the way to improve this mobility handlings and redue the delaysprodued in the atual airraft network handovers. To solve the problem, new ways will bestudied and new appliations developed to ameliorate the air tra� management (ATM) usingthe new IPv6 protool and its mobile extensions that, as it will be seen, will permit to havemultiple routes between the airraft mobile network and the home base ground agent. That allowsto share load and avoids to have to wait to make the transition from one point of attahment toanother. i



Within the mark of the NEWSKY projet [1℄, we will design an aeronautial ommuniationsystem using those new mehanisms, whih will be tested through real airraft ommuniationappliations to obtain onlusions of the new bene�ts. To have seamless handovers between aterrestrial link and a satellite link in an airplane-base ground ommuniation is one of the mainobjetives.This projet desribes the design of a network test-bed to simulate network handover be-tween satellite and terrestrial ommuniation links based on MIPv6, NEMO, Mobile IP handoverahievement and TCP behaviour.Also, to improve seamless handovers and to bring new features like load balaning androuting poliies, various solutions are searhed and disussed. The Multiple Care-of AddressesRegistration extension protool (MCoA) solution is the one that will be implemented and severaltest simulations will be done to haraterize its behaviour in the test-bed.
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Chapter 1
Introdution

Internet is being more and more ubiquitous everyday and it is beoming a very neessary andindispensable tool in our soiety. As a onsequene of its spread, inreasingly many entitiesand people tend to depend more on Internet and for di�erent purposes: to work, for leisure,eduation, et, what turns it into a powerful tool and very indispensable than ever at anytimeand everywhere. No wonder then, that this tehnology is being expanded into new areas whereits implementation is still laking or di�ult and ostly to ahieve.In the reent days, Internet is beginning to be supported in platforms like planes, trains, arsand other vehiles that move fast, where Internet network mehanisms are di�ult to implementas the points of attahment are not �xed [2℄. In the aeronautial area, it will ontribute onimprovements for ATC, whih will integrate all tra� generated between airplanes, satellitesand base stations but also new servie appliations for on board passengers to a unique network.But to ahieve this issue and to support Internet in vehiles moving rapidly, new protools andtehnologies are needed to enable good, fast and safety onnetions with seamless handover.This projet has been developed in TriaGnoSys GmbH, in Munih, Germany, as part ofthe NEWSKY projet. The goals are to study, develop and implement new mehanisms inairplane systems whih will bring improvements in air tra� management and new airraft on-board appliations and servies with better mobility onnetions. This projet tries to takeadvantage of the new IPv6 protools and all its mobility extensions (desribed in next hapters)for airplanes-base ground ommuniations and study the results obtained to see its viability, givesolutions for possible drawbaks and improve issues like redutions of the delays and the numberof pakets lost during the transmissions.To explain how these improvements are applied, the projet will desribe a laboratory test-bed developed to simulate a real airplane ommuniation system where the new protools willbe implemented to integrate new servies and appliations in the ATC. This projet will studyits viability and will give some solutions for the problems enountered. 1



1.1. OverviewAlso, this doument seeks to familiarize the reader with the new protools implementedin NEWSKY projet to failitate the understanding of future projets in the �elds of mobileommuniations.In this introdution hapter a small review of the aeronautial tra� and ommuniationssituation studied in the projet is exposed. Then, the senario where the projet will be developedis presented. Then, it is explained the main goals, proposals and requirements of the projet.Finally, there is a desription of this doument struture.1.1 OverviewThe senario whih the projet will refer onsists of an airplane whih has a network inside, asatellite whih onnets the airraft to the ground networks and a ground station. This networkomprises a WLAN used by passengers to aess the Internet and a subnetwork used to shareokpit information. All these subnetworks are attahed to a router, whih has an antenna toonnet to the stations on ground. Nowadays, satellite ommuniations [3℄ are used beausetheir overage area is bigger than any other system, whih means less handovers between aesspoints. However, there are some problems during the ommuniations like delays and paketslost due to the troposphere and the long distane that the signal must pass through. As anexample of a overage area of a satellite, the Inmarsat BGAN satellite, used in the test-bed, hasa orevage like the one illustrated in the Figure 1.1.

Figure 1.1: BGAN satellite overage mapThe router on board is onneted to a satellite, but, while the airplane is moving and reahesthe limit of the satellite overage area, it has to hange its point of attahment and onnet toanother satellite link (see Figure 1.2). When it happens, the router gets a new IP address,what auses a breakdown of the ongoing onnetions. This is beause the TCP onnetionsare haraterized by the address and port of the soure node and the address and port of the2
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Figure 1.2: Airraft Handover Proessdestination. Then, if one of these hanges, the onnetion breaks down and a new one must beestablished [4℄.The plane an also hange from one satellite system to another, if the signal is stronger inthe new system at one point during the �ight. That also means a hange of address and theorrespondent ut in the onnetions.1.2 BakgroundTriaGnoSys Company is in harge of a laboratory test-bed within the NEWSKY projet, whihhas the task to demonstrate network layer handovers in the middle of Voie over IP (VoIP) alls,and large data transfer. This projet will desribe the test-bed design and on�guration and itwill use it to make test simulations and to obtain onlusions from the results.1.2.1 NEWSKY projetThe NEWSKY projet (NetWorking the SKY for Aeronautial Communiations) is arried outby a group of European organizations with the aim to integrate di�erent ommuniation tehnolo-gies and di�erent appliation lasses, into a global heterogeneous aeronautial ommuniationsnetwork with appropriate priority properties.As aeronautial ommuniations are going to be radially hanged in the future, the needsfor data transmission will dramatially inrease, with a view to share more and more informationamong all the parties involved in air tra� management. It is said that in the future there willbe muh more airraft tra� ompared to today, and these airrafts an only be managed if3



1.2. Bakgroundall information related to them (position, altitude, intended �ight path, remaining fuel...) areproperly disseminated to all parts involved in managing them (air tra� ontrollers). And thisdissemination of information demands muh more apaity ompared to the one provided byurrently available ommuniation tehnology. Moreover, passenger ommuniations are goingto beome widespread in a few years.In order to meet these future requirements, NEWSKY projet tries to solve this problem:instead of using individual ommuniation systems for the various aviation ontrol areas andappliations, network solutions are proposed to integrate all these systems, using as often aspossible Commerial-O�-The-Shelf omponents.NEWSKY is a researh projet o-funded by the European Commission within its SixthFramework Program (FP-6) that will enable to ahieve improved ommuniation apabilitiesand assists the expeted paradigm shift in future ATM. Moreover, real air-ground integration isahieved and System Wide Information Management (SWIM) is made available to the airraft.As a onsequene, the NEWSKY approah supports the realization of the Single European Skyonept and helps to reate a future European ATM system[1℄.1.2.1.1 NEWSKY hallenges, ativities and bene�tsThe main objetives and ativities arried out by NEWSKY are:GoalsNEWSKY aims to o�er global information availability and sharing that will solve the prob-lem of ATM saturation. To pursue this global situation of "Networking the Sky", NEWSKY willintegrate di�erent ommuniation links and tehnologies. Conerning data links, it is workingin di�erent links to ful�ll the ATM ommuniation requirements, and new future ones will bedeveloped, with links ommuniations like ground-based ommuniations, satellite-based om-muniations, air-air ommuniations and ommuniations in and around airports.Also, the projet will integrate di�erent appliations and servies in the same network.It will try to put together up-to-date servies and appliations like ATS (Air Tra� Servie),AOC (Airlane Operational Communiations), Airline Administrative Communiations (AAC)and APC (Air Passenger Communiations) into a single, seamless aeronautial network.This projet tries to develop and design an integrated aeronautial ommuniation networkfousing on air-ground ommuniation with IPv6 tehnologies, using well proven industry stan-dards to enable a ost-e�ient global provision of distributed servies.AtivitiesThe �rst ativity of NEWSKY is to identify appliation senarios and servie requirements.Then, a business ase study is onduted, with the development of a transition roadmap anda long-term evolution. The main part and hallenge of the projet is the development of anetworking onept, omprising:
• The protool stak arhiteture development, inluding standard interfaes to radio linklayers.4



1. Introdution
• The mobility management, inluding handover tehniques, routing and multihoming.
• The Quality of Servie management.
• The development of network seurity solutions.At the end, the NEWSKY integrated airborne network design will be validated by means ofomputer simulations, and a laboratory test-bed.Bene�tsNEWSKY will bring signi�ant bene�ts:
• An inreased availability and reliability through the e�ient use of di�erent ommuniationlinks.
• A globally optimized network performane, oming from the use of the right ommuniationlink.
• Tehnology at the right plae and time.
• An interoperability between the di�erent ommuniation links resulting in a seamless sys-tem, whih will be fully transparent to end users.
• A modular system onept, whih enables the simple introdution of new tehnologies.
• An e�ient and �exible utilization of the overall aeronautial frequeny spetrum.1.2.2 TriaGnoSys laboratory test-bedThe TriaGnoSys Company is one of the members of the NEWSKY projet, whose ontributionsonsist of a Business Case Study and a Laboratory Test-Bed demonstration, whih are aimedat demonstrating handovers proedure between a terrestrial and a satellite links and validateseamless handovers. In order to make the demonstration as realisti as possible, typial aero-nautial appliations will be developed, like voie ommuniation, pilot-ontroller messaging anddata streaming information through advaned weather multiast appliations [5℄.1.2.2.1 SenarioThe senario where the projet will be developed represents a network inside an airraft movingwith di�erent ommuniation links and with di�erent appliations and mehanisms. The on�g-uration of the test-bed and its omponents and protools will be exposed in detail in hapter 5,but here a short desription of them is exposed: 5



1.3. IPv6 and MIPv61. New protoolsThe test-bed is implemented with the new network-layer version protool, the IPv6, as itis spei�ed in the NEWSKY requirements. It o�ers more advantages ompared to IPv4.To improve seamless handovers for mobile hosts and networks, IPv6 extensions are used tosupport mobility. That is why the Mobile IP protool, and its extension to mobile networksNEMO (NEtwork MObility), has to be deployed. However, beause the satellite networkused is established over IPv4, it requires the use of a transition mehanism between ourIPv6 network and the IPv4 satellite network. In Chapter 2 these protools are desribed.2. Terrestrial and Satellite LinksIn order to rereate the terrestrial and satellite links, there are two possibilities: eitheremulating the modem and link behaviour, or using a real modem and link.For the terrestrial link, a B-AMC (Broadband - Aeronautial Multi-arrier Communia-tions) modem emulator will be used. Conerning the satellite link, the real Inmarsat BGANmodem will be employed. In Chapter 5, their main harateristis are detailed.3. AppliationsDuring the handover demonstration, several appliations (desribed in Setion 5.3) willhave to be running, suessively or at the same time, in order to qualify the e�et of thehandover and tra� delays on these appliations:
• Voie over IP, to make possible the ommuniation between the pilot and the on-troller.
• Pilot - Controller messaging.
• Weather streaming information, whih represents data ommuniations.4. Demonstration GUIIn order to make the presentation of the test-bed learer and more onvining, a demonstra-tion GUI (Graphial User Interfae) program is developed, whih displays a �ight senario,and some important information about the whole system, in order to have an idea of thetest-bed system behaviour.1.3 IPv6 and MIPv6In the last few years, the IPv6 protool has been designed as a new network-layer protoolversion to improve and resolve several problems that appeared with the urrent IPv4. As it willbe explained in Chapter 2, for example, the number of hosts to join Internet is inreasing andthe IPv4 spae address is almost full, so a solution was required. The IPv6 brings this solutionas it has more address spae as the addresses length is inreased, whih reahes 128 bits, whereasin IPv4 only 32 bits are used.From the beginning, many organizations, like the IETF group (Internet Engineering TaskFore), have developed the IPv6 and several extensions that allow to solve the problems not only6



1. Introdutionof limited address spae but also in many other areas where IPv4 ould not fae [6℄. With IPv6,air tra� management will be improved, and thanks to its mobility extensions, mobile networkswill take an important part in airraft ommuniations. Those are the reason NEWSKY wantsto use it.Due to the great importane IPv6 will have in the near future and beause it is an importantmehanism used in the test-bed of the projet, in Chapters 2 and 3 the IPv6 protool and itsmobility extensions are desribed in detail.1.4 GoalsThe objetive of this projet is to design a new aeronautial system based on a mobile net-work inside planes with new appliations and servies whih will be able to hange its point ofattahment with small delays.A study of its behaviour is arried out to see the issues that an be improved as well asto ameliorate the protools implemented to obtain better ommuniations handovers. For that,several measurements using real ommuniation appliation systems, like voie over IP, will bedone to verify the behaviour of the system during simulated �ights (where the mobile networkhanges its point of attahment over di�erent links) and to obtain results with the aim to getonlusions for future improvements.To reah this purpose, it will be used new mobile protools, suh as Mobile IPv6 protooland NEMO extensions. After a theoretial de�nition of those protools to get used to the newsenario, they will be implemented in the test-bed where simulations using typial aeronautialappliations will be done to see the improvements of seamless handovers and routing proessesin air tra� ommuniations.This projet also disusses the possibility to improve seamless handovers using reent de-veloped mehanisms like MCoA extension protool, whih �nally will be implemented to thetest-bed and tested to see the improvements or not regarding the �rst on�guration.1.5 System requirementsThe NEWSKY test-bed should be able to provide the following requirements:
• Provide a mobile network transparent in front of the hange of the points-of-attahmentduring the handovers.
• Users should not notie handovers between the di�erent ground-satellite links.
• The Quality of Servie should be maintained and not redued.
• It should support Seurity Protools and VPN.
• It should hange the funtionalities of existing protools as less as possible.
• It should add small signaling and data overhead, when dealing with mobility as well asIPv6 over IPv4 links. 7



1.6. Struture of this doument1.6 Struture of this doumentThe doument begins with a theorial explanation of the protools used in TriaGnoSys test-bed, as well as the MCoA registration protool as will be also implemented to improve seamlesshandovers. Then, in Chapter 5, �rst the test-bed on�guration is exposed and after that, itdisusses the results of several VoIP alls in �ight simulations to see the RTP paket delayduring handovers. With this results, it ompares the system behaviour between using onlyNEMO prootol and implementing the MCoA extension protool. Finally, the doument �nisheswith a onlusion.
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Chapter 2
Internet Protool version 6

Internet is almost everywhere so it is not strange that nowadays the majority of entities aregetting into its world. The worst issue related to that growth has been the huge number of hoststhat are onneting to the Internet, and the assoiated IP addresses that are being onsumedby those hosts [6℄. The most used IP protool in our days, the IPv4, is having some problemswith this growth, so the IETF and other organizations started to searh for new solutions. Theresults of this researh was the new network-layer protool version IPv6 whih have solved allIPv4 drawbaks and improved new features. That is the reason why this projet will use this newprotool and its extensions in almost all its parts. The implementation of this new mehanism willallow to improve systems mobility and have better results in ommuniation seamless handoversand for paket delays as it has better mobility extensions ompared to IPv4.In this hapter it is exposed the harateristis and the main funtionalities of the IPv6protool and the most signi�ant hanges and improvements from its predeessor IPv4. First ofall, there is an introdution about why it was neessary to design a new IP protool. Seondly,the set of ommuniations protools used for the Internet and other similar networks knownas TCP/IP stak, is desribed to introdue the IP protool. Next, the new IPv6 protool isexplained fousing on the new Header and its Extension Header, and the addressing arhiteturewith its new addressing types and funtionalities [7℄[8℄. Also the hanges and improvementsfrom IPv4 are disussed. Finally, the hapter ends with the desription of di�erent solutions totraverse IPv6 pakets through IPv4 links.2.1 IntrodutionSine the early 1990, the IETF has been developing the IPv6, a new network layer protoolwhih will substitute the IPv4. The issue that motivated its developing was mainly beause the9



2.2. The TCP/IP stak

Figure 2.1: Growth of Internet hosts [9℄IPv4 addresses were almost all being used and new address spae was required. As the Figure2.1 illustrate, the number of hosts onneted to Internet and onneted domains are growing atexponential rates, with eah of those hosts needing a unique IP identi�er.The urrent IPv4 address spae an identify a theoretial 4.2 billion hosts (232), what imposessome additional onstrains to its struture. In the other hand, IPv6 has inreased it from 32bits to 128 bits per address. There are other related problems, suh as the limited addressinghierarhy that is possible within the on�nes of the 32-bit IPv4 address, plus the assoiatedlimitations on routing funtion saling.Besides those problems, IPv6 has added more funtionalities and has improved some theextensions and other issues, suh as new mobility extensions, seurity or real-time tra� handling.Also addresses an be autoon�gurated, and multiast routing has got better.The Internet Protool version 6 e�ort is dynami and is being driven by worldwide sitesurrently implementing and testing its funtionality. Multiple Request for Comments (RFC)and Internet Drafts have been written to support those interested in joining the testing e�ort.2.2 The TCP/IP stakThe IPv6 is an Internet protool that takes part of the TCP/IP stak model, whih meansTransmission Control Protool/Internet Protool. It desribes a set of protools to enable om-puters to ommuniate over a network, sending and reeiving data. It is based on the notion10



2. Internet Protool version 6of IP addresses and provides end-to-end onnetivity speifying how data should be formatted,addressed, transmitted, routed and reeived at the destination. This onept generates an IPaddress for eah devie onneted to the Interned network.This model is onstituted by four di�erent layers with their protools, as we an see in theFigure 2.2.

Figure 2.2: TCP/IP stak with some protools
• Link LayerThe Link Layer is the lowest omponent layer of the Internet protools and is used tomove pakets from a host to another physially onneted system plaed on the samelink. TCP/IP is designed to be hardware independent. As a result TCP/IP has beenimplemented on top of virtually any hardware networking tehnology in existene, whatallows them to adapt themselves to every new tehnology. The TCP/IP model inludesspei�ations of translating the network addressing methods used in the Internet Protoolto data link addressing, suh as Media Aess Control (MAC), however all other aspetsbelow that level are impliitly assumed to exist in the Link Layer, but are not expliitlyde�ned.
• Network LayerThe Network Layer solves the problem of sending pakets aross one or more networks. Ithas to analyze the datagrams reeived in the lower layer to determine if they are addressedor not. If it is the ase, it deapsulates the paket header and transmits the rest of the11



2.2. The TCP/IP stakdatagram to the upper layer, but if not, it ignores them. It has the funtion to route thepakets through the network and assures the addressing and the routing of the data. Thereare some protools in this layer, whih the most important one is the IP protool. Some ofthe protools arried by IP, suh as ICMP (used to transmit diagnosti information aboutIP transmission) and IGMP (used to manage IP Multiast data) are layered on top of IP.The Internet Protool performs two basi funtions:� Host addressing and identi�ation: This is aomplished with a hierarhialaddressing system.� Paket routing: This is the basi task of getting pakets of data from soure todestination by sending them to the next network node (router) loser to the �naldestination.In the Setion 2.4, IP protool foused on the new version 6 will be de�ned in detail.
• Transport LayerThe Transport Layer has to assure the reliability of the transfer and, in this ase, it regulatesthe data �ow. Thus, it inludes end-to-end message transfer apabilities. This end-to-endmessage transmission or onneting appliations at the transport layer an be ategorizedas either onnetion-oriented, implemented in Transmission Control Protool (TCP), oronnetionless, implemented in User Datagram Protool (UDP).
• Appliation LayerThe Appliation Layer refers to the higher-level protools used by most appliations fornetwork ommuniation. Examples of appliation layer protools inlude the File TransferProtool (FTP) and the Simple Mail Transfer Protool (SMTP).2.2.1 FuntionalityWhen a host wants to send a message to an other one, the data �ow starts at AppliationLayer and goes over the di�erent layers of the transmitter until the Link layer. In every level, aprotool-spei� header is added to the data �ow. The Figure 2.3 shows an illustrated desriptionof this proess, alled enapsulation. Then, the frame goes through the network and arrives atits destination. Now, it goes up from the lowest layer, Link Layer, to the Appliation one. Ineah layer, the header is �rst read before being removed, what is alled deapsulation, and thenthe remaining data is sent to the upper layers. At the end, the message beomes the originalform in the Appliation Layer of the reeiver host. This proess is illustrated in the Figure 2.4.The IP is the ore protool and has an important rule in the proess beause it allowsthe fragmentation and the transport of pakets through two hosts. Nowadays there are two IPprotool versions in use (IPv4 and IPv6), where the seond is now being implemented in deviesmore frequently.12



2. Internet Protool version 6

Figure 2.3: Example of data enapsulation within an UDP datagram

Figure 2.4: IP enapsulation and deapsulation proess2.3 Di�erenes between IPv4 and IPv6As the projet's devies and systems will be implemented with the IPv6 protool and its ex-tensions, we will only de�ne this IP version. But to understand the needs for a new Internet13



2.3. Di�erenes between IPv4 and IPv6Protool and the onsequent improvements from its predeessor, the most signi�ant funtionaldi�erenes and improvements between IPv4 and the new IPv6 is desribed next.
• Expanded the address spae: with IPv6, the IP address �eld inreased from 32 bitsto 128 bits in length, whih allows more numbers of addressable nodes, more levels ofaddressing hierarhy, de�ning new types of addresses, et.
• Header Paket Format Simpli�ation: to redue paket handling overhead, the newprotool eliminates some of the header �elds IPv4 pakets had. So, the IPv6 header pro-essing overhead is redued, what ompensates for the larger addresses. Four �elds of IPv4have been removed from the header: Header Length (as it is �xed now), Identi�ationFlags and Fragment O�set (whih are now in the Fragment Extension Header) and theHeader Cheksum.
• Extension headers and options: Now, with IPv6 there are extensions headers thatfollow separately the main IPv6 header and whih arry optional information, not like IPv4whose headers are always ompulsory. So, it permits not to arry so muh unneessarilyinformation, and proessing at every intermediate stop between soure and destination maynot be required. Those Extensions Headers are plaed between the IP base header and theupper layer header. In this way, these optional headers are only added when required by aspei� protool funtion, suh as fragmentation or paket routing.
• Authentiation and Privay: There are now extensions to support the authentiationof the sender of a paket, data integrity, and optional data on�dentiality.
• Autoreon�guration: The IPv6 supports from node address assignments up to the useof the Dynami Host Reon�guration Protool (DHCP), so routers do not have to on�gurethem for eah node in their network.
• Quality of servie apabilities: A new apability is added to enable the labeling ofpakets belonging to partiular tra� for whih the sender has requested speial handling,suh as nondefault quality of servie or real-time servie.Also the di�erene between the IPv4 and IPv6 arhitetures is that IPv4 is 32-bit aligned(the word has 32 bits) whereas IPv6 is 64-bit aligned (the word has 64 bits). That is beausethe original proessors that implemented the IPv4 had 32-bits word lengths. IPv6 is builtassuming 64-bit word, whih aounts for some of the protool proessing improvements thatIPv6 implementers are disovering [6℄.As we an see in the Figure 2.5, IPv4 paket header ontains a minimum of 20 otets ofontrol information with ten �elds and two addresses. An option �eld exists within the headerthat allows further optional bytes to be added. On the other hand, the IPv6 base header (withno extension headers) is 40 otets long with 8 �elds and two addresses.14
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Figure 2.5: IPv4 and IPv6 headers2.4 Basi IPv6 harateristis2.4.1 IPv6 header strutureThe IPv6 paket is arried within a loal network frame like the IPv4 ase (Figure 2.6), howeverthe di�erene with IPv4, is that IPv6 paket onsists in 2 parts: IPv6 base header and optionalIPv6 extension headers. As we said before, extended headers are only appended when areneeded to he mandatory IPv6 base header. As a onsequene more �exibility and e�ieny ofthe header information is obtained. With or without any optional extension headers, a �xed sizeonstraint on the loal network frame must be respeted (like Ethernet frame). That is the sameas IPv4.The RFC 2460 [10℄ de�nes the struture of the IPv6 base header and its extensions headers.The �elds that are implemented in the base header, as we an see in Figure 2.5, are:
• Version �eld: is 4 bits long. Identi�es the version of the protool. For IPv6, Version = 6.
• Class �eld: is 8 bits long. Organizes nodes and/or forwarding routers to identify anddistinguish between di�erent lasses or priorities of IPv6 pakets.
• Flow Label Field: is 20 bits long, and may be used by a host to request speial handlingfor ertain pakets. For real-time quality of servie or any other nondefault quality ofservie.
• Playload Length �eld: is 16 bits long. Measures the length, given in otets, of thepayload (the balane of the IPv6 paket that follows the IPv6 base header, suh any15
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Figure 2.6: Internet transmission frame with IPv6upper-layer protools suh TCP, FTP...) but not the IPv6 base header, di�erent than theIPv4 that ounted also the header. Optional extension IPv6 header is onsidered part ofthe payload.
• Next Header �eld: is 8 bits long. It identi�es the header immediately following the IPv6header.
• Hop Limit �eld: is 8 bits long. Is deremented by eah node that forwards the paket.When it equals to zero, the paket is disarted and an error message is returned. In IPv6,there is no time basis.
• Soure Address Field: The soure address �eld is a 128-bit �eld that identi�es theoriginator of the paket.
• Destination Address Field: is a 128-bit �eld that identi�es the reeivers address.2.4.1.1 Extension HeaderThe IPv6 design simpli�ed the existing IPv4 header by plaing many of the existing �elds inoptional headers. In this way, the proessing of ordinary pakets is not ompliated by exessiveoverhead, while the more omplex onditions are still provided for. As it has been seen, an IPv6paket, whih onsists of an IPv6 header plus its payload, may have zero, one or more optionsextension headers. Eah of them is an integral multiple of eight otets in length to retain theeight-otet alignment for subsequent headers. For a better protool performane, these extensionheaders are plaed in a spei� order (Figure 2.7).The Optional Extension IPv6 headers are:16
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Figure 2.7: IPv6 basi and extension headers
• Hop-by-Hop Options Header: This option header arries optional information thatmust be examined by every node along a paket's delivery path. As a result, the Hop-by-Hop Option Header, when present, must immediately follow the IPv6 header. It isidenti�ed by the number 0 in the header's Next Header �eld.
• Destination Option Header: It arries optional information examined only by paket'sdestination nodes. An option now available is to insert otets of padding into the Optionarea of header. 17
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• Routing header: This header lists one or more intermediate nodes that are "visited" onthe path from the soure to the destination.
• Fragment header: It is used by an IPv6 soure to send pakets that are larger than would�t in the path Maximum Transmission Unit (MTU) to their destinations. Fragmentationfor IPv6 is only done at the soure node, not at intermediate routers along the paket'sdelivery path (di�erent from IPv4).
• Enapsulating Seurity Payload Header: It is designed to provide on�dentiality,data origin authentiation, onnetionless integrity and limited tra� �ow on�dentiality.
• No next header: It indiates that nothing follows that header.Extension headers may also employ a Next Header �eld, linking to a subsequent extensionheader. Figure 2.8 illustrates how the Next Header �eld loate the ontents of the paket for therouter to interpret and proess.

Figure 2.8: Next Header �eld example2.4.2 The addressing arhiteture and representationThere are three di�erent types of addresses, that varies somehow from the IPv4 addresses [11℄:
• Uniast: is an identi�er to a single interfae. A paket sent to an uniast address isdelivered to the interfae identi�ed by that address. There are 3 subategories of uniastaddresses:18



2. Internet Protool version 6� Link-Loal Addresses: are designed to be used on a single link for the purposes ofaddress autoon�guration and neighbour disovery, and for ommuniation betweenhosts when no routers are present on the link. Pakets ontaining link-loal addresses,must never be forwarded by routers or travel outside the loal link.� Site-Loal Addresses: may be used by a organization that is not onneted to theglobal Internet. Pakets ontaining site-loal addresses must never be forwarded byrouters outside of the site in whih these addresses are being used.� Globally Routable Addresses: must be used by nodes whih wish to ommuniatewith other nodes both outside of their own link and of their own site. A paketdestined to a globally routable address may be forwarded by routers and may be sentfrom anywhere.
• Anyast: is an identi�er for a set of interfaes (typially belonging to di�erent nodes). Apaket sent to an anyast address is delivered to one of the interfaes identi�ed by thataddress (the nearest one, aording to the routing protool's measure of distane).
• Multiast: is an identi�er for a set of interfaes. A paket sent to a multiast address isdelivered to all interfaes identi�ed by that address.The main di�erene from IPv4 is that now the broadast funtion is done by the multiastde�nition. Another di�erene is that in IPv6, addresses of all types are assigned to interfaes,not nodes (one node may have multiple interfaes).2.4.2.1 Address representationThe format of the IPv6 addresses onsists of three parts: an Address Pre�x, a Site Identi�er anda Host Identi�er. IPv6 addresses are 128 bits long, represented by groups of 16 bits de�ned inhexadeimal and separated by olons:

x : x : x : x : x : x : x : xwhere eah x represents 16 bits. Eah of those 16 bits setions is de�ned in hexadeimal.An example ould be:
2312 : 6453 : 3045 : 5500 : 6368 : 9463 : 0023 : 3344If the address has groups of zeros, they an be eliminated:
1932 : 0000 : 0000 : 0000 : 4324 : 0430 : 0032 : 5543

1932 :: 4324 : 430 : 32 : 5543The double olon is restrited to appearing only one in an address. In text, it is ommonto represent them by address and pre�x length: 19
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IPv6address/prefixlength

1234 : 0000 : 0454 : 6582 : 4332 : 4323 : 0000 : 0000/64In that ase, the pre�x is: 12340000045465822.4.2.2 Addressing arhitetureTo provide maximum �exibility for both urrent and future address representation, the addressmay be divided into a number of sub�elds. The leading bits alled the Format Pre�x, de�ne thespei� type of IPv6 address. A multiast address begins with the binary value 11111111; anyother pre�x identi�es a uniast address. Anyast addresses are part of the alloation for uniastaddresses and are not given a unique identi�er. The Figure 2.9 shows the list of di�erent addresspre�xes.2.4.2.3 Uniast addressesThere are many forms for IPv6 uniast addresses. The most simple form is a uniast addresswith no internal struture, with no address-de�ned hierarhy. The other possibility is to speifya Subnet Pre�x within the 128-bit address, thus dividing the address into a Subnet Pre�x (withn bits) and an interfae ID (with 128-n bits)(Figure 2.10).The address 0:0:0:0:0:0:0:0 is de�ned as the unspei�ed address, that indiates the abseneof an address. It is used on startup when a node has not yet an address assigned. The address0:0:0:0:0:0:0:1 is de�ned as the loopbak address. It is used by a node to send a paket to itself.2.4.2.4 Loal Use Addresses
• The link-loal address is used for a single link and is intended for auto-address on�guration,neighbour disovery or for ommuniation between hosts when no routers are present onthe link. The link-loal address begins with the Format Pre�x 1111111010 and inludes a64-bit interfae ID �eld. Routers never forward pakets with link-loal soure or destinationaddresses to other links (Figure 2.11).
• The site-loal address is used by organizations that have not yet onneted to internet.Routers never forward pakets with site-Loal soure addresses outside of that site (Figure2.12).2.4.2.5 Anyast addressesAn anyast address is one that is assigned to multiple interfaes, typially on di�erent nodes.A paket with an anyast destination address is routed to the nearest interfae that has thataddress. It is used to identify a set of routers attahed to a partiular subnet or for identifyinga set of routers that provide entry to a partiular routing domain. Those addresses must notbe used as a soure address for an IPv6 paket and may only be assigned to routers, not hosts(Figure 2.13).20
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Figure 2.9: Addressing Arhiteture2.4.2.6 Multiast addressesThe multiast address identi�es a group of nodes and eah of these nodes may belong to multiplemultiast groups. The multiast address begins with the format pre�x 1111111 and inludes21
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Figure 2.10: Uniast Addresses

Figure 2.11: Link-loal Addresses

Figure 2.12: Site-loal Addresses
three additional �elds. The Flags �eld ontains four one-bit �ag. The Sop �eld is a four-bit�eld that is used to limit the sope of the multiast group. The Group ID �eld identi�es themultiast group, either permanent or transient, within the given sope. Multiast addresses maynot be used as soure addresses in IPv6 datagrams or appear in any routing header (Figure 2.14).22
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Figure 2.13: Anyast Addresses

Figure 2.14: Multiast Addresses2.5 Intranetwork ommuniation: ICMPv6The ICMPv6 messages (Internet Control Message Protool) are used to report paket proessingerrors, intranetwork ommuniation path diagnosis and multiast membership reporting. Theyare ontained within IP datagrams, with the IP header preeding the ICMP message and ICMPdata.The new ICMP version 6 is an evolution of the ICMPv4, where the main funtionalities ofthe old one have been kept and obsolete messages have been removed for simpli�ation. In theRFC 1885, the protool is de�ned [12℄.ICMPv6 pakets have three �elds that are ommon to all messages: Type, Code and Chek-sum, plus a variable length message body whose ontents depend on the type of the messagebeing transmitted (Figure 2.15). The messages are grouped into 2 ategories: Error Messagesand Informational Messages. These two ategories are identi�ed by the high-order bit of themessage Type �eld.
• The Type �eld is a 8-bit long whih indiates the type of message. This �eld de�nesthe ICMPv6 Message as either an error message or an informational message. A 0 in thehigh order bit of this �eld indiates that the message is an error message. A 1 in thehigh order bit indiates that the message is an informational message. In this fashion,23
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Figure 2.15: ICMPv6 paket struturetype �eld deimal values from 0 to 127 are error messages, and values from 128 to 255 areinformational messages.
• The Code is a 8-bit �eld whih reates an additional level of message.
• The Cheksum is a 16-bit �eld used to detet errors in the ICMP message.The Error Messages belong to 4 ategories: Destination Unreahable, Paket Too Big, TimeExeeded and Parameter Problem. In the other hand, there exist eleven Informational Messages.The Figure 2.16 lists all error and informational messages with their respetive Type value.

Figure 2.16: ICMPv6 Error and Informational messages[13℄24



2. Internet Protool version 62.6 Autoon�gurationUnlike IPv4, IPv6 protool has two methods for obtaining addresses: the Stateless mehanismand a Statefull mehanism.2.6.1 Statefull Automati Con�gurationIn a Statefull Autoon�guration model, hosts obtain information of addresses on�guration, pa-rameters, et, from a server. That server maintains a database ontaining the neessary informa-tion and keeps tight ontrol over the address assignment. The Statefull Autoon�guration modelfor IPv6 is de�ned by the proposed Dynami Host Con�guration Protool for IPv6 (DHCPv6)like IPv4 [14℄. This on�guration mehanism is based on the version used for IPv4.2.6.2 Stateless Automati Con�gurationStateless Automati Con�guration is a new protool designed for IPv6. This model requires nomanual on�guration or hosts, minimal on�guration of routers and no additional servers. Thestateless approah is used when a site is not onerned about the spei� addresses that are used,as long as they are unique and routable.With Stateless Autoon�guration, a host generates its own address derived from the MACaddress of the network interfae, and using a spei� algorithm. In IPv6, the �rst 64 bitsorrespond to the subnet pre�x, and the last 64 bits are the loal identi�er. This loal identi�erwill be built using the 48 bits-MAC address.But Stateless Automati Con�guration an also be used to reate global IPv6 addresses. Thisrequires the use of ICMPv6 Router Advertisement messages. In a loal network, the routers sendRouter Advertisement messages, with the �02::1 destination address, whih orresponds to themultiast group. These messages ontain the global 64 bits-pre�x, that will be used by the hostsof the network to reate global addresses, appending their loal identi�er su�x. Beause RouterAdvertisement messages are usually sent every 10 seonds, the hosts an stimulate the sendingof Router Advertisements, using Router Soliitation messages, sent to the �02::2 (all-routermultiast group) destination address.2.7 Transition mehanisms between IPv4 and IPv6As it was said before, nowadays there are many devies and networks that have IPv6 protoolimplemented, but IPv4 is still present everywhere. Thus, some mehanisms are needed to permitthe interation between IPv6 devies with the ones with IPv4 implemented.In the test-bed of this projet, there is a problem onerning that issue: the satellite linkused may not be upgraded to IPv6 at the same time as the airrafts, so only IPv4 is implemented.Then, ways to send version 6 pakets over this link should be developed. In this study, a manualtunnel mehanism and a protool translation are implemented in the test-bed in Linux. 25



2.7. Transition mehanisms between IPv4 and IPv6At the time the new IP protool was designed, a simple and �exible transition between IPv4and IPv6 was required. By reating IPv6 in IPv4 mehanism, o-existene of the two protoolsis possible, so users an reate IPv6 links to take advantage of IPv6 while allowing the rest oftheir loal network to upgrade as neessity arises.There are several kinds of transition mehanism, that an be divided in two groups: the dualstak and the IPv4 link mehanism.2.7.1 Dual StakIn this ase, a host or router have the two IP protool versions. Eah node has two addresses:an IPv4 and an IPv6 addresses. Then, the node an send and reeive messages belonging eitherone protool or the other.This is the easiest method, but also the most expensive as it implies providing ompleteimplementations of both versions of the Internet Protool. Also, as pakets are not modi�ed noradded a header, the proessing time and the bandwith used are less than other solutions.2.7.2 IPv4 LinkThere are two solutions in that ase:
• Tunneling mehanisms
• Translation mehanisms2.7.2.1 Tunneling mehanismsTunneling is a proess where information from one protool is enapsulated inside the frame orpaket of another one, thus enabling the original data to be arried over that seond arhiteture.Thus the tunneling mehanism for IPv4/IPv6 is designated to enable an IPv4 infrastruture toarry IPv6 pakets by enapsulating the IPv6 information inside IPv4 datagrams (see Figure2.17).Examples of tunneling mehanisms are the 6to4 tunnel, 6over4 tunnel and L2TP tunnel.The L2TP tunnel mehanism is desribed next as it is the one used in the test-bed.2.7.2.1.1 L2TP tunnelThe Layer 2 Tunneling Protool is a tunneling protool used to support Virtual PrivateNetworks (VPN). Its name omes from the fat that L2TP allows to arry Point-to-Point Protool(PPP) frames over an IP network, between two end points. It was published in 1999, as proposedstandard RFC 2661 [15℄. Originally, it was developed in order to bring together the funtionalitiesof two older tunneling protools for PPP : Ciso's Layer 2 Forwarding (L2F) and Mirosoft's26
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Figure 2.17: The tunneling mehanismPoint-to-Point Tunneling Protool (PPTP). A new version of this protool, L2TPv3, providesadditional seurity features, improved enapsulation, and the ability to arry data links otherthan simply PPP over an IP network (Frame Relay, Ethernet, ATM, et...). But L2TP is atuallya session layer (layer 5) protool, and uses the registered UDP port 1701.The overhead indued by L2TP reahes 37 bytes, whih is quite a big overhead. Moreover,L2TP does not provide on�dentiality or strong authentiation by itself. That is why IPse(Internet Protool Seurity) is often used to seure L2TP pakets by providing on�dentiality,authentiation and integrity. But this makes the overhead even bigger.The two endpoints of an L2TP tunnel are alled the LAC (L2TP Aess Conentrator) andthe LNS (L2TP Network Server). The LAC is the initiator of the tunnel, whereas the LNS is theserver whih waits for tunnel requests. The neessary setup for tunneling a PPP session withL2TP onsists of two steps:1. The LAC sends a request to the LNS in order to reate an L2TP Tunnel. Then, a ControlConnetion Establishment signaling is performed, and the L2TP tunnel is set up.2. One the tunnel is established, the network tra� between the two peers is bidiretional.In order to arry PPP frames through the tunnel, either the LAC or the LNS has to initiatea session, making a all through the tunnel. The tra� for eah session is isolated by L2TP,so it is possible to establish multiple sessions aross a single tunnel.The pakets exhanged within an L2TP tunnel are ategorized as either ontrol pakets ordata pakets. L2TP provides reliability features for the ontrol pakets, but no reliability fordata pakets. Reliability for data pakets, if desired, must be provided by the protools runningwithin the session of the L2TP tunnel. 27



2.7. Transition mehanisms between IPv4 and IPv62.7.2.2 Translation mehanismBy the time I was in TriaGnoSys, another mehanism was studied to improve the bene�ts of theL2TP mehanism or just to have another way to traverse IPv6 pakets through IPv4 links. Thetranslation mehanism used in the test-bed is alled NAPT-PT.NAPT-PT mehanism stands for Network Address Port Translation - Protool Translation.This is a transition mehanism that allows IPv6 hosts to ommuniate with IPv4 hosts. Itonverts the IPv6 headers to IPv4 headers and vie versa, translating IPv6 addresses into IPv4addresses and vie versa, and also using port translation, for more �exibility [16℄.NAPT-PT is atually an improvement of NAT-PT (Network Address Translation - ProtoolTranslation). NAT-PT only onverts IPv6 addresses to IPv4 addresses, but it doesn't hangethe TCP/UDP ports. Therefore, NAT-PT needs as many IPv4 addresses as there are IPv6addresses. That is, one the IPv4 address pool a�eted to the NAT-PT entity is exhausted,newer IPv6 nodes annot establish sessions with the outside world anymore. NAPT-PT, on theother hand, will allow for a maximum of 63K TCP and 63K UDP sessions per IPv4 addressbefore having no TCP and UDP ports left to assign, thanks to the port translation mehanism.The limitations of NAPT-PT inlude well-known NAT limitations. For example, appliationsthat arry the IP address in the higher layers will not work, beause of the address translation.Moreover, end-to-end network layer seurity is not possible with NAPT-PT.The main advantage of NAPT-PT ompared to tunneling like L2TP is the absene of addi-tional overhead. For this reason, this protool has also been implemented in the test-bed afterthe �rst solution.

28



Chapter 3
Mobility senario

Mobile omputing has greatly inreased in popularity over the past several years due to the risein the number of portable omputers and other mobile devies like personal laptops, PDA, mobilephones, sensor networks in vehiles... It is getting widespread, whih explains that in reent yearsnew systems have been developed to make possible to have ontinuous network onnetivity tothe Internet, irrespetive of the physial loation of the node.Sine mobility and ease of onnetion are ruial onsiderations for mobile devie users,organizations that want to promote mobile ommuniations are putting a great deal of e�ort intomaking mobile onnetion and unompliated for the user. They have developed or proposedseveral standards to address these needs, inluding Mobile IP and later enhanements, MobileIP version 6 (MIPv6).The IETF started to design a new mobile extension protool for IPv6 that allows nodesand entire networks to hange their point of attahment in order to ontinue ommuniationin spite of its movement, without having to reboot their ongoing onnetions through seamlesshandovers, with small delays and with minimal loss of pakets.In this hapter it is explained why mobile nodes and networks are needed, and the problemsenountered to implement them with old IP protools. Next, it is desribed the new mobile IPv6extension protool for mobile nodes as well as the extension for network mobility alled NEMO(NEtwork MObility). Those extensions will be the ones implemented in our test-bed, whih atthe end, we will study the results.3.1 IntrodutionSpeaking in terms of omputational ommuniations, we de�ne mobility as the ability of a nodeto hange its point of attahment to a network from one link to another while maintaining allexisting ommuniations. 29



3.2. The mobility problem and �rst solutionsInitially, IP protools were not designed for mobile environments, so when mobile appli-ations were needed, many problems started to appear. Nowadays, di�erent mehanisms aredesigned to solve them but many are not e�ient enough or are not available anymore.The best solution sine now is the Mobile IP, whih provides an e�ient, salable mehanismfor roaming within the Internet. Using Mobile IP, nodes may hange their point of attahmentto the Internet without hanging their home IP address. Node mobility is realized without theneed to propagate host-spei� routes throughout the Internet routing fabri.Mobile IPv6 is an IETF standard that has added the roaming apabilities of mobile nodesin IPv6 network [17℄.3.2 The mobility problem and �rst solutionsIP addresses play two di�erent roles. On one hand, they are loators that speify how to reahthe node that is using that address. The routing system keeps information about how to reahdi�erent sets of addresses that have a ommon network pre�x. This address aggregation in therouting system satis�es salability requirements. On the other hand, IP addresses are also partof the endpoint identi�ers of a ommuniation, and upper layers use the identi�ers of the peersof a ommuniation to identify them. For example, the Transmission Control Protool (TCP),whih is used to support most of the Internet appliations, uses the IP address as part of theTCP onnetion identi�er.This dual role played by IP addresses imposes some restritions on mobility, beause whena terminal moves from one network (IP subnet) to another, we would like to maintain the IPaddress of the node that moves (assoiated to one of its network interfaes) in order not to hangethe identi�er that upper layers are using in their ongoing sessions. However, we also would liketo hange the IP address to make it topologially orret in the new loation of the terminal,allowing in this way the routing system to reah the terminal [18℄.3.2.1 The solutionsBefore the apparition of the Mobile IP protool, some possible solutions were designed to supportmobility on mobile nodes, but as was said before they have several laks:
• Host-Spei� Routes: this solution de�nes a diretly route of the mobile node's positionin the new network it is attahed, without hanging its IP address. But, it is not thebest way and is an unworkable solution for Internet routing and in general for mobilitybeause minimally, these host-spei� routes must be propagated to all nodes along thepath between a mobile node's home link and its foreign link. Some of these routes mustbe updated every time the node moves from one link to another and we expet millions ofmobile nodes to be operating in the Internet. Also, there are serious seurity impliations tousing host-spei� routes to aomplish node mobility in the Internet, whih would requireauthentiation and ompliated key management protools to address. Thus, host-spei�routing has severe saling, robustness and seurity problems whih make it an unaeptablesolution to node mobility in the global Internet.30



3. Mobility senario
• Change the node's IP address: A TCP onnetion is one of the most used transport-layer protool in the Internet. This onnetion within a node is uniquely identi�ed by thefollowing four values: IP Soure Address, IP Destination address, TCP soure Port andTCP destination port. To a orret transmission, these four values must remain onstantover the session of a TCP onnetion. If we use this solution, any host would simply dropits onnetions to a destination node whose IP address was to hange, beause as we said,this address must remain onstant. Thus, all ongoing ommuniations between a mobilenode and any of these existing nodes would have to be �nished, with new onnetions beinginitiated by the mobile node at its new address. So hanging a mobile node's address as itmoves does not solve the problem of node mobility.
• Solve it at he link-layer: There are indeed link-layers solutions to node movementthat have been devised for use with Internet-related protools like CDPD (Cellular DigitalPaket Data) or IEEE 802.11. But they aren't su�ient solution to provide node mobilityon the global Internet. First of all, link-layer solutions provide node mobility only in theontext of a single type of medium. Another problem with link-layer solutions is thatthey need n di�erent mobility solutions for eah of n possible media over whih nodesmight want to send IP pakets. A single solution whih works over all media types is to bepreferred over multiple medium-spei� solutions, if suh a thing is arhiteturally possible.Mobile IP is suh a solution. Finally, link-layer solutions provide mobility within a limitedgeographi area and are unusable one the node leaves this area.Mobile IP is unique in its ability to provide mobility over all types of media and thereforethrough an arbitrarily large geographi area. Using Mobile IP, a node an ommuniate using a�xed IP address wherever it an obtain a onnetion to the network.3.3 Mobile IPMobile IP is a network-layer solution for mobility on the global Internet whih is salable, robust,seure and whih allows nodes to maintain all ongoing ommuniations while hanging links. Itis a mehanism for routing IP pakets to mobile nodes whih may be onneted to any link whileusing their permanent IP address. Using this extension protool, nodes are apable to hangetheir point of attahment to the Internet without hanging their home IP address. This allowsthem to maintain transport and higher-layer onnetions while roaming.When a soure omputer wants to send a paket to a destination omputer, the soure doesnot know or are where the destination is loated. It just wants its pakets to be delivered to theproper reipient. This is the funtion of the network layer of the TCP/IP stak. The networklayer is responsible for dynamially seleting a path from the original soure of a paket to itsdestination.3.3.1 Requirements for Mobile IPThe requirements whih drove the design of Mobile IP are: 31



3.4. MIPv61. A mobile node must be able to ommuniate with other nodes after hanging its link-layerpoint of attahment to the Internet.2. A mobile node must be able to ommuniate with other nodes using only its home (per-manent) IP address, regardless of its new urrent link-layer point of attahment to theInternet.3. A mobile node must be able to ommuniate with other omputers that do not implementthe Mobile IP mobility funtions.4. A mobile node must not be exposed to any new seurity threats over and above those towhih any �xed node on the Internet is exposed.5. This new protool may not hange the existing �xed hosts and routers that don't needmobility mehanism. So it is required the Mobile IP implementation to be limited only tothe mobile nodes themselves and the few nodes whih provide speial routing funtions.6. Mobile IP requires the transmission of routing updates between the various nodes in thenetwork. In order to make this extension suitable for the use over a wide range of wirelesslinks, one of the design goals was to make the size and the frequeny of these updates assmall as possible.All Mobile IP requires an infrastruture of routers and links apable of routing pakets toany node whih is onneted to its home link.3.4 MIPv6The Mobile IPv6 is the new extension protool IETF has reated in order to implement themobile node mehanism in IPv6 protool [17℄.3.4.1 The senarioThe Mobile IPv6 protool is used in nodes moving from between di�erent networks. The usualproess done during handovers from one link to another is desribed next, but to understandbetter the situation, an illustrated example pitured in Figure 3.1 and a previous voabulary isexposed before all.The di�erent entities involved in Mobile IPv6 are:
• Mobile Node (MN): is the node that is moving through di�erent networks and whih anhange its point of attahment while maintaining any ongoing ommuniation and usingonly its IP Home Address. Home Address is the original IP address and signi�es that themobile node is logially onneted to the home link. The Mobile Node is aware of mobility,whih means that a spei� Mobile IP software has to be run in it.32



3. Mobility senario
• Home Network: is the network where the Mobile Node is loated at the beginning, whenit is not moving to a Foreign Network.
• Home Agent (HA): usually is a router, whih is loated in the Home Network andis informed of the Mobile Node's urrent loation. It is responsible for tunneling andaddressing the pakets to the Mobile Node. The Home Agent is also aware of mobility, soa dediated Mobile IP software has to be run in it, too.
• Foreign Network: is a new network visited by the Mobile Node.
• Care-of Address (CoA): is the new IPv6 address that is aquired by the Mobile Nodein the Foreign Network and identi�es it. The Home Agent has to be informed about thisaddress, in order to reah the Mobile Node when it is in a Foreign Network. A MobileNode's Care-of Address generally hanges every time the Mobile Node moves from oneforeign link to another.
• Aess Router (AR): is the default router for the Mobile Node in the foreign networkand assists it in informing its Home Agent of its urrent Care-of Address. It gives a newCare-of Address to the visiting Mobile Node. The Aess Router doesn't have to be awareof mobility. It de-tunnels pakets for the Mobile Node that have been tunneled by its HomeAgent and it serves as a default router for pakets generated by the Mobile Node while on-neted to this foreign link. The only requirement is that a Router Advertisement Daemonproess has to send Router Advertisement messages through the interfae orrespondingto the Mobile Node's loation.
• Correspondent Node (CN): is any omputer in the Internet that wants to ommuniatewith the Mobile Node. The Correspondent Node normally is not aware of mobility, butwith route optimization (explained in Setion 3.4.2) it needs to have the mobile software.3.4.2 Mobile IPv6 operationAs it is illustrated in the Figure 3.1, before any handover proess, the Mobile Node is at its homenetwork and it is expeted to be addressable at its Home Address (2001:b:1::3 in this example).The Home Address doesn't hange and remains permanent despite the Mobile Node moves fromlink to link. When a Mobile Node is at home, pakets addressed to its Home Address are routedthrough the Home Agent, whih has at least one interfae on the Mobile Node's home link (inthe example, address 2001:b:1::2) and is the one that will take are of the Mobile Node whenbeing out.Home Agents and Aess Routers advertise their presene on any attahed link by period-ially multiasting or broadasting speial Mobile IP messages alled Router Advertisements(RA). Those messages are used for Mobile Nodes to examine their ontents and determinewhether they are onneted to their home link or a foreign link. While onneted to theirrespetive home link, Mobile Nodes at just like stationary nodes, so they make use of no otherMobile IP funtionality.With very few exeptions, a Mobile Node ommuniates with all other nodes using only itsHome Address as the IP Soure Address and it is also the IP Destination Address of all pakets33
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Figure 3.1: Mobile IPv6 senariosent to the Mobile Node. Consequently, the Home Address has to be plaed in the IP address�eld of its entry in the Domain Name System, so that other nodes looking up the Mobile Node'shostname will �nd it.When the Mobile Node moves from the home network to a foreign link, the following oper-ations are done:1. The Mobile Node needs to obtain a new address to join the foreign network, but should notloose his Home Address to prevent a disonnetion of the urrent sessions. Then, when aMobile Node joins to the new link, it gets a new address a well as the Home Address, alledCare-of Address (CoA). This new address assoiated with the moving host while visiting aforeign link, has the foreign subnet pre�x (of the foreign network) as its subnet pre�x. Toget it, the Mobile Node performs an address autoon�guration, as we will explain in Setion3.4.2.1. This new address is advertised in one of the �elds of the Router Advertisementmessages sent by the Aess Router. As we an see in Figure 3.2, the pre�x of the ForeignNetwork is 2001:3::/64 and the new Care-of Address is 2001:3::230:5�:fed3:518.2. Consequently, the Mobile Node registers the Care-of Address aquired with its Home Agent,using a message-exhange de�ned by Mobile IPv6 protool. In the registration proedure,the Mobile Node asks for servie from the Aess Router of the new link. In order to preventremote denial-of-servie attaks, the registration messages are required to be authentiated.The assoiation between a Mobile Node's Home Address and Care-of Address is known asa binding. The moving host performs this binding registration by sending a Binding Update(BU) message to the HA as we an see in Figure 3.3. It replies to the Mobile Node by returning34
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Figure 3.2: Mobile Node visiting a foreign networka Binding Aknowledgment (BA) message saying that it has registered the Care-of Address in itsbinding ahe. The binding ahe is an address entry table used to assoiate the CoA with theHome Address of every Mobile Node visiting a foreign network. On the other side, the MobileNode has also a Binding Update list, where it has an item for every binding that the node hasor is trying to establish.Communiation between Mobile Node and Correspondent NodeA Correspondent Node (CN) is any foreign network host that wants to ommuniate withthe Mobile Node. When they try to establish a onnetion, the following operations are done:1. The CN sends an IP paket addressed to the permanent IP address of the Mobile Node,that is, the Home Address.2. The Home Agent interepts the paket as it is sent to the MN's home link and onsults themobility binding ahe table to �nd out if the MN is already visiting any other network orotherwise is at "home".3. In ase that the MN is in a foreign network, the Home Agent �nds out the MN's Care-ofAddress and onstruts a new IP header that ontains the MN's Care-of Address as thedestination IP address. The original IP paket is put into the payload of this IP paket andready to be sent. This proess of enapsulating one IP paket into the payload of anotherone is known as tunneling. In the example being used, the Home Agent would tunnel theIP paket like the way shown in the Figure 3.4 35
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Figure 3.3: The binding operation between Mobile Node and Home Agent
Figure 3.4: IP paket tunneling4. When the enapsulated paket reahes the Aess Router of the foreign network, the originalpaket is extrated from the tunnel and then delivered to the MN. It means that in bothdiretions, pakets are enapsulated in the Home Agent and deapsulated in the AessRouter. In the Figure 3.5 we an see the path that a paket sent by the CorrespondentNode to the Mobile Router would follow.There are two possible modes to establish ommuniation between Mobile Node and a Cor-respondent Node.

• The �rst mode, bidiretional tunneling, does not require Mobile IPv6 support from theCN and is available even if the MN has not registered its urrent binding with the CN. Aswe an see in Piture 3.6, pakets from the CN are routed to the Home Agent and thentunneled to the MN and, in the other side, pakets to the CN are tunneled from MN tothe Home Agent ("reverse tunneled") and then routed normally from the home network tothe CN. This tunneling is performed using IPv6 enapsulation.36
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Figure 3.5: IP paket tunneling proess in MIPv6
• The seond mode, route optimization, requires the Mobile Node to register its urrentbinding at the CN. As illustrated in Figure 3.7, pakets from CN an be routed diretly tothe Care-of Address of the MN without visiting the Home Agent. When sending a paketto any IPv6 destination, the CN heks its ahed bindings for an entry for the paket'sdestination address. If a ahed binding for this destination address is found, the node usesa new type of IPv6 routing header to route the paket to the Care-of Address indiated inthis binding.Routing pakets diretly to the MN's Care-of Address allows the shortest ommuniationspath to be used. It also eliminates ongestion at the Mobile Node's Home Agent and homelink. In addition, the impat of any possible failure of the Home Agent or networks on thepath to or from it is redued. But on the other hand, the CN has to be implemented withMobile IPv6 tehnology.
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Figure 3.6: Bidiretional tunneling

Figure 3.7: Route optimization
38



3. Mobility senario3.4.2.1 How does a Mobile Node obtain a Care-of Address?There are two methods in order to aquire a Care-of Address: the Stateful and the StatlessAddress Autoon�guration. The Router Advertisements sent by the Aess Router and reeivedby the Mobile Node, arries the information that determine whih method should be used [19℄.Stateful Address Autoon�gurationIn this method, the Mobile Node simply asks a server for an address and uses it as a Care-ofAddress. In that ase, it also uses the protool for stateful address assignment for normal IPv6protool: the Dynami Host Con�guration Protool for IPv6 (DHCPv6).Stateless address autoon�gurationMobile nodes an also aquire a Care-of Address by Stateless Address Autoon�guration. Itworks as follows:
• The Mobile Node �rst forms a link-dependent identi�er for the interfae by whih it on-nets to the foreign link. This identi�er is typially the node's link-layer address on thatinterfae. For example, on Ethernet, the identi�er would be the Mobile Node's 48-bitEthernet address.
• The Mobile Node examines the Pre�x Information Options that are ontained withinRouter Advertisements to determine the valid network-pre�xes on the urrent link.
• The Mobile Node forms a are-of address by onatenating one of the valid network-pre�xeswith the identi�er. Address autoon�guration (stateful and stateless ones) ontains meh-anisms by whih a node an determine whether the address it has aquired is idential toan address being used by any other node on the link. If there is suh a dupliate address,then the autoon�guration protools de�ne ways in whih a unique address an be aquiredby the node.3.4.3 Basi MIPv6 harateristis3.4.3.1 The Mobility HeaderThe new feature that Mobile IPv6 brings to the IPv6 protool arhiteture is the Mobility Header.It is a new IPv6 extension header designed to ontain the MIPv6 signaling messages whih makespossible the mobility mehanism. The Mobility Header is used by Mobile Nodes, Home Agentsand Correspondent Nodes (in ase of route optimization) for all messaging related on bindingreation and management. The format of this header is illustrated in the Figure 3.8.The �elds are:
• Next Header: 8-bit seletor. Identi�es the type of header immediately following theMobility Header. Uses the same values as the IPv6 Next Header �eld. 39
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Figure 3.8: The Mobility Header Format
• Header Len: 8-bit unsigned integer, representing the length of the Mobility Header inunits of 8 otets, exluding the �rst 8 otets. The length of the Mobility Header has to bea multiple of 8 otets.
• MH Type: 8-bit seletor. Identi�es the partiular mobility message in question.
• Reserved: 8-bit �eld reserved for future use.
• Cheksum: 16-bit unsigned integer. This �eld ontains the heksum of the MobilityHeader. It is alulated from the otet string onsisting of a "pseudo-header" followed bythe entire Mobility Header starting with the Payload Proto �eld.
• Message Data: A variable length �eld ontaining the data spei� to the indiatedMobility Header type.The Mobility Header is identi�ed by a next header value of 135 (deimal) in the IPv6 baseheader (or an alternative preeding optional header if there is one). The MH Type �eld identi�esthe spei� mobility message in question and an be one of the following:
• Home Test Init (HoTI)
• Care-of Test Init (CoTI)
• Home Test (HoT)
• Care-of Test (CoT)
• Binding Request (BR)
• Binding Update (BU)
• Binding Aknowledgement (BA)
• Binding Missing (BM)40



3. Mobility senarioTheHome Test Init, Home Test, Care-of Test Init andCare-of Test are four messagesused to perform the return routability proedure from the Mobile Node to a Correspondent Node.Binding Update: as was said before, a Binding Update is used by a Mobile Node to notifythe Mobile Node's Home Agent or a orrespondent node of its urrent binding.Binding Aknowledgement: A Binding Aknowledgement is used to aknowledge reeiptof a Binding Update, if an aknowledgement was requested in the Binding Update, the bindingupdate was sent to a Home Agent, or an error ourred.Binding Refresh Request: A Binding Refresh Request is used by a Correspondent Nodeto request a Mobile Node to re-establish its binding with the orrespondent node. This messageis typially used when the ahed binding is in ative use but the binding's lifetime is lose toexpiration. The Correspondent Node may use, for instane, reent tra� and open transportlayer onnetions as an indiation of ative use.Binding Error: The Binding Error is used by the Correspondent Node to signal an errorrelated to mobility, suh as an inappropriate attempt to use the Home Address destination optionwithout an existing binding.3.5 IPv6 Mobile Networks: the NEMO protoolNowadays, it exists many mobile platforms that provision Internet aess like planes, trains, ars,et, making it neessary to support the mobility of omplete networks inside those vehiles andnot only of one host. As said in Chapter 1, the senario studied omprises a network inside anairraft moving, whih means that many users should onnet to the Internet.A �rst solution of that new situation ould be enabling node mobility support in all hostsof the moving network, so they ould independently manage their mobility. However, it impliesseveral problems: it would require all devies to be apable to support Mobile IP what wouldgenerate exess overhead as every devie has to perform Mobile IP funtions. Moreover, it wouldnot work beause of the limited apaities of the nodes (suh as in sensors or embedded deviesin the vehiles) or beause it is not possible to update the software in some older devies.Beause of these problems, it was needed to standardize a solution enabling network mobilityat the IPv6 layer. Nowadays, a good solution would be the NEtwork MObility (NEMO) BasiSupport Protool [20℄.The basi new feature of this mobile extension is the mobile router, a single entity thatmanages the mobility of the omplete network. Nodes of the mobile network will gain aess tothe Internet through the mobile devie, using heaper and widely available aess tehnologies(for example, WLAN tehnology or Bluetooth).3.5.1 IntrodutionNetwork Mobility Basi Support protool (NEMO) is an extension of Mobile IPv6 that enablesto support the movement of a omplete network that hanges its point of attahment to the �xedinfrastruture, maintaining the sessions of every devie of the network. 41



3.5. IPv6 Mobile Networks: the NEMO protoolThe most important di�erene between the standard Mobile IPv6 protool and NEMO isthat in that ase, instead of having a Mobile Node, we have a Mobile Router (MR) with an entirenetwork behind it. This router is the only entity aware of mobility in the Mobile Network andwhih onnets this network to the �xed infrastruture. This is now the end-point of the mobilitytunnel, whih is established between this Mobile Router and the Home Agent. The nodes insidethe Mobile Network are alled Mobile Network Nodes (MNN) and they are not aware of mobility.The end of the bidiretional tunnel at the side of the Mobile Router needs to be updated eahtime the Mobile Network moves (and also periodially to refresh the binding update at the homeagent), to re�et the urrent loation of the Mobile Router.As we will see in Setion 3.5.2, where the NEMO protool operation is desribed, there aremany similarities between the normal handover proess of a simple mobile node and a ompletemoving network. As we an see in the Figure 3.9, whih shows an example of a mobile networksituation, the devies that take part of the senario are all almost the same as if we had just asimple Mobile Node.

Figure 3.9: Mobile Network senario42



3. Mobility senario3.5.2 Operation of the NEMO Basi Support ProtoolTo make easier to understand the funtion of the protool I will desribe a network-mobilitysenario and the handovers proess of a mobile network through an example.A typial network mobility situation ould be the one the Figure 3.10 depits, where thereis a omplete network moving with a router and nodes attahed to this mobile network. In thatase, only the router supports NEMO protool and the rest of the nodes in the mobile networkdon't have any mobility implementation, so they see the network always in the same way likeif they were not moving. The router onnets the mobile network to the Internet and playsthe same role more or less as the Mobile Node in Mobile IPv6 protool. It is assumed that thisNEMO network is assigned to a partiular network where it resides when it is not moving, knownas its Home Network.The mobile network has a permanent pre�x address assigned to its home network: theMobile Network Pre�x (MNP). Looking at the example Figure 3.10, it would be 2001:b:1:1::/64.This address remains assigned to the NEMO network when it is away from home. All addressesbeginning with this pre�x have to be routed in the Internet toward the Home Network. Ofourse, these addresses have topologial meaning only when the NEMO network is at home.The handover operation onsists:
• The Mobile Router aquires a home address before moving away to a foreign network.
• When the mobile network is away from home, only the Mobile Router aquires the Care-of Address (CoA) from the Aess Router (AR) of the foreign network through RouterAdvertisements.
• When the Mobile Router gets the Care-of Address it starts to send Binding Updates (BU)to the Home Agent at the home network to register it in the binding ahe. This BindingUpdate message still ontains the new primary Care-Of Address, but now also the MobileNetwork Pre�xes. This is beause the Home Agent has to know for whih destinationaddresses it has to send the pakets to the Mobile Router.
• Then, the Mobile Router waits for Binding Aknowledges sent by the Home Agent.
• As in an usual Mobile IPv6 protool senario, the Home Agent and the Aess Routers arealways sending Router Advertisements to inform Mobile Routers of its position (if they areat home or away).Now, when any Correspondent Node (CN) wants to exhange information with a MobileNetwork Node (MNN), the following operations are involved in the ommuniation:1. The paket sent by the Correspondent Node is routed to the Home Agent of the mobilenetwork where it enapsulates the datagram to a new message and tunnels it to the mobilerouter. This datagram sent by the CN arries as its destination address the IPv6 addressof the MNN, whih belongs to the MNP of the NEMO. 43



3.5. IPv6 Mobile Networks: the NEMO protool

Figure 3.10: NEMO operation proess2. Now, the new datagram is sent by Home Agent to the CoA of the Mobile Router, withthe IP address of the Home Agent as soure address, like the Figure 3.11 depits. Thisenapsulation preserves mobility transpareny (neither the MNN nor the CorrespondentNode are aware of the mobility of the mobile network) while maintaining the establishedInternet onnetions of the MNN.3. The Mobile Router reeives the enapsulated IP datagram, removes the outer IPv6 header,and delivers the original datagram to the MNN.4. The operation is analogous in the opposite diretion. The Mobile Router enapsulates theIP datagrams sent by a MNN toward its Home Agent, whih then forwards the originaldatagram toward its destination. As in mobility for a node, the enapsulation is requiredto avoid problems with ingress �ltering, beause many routers implement seurity poliieswhih do not allow the forwarding of pakets with a soure address that appears topologi-ally inorret.3.5.3 NEMO Protool DetailsThe NEMO Basi Support Protool is an extension of the solution proposed for host mobilitysupport, Mobile IPv6[20℄.44



3. Mobility senario

Figure 3.11: Overview of NEMO Basi Support Protool EnapsulationThe Mobile Router an at at any time either as a Mobile Host or as a Mobile Router.What deides whih performane it has to do, is a new �ag plaed in the Binding Updatemessage header. If it ats as a Mobile Host, then it beomes a normal Mobile Node with thenormal Mobile IPv6 protool.If the Mobile Router seeks to at as a Mobile Router and provide onnetivity to nodes inthe mobile network, it indiates this to the Home Agent by setting this new �ag in the BindingUpdate. Then it also inlude information about the Mobile Network Pre�x in the Binding Updatemessage, so that the Home Agent an forward pakets meant for nodes in the Mobile Networkto the Mobile Router.The most signi�ant hanges from the MIPv6 protool are desribed next:3.5.3.1 New Mobility Header
• Binding Update (BU): a new �ag (R) is inluded in the Binding Update to indiateto the Home Agent whether the Binding Update is oming from a Mobile Router and notfrom a mobile node. The rest of the Binding Update format remains the same as MobileIPv6 protool. 45



3.5. IPv6 Mobile Networks: the NEMO protool
• Binding Aknowledgement (BA): as a request for the new �ag of the binding updateheader, in the BA a new �ag is also inluded to indiate that the Home Agent proessedthe orresponding Binding Update and that it supports Mobile Routers. The �ag is setonly if the orresponding Binding Update had the Mobile Router Flag set to 1. The restof the Binding Aknowledgement format remains the same as for Mobile Nodes.
• Mobile Network Pre�x Option: The Mobile Network Pre�x Option is inluded in theBinding Update to indiate the pre�x information for the Mobile Network to the HomeAgent. There ould be multiple Mobile Network Pre�x Options if the Mobile Router hasmore than one IPv6 pre�x in the Mobile Network and wants the Home Agent to forwardpakets for eah of these pre�xes to the Mobile Router's urrent loation.3.5.3.2 New Home Agent Binding CaheAs it was de�ned before, the Binding Cahe is a oneptual data struture of the Home Agentused to register the Mobile Routers' home address and the orresponding CoA's. The di�erenebetween the Binding Cahe used in MIPv6 protool is that now the Home Agent might need tostore the Mobile Network Pre�xes assoiated with a Mobile Router in the orresponding BindingCahe Entry. This is required if the Binding Update that reated the Binding Cahe Entryontained expliit pre�x information. The Home Agent also stores the status of the MobileRouter Flag (R) in the Binding Cahe entry. Also there is the Pre�x Table whih ontains thefollowing �elds:
• The Home Address of the Mobile Router. This �eld is used as the key for searhing thepre-on�gured Pre�x Table.
• The Mobile Network Pre�x of the Mobile Router assoiated with the Home Address.3.5.4 Appliations of NEMOThe di�erent senarios and advantages that network mobility o�ers are:
• Publi transportation systems: These systems will let passengers in trains, airplanes,ships, et. to aede to the Internet from terminals onboard (i.e. laptops, ellular phones,PDAs...) through a Mobile Router loated in the transport vehile that onnets to the�xed infrastruture. Future vehiles will bene�t from having Internet onnetivity, notonly to enhane safety but also to provide personal ommuniation, entertainment, andInternet-based servies to passengers.� Airplanes: Until reently, wireless devies have been prohibited on ommerial airline�ights due to the risk of interferene with airplanes eletrial systems. However, inJune of 2005, the Federal Aviation Administration (FAA) gave permission to UnitedAirlines to install Wi-Fi (802.11) wireless network equipment on some of its airraft[21℄. This new regulation will open the door for in-�ight Internet servie and in-vite NEMO as a solution to provide uninterrupted Internet onnetivity to multiplepassengers.46



3. Mobility senario� Automobiles: It is not di�ult to image networked systems or even Internet enablednavigation, multimedia, or driving system on automobiles. In the ase of ritial driv-ing systems, NEMO would be essential in order to maintain ontinuous onnetivityand availability [22℄.
• Personal Area Networks (PANs): People are beginning to arry multiple Internetenabled devies suh as ell phones, PDAs, laptop omputes, and musi players. Instead ofeah devie onneting to the Internet separate, all of devies ould onnet the Internetthrough a PAN. Using NEMO, one devie, suh as a ell phone, would at as the mobilerouter providing ontinuous aess to the rest of the devies.As stated previously, only one exhange (two pakets, one in eah diretion) is required permovement, regardless of the number of MNNs that are attahed to the mobile router one of themain advantages of using the NEMO Basi Support Protool on the Mobile Router instead ofMobile IPv6 on every node of the mobile network, beause the signaling generated by a ompletemoving network (omposed of numerous nodes) is the same as the one generated by a singlemoving node.However, there are still many problems and issues that an be improved in NEMO protoolmehanisms. Next, the main features and problems that an be improved are exposed and somepossible solutions, that are still being tested, are desribed.3.5.5 Sub-optimality with NEMO protoolWith NEMO Basi Support, all pakets sent between a Mobile Network Node and its Correspon-dent Node are forwarded through the Mobile Router-Home Agent tunnel, resulting in a pinballroute between the two nodes. This has the following sub-optimal e�ets:
• Longer route leading to inreased delay and additional infrastruture loadBeause a paket must transit from a mobile network to the Home Agent then to theCorrespondent Node, the transit time of the paket is usually longer than if the paket ouldgo straight from the mobile network to the Correspondent Node. When the CorrespondentNode (or the mobile network) resides near the Home Agent, the inrease in paket delaysan be very small. However when the mobile network and the Correspondent Node arerelatively near to one another but far away from the Home Agent on the Internet, theinrease in delay is very large. Appliations suh as real-time multimedia streaming maynot be able to tolerate suh inrease in paket delay. In general, the inrease in delay mayalso impat the performane of transport protools suh as TCP. Moreover, by using alonger route, the total resoure utilization for the tra� would be muh higher than if thepakets were to follow a diret path between the Mobile Network Node and CorrespondentNode. This would result in additional load in the infrastruture.
• Inreased paket overheadThe NEMO Basi Support Protool relies on the reation of a bidiretional tunnel betweenthe Mobile Router and the home agent to provide transparent mobility support to a om-plete network. The use of this tunnel auses an additional overhead of 40 bytes per paket,47



3.5. IPv6 Mobile Networks: the NEMO protoolbeause of the extra IPv6 header added by the enapsulation. The e�et of this over-head might be relevant for appliations that generate small pakets, suh as voie-over-IP(VoIP) pakets, beause the 40-byte added overhead may be even bigger than the atualVoIP payload.
• Inreased proessing delayThe enapsulation of pakets in the Mobile Router-Home Agent tunnel also results in in-reased proessing delay at the points of enapsulation and deapsulation. Suh inreasedproessing may inlude enryption/deryption, MTU omputation, fragmentation and re-assemble and other mehanisms.
• Inreased hanes of paket fragmentationThe augmentation in paket size due to paket enapsulation may inrease the hanesof the paket being fragmented along the MRHA tunnel. This an our if there is noprior path MTU disovery onduted, or if the MTU disovery mehanism did not takeinto aount the enapsulation of pakets. Pakets fragmentation will result in a furtherinrease in paket delays, and further redution of bandwidth e�ieny.
• Inreased suseptibility to link failureUnder the assumption that eah link has the same probability of link failure, a longerrouting path would be more suseptibility to link failure. Thus, pakets routed throughthe Mobile Router-Home Agent tunnel may be subjeted to a higher probability of beinglost or delayed due to link failure, ompared to pakets that traverse diretly between theMobile Network Node (MNN) and its Correspondent Node.
• Unique Care-of AddressMobile Routers only an register one Care-of Address at eah time in the Binding Cahe ofthe Home Agent. This means that when the mobile network makes a handover between twoforeign networks, �rst the Mobile Router has to de-register the old Care-of Address fromthe Binding Cahe and then get another Car-of Address of the new visiting network andregister it. That produes unneessary delays while performing the handovers in ongoingommuniation sessions.3.5.6 Future Work for NEMOThe NEMO Working Group was established to �nd a basi solution to network mobility. Unfor-tunately, many of the performane enhaning features of Mobile IP do not work when using basiNEMO. There are many mehanism that an still be improved to ahieve better performane interms of seamless handovers, tra� delays, et. The IETF WG itself has made o�ial statementsand analyzes of the problems at hand inluding route optimization to inrease routing e�ienyand multihoming to inrease fault tolerane and apaity. Those two mehanisms are explainedin the next Setions (3.5.6.1 and 3.5.6.2). There are also projets outside of the IETF WorkingGroup, suh as Nautilus6, that are also working on implementing these features in hopes ofgetting them inorporated into future standards. In Chapter 4.1 a new mehanism of registeringmultiple Care-of Addresses, designed by Nautilus6 projet, is explained and widely desribed.48



3. Mobility senario3.5.6.1 Route Optimization (RO)Route optimization (RO) provides a mehanism to eliminate the ine�ieny in tunneling paketsfrom Mobile Routers to their Home Agent before being sent to Correspondent Nodes over theInternet. RO would allow a way for Mobile Routers or Mobile Network Nodes to send paketsdiretly to Correspondent Nodes. Figure 3.12 demonstrates this diret ommuniation betweenMobile Network Nodes and Correspondent Nodes via a tunnel. RO ould derease path delayand network load and avoid bottleneks at Home Agents. However, the NEMO Basi SupportProtool does not address this issue and the NEMO Working Group is not urrently harteredto de�ne a standard for RO.

Figure 3.12: Route OptimizationAs we an see at the example Figure 3.12, Mobile Network Nodes are able to send paketsdiretly to Correspondent Nodes without tunneling to the Home Agent. Mobile IP performsRO by utilizing a Binding Cahe on the Correspondent Node. Mobile IP nodes send BindingUpdates with urrent CoAs to their Correspondent Nodes as they hange attahment points tothe Internet. Mobile nodes and Correspondent Nodes are then able to diretly ommuniateusing the CoA of the Mobile Node [23℄. There are several possible approahes to the NEMORO problem; however, eah has its own trade-o�s. Suh trade-o�s inlude inreased signalingoverhead, longer handover delay, and the need to make additional devies suh as CNs andMMNs aware of NEMO.3.5.6.2 MultihomingIn this proposed mehanism, Mobile Router has multiple aess links, thus multiple Care-ofAddresses, one for eah link. In a general sense, multihoming is a tehnique of inreasing re-liability and performane by providing redundant links. Under NEMO, multihoming takes theform of multiple Home Agents, Mobile Routers, aess links and network pre�xes. Multihominghas the potential to provide load balaning, seamless handovers, fault tolerane and inreasedbandwidth. Figure 3.13 shows an example of a multihoming Mobile Router with multiple aessinterfaes. This Mobile Router ould be using multihoming for redundany as well as inreasedbandwidth. 49
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Figure 3.13: Multihoming3.5.6.3 Multiple Care-of AddressesThis mehanism extension for NEMO protool, proposed by Nautilus6 group, allows a MobileRouter to register several Care-of Addresses at the same time to its Home Agent. Main bene�ts,among others, are poliy routing, fault tolerane for the Mobile Router, seamless handovers andload balaning. In Mobile IPv6 and NEMO protools, the Mobile Router an only register oneCare-of Address every time, so it has just one point of attahment. The Home Agent an onlyassoiate one CoA for every Mobile Router's home address and network pre�x in the BindingCahe. That is translated in delays during handovers of the mobile network, beause every timethat it moves, it has to de-register the old Care-of Address from the Binding Cahe, get anotherCoA of the new Aess Router and then register the new CoA again. This new mehanismpermits the Mobile Router to be onneted at the same time in two or more foreign networksusing only one Home Address, so it permits to make seamless handovers and also balane theinformation through di�erent Aess Routers.
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Chapter 4
Multiple Care-of Address registration extension protool

NEMO Basi Support (NEMO BS) adds a mobility funtion to IPv6 routers and permits themto have a network behind, the mobile network, that beomes logially stati. This funtion isonsidered useful when a network has a lot of nodes that do not have a mobility apaity, sothey an move with the network. As was explained in the previous hapter, for this funtion,a temporal address is used, alled Care-of Address. Aording to the Mobile IPv6 and NEMOspei�ation, a Mobile Node or Mobile Router is not allowed to register more than one Care-ofAddresses to a single home address. If a Mobile Node or Router sends Binding Updates with morethan one Care-of Address, Home Agents would always overwrite the Care-of Address reordedin the binding ahe with the one ontained in the latest reeived Binding Update. So, it isimpossible for a both mobile entities to register multiple Care-of Addresses in the Home Agent'sbinding ahe.The �rst big problem with that spei�ation is that the Mobile Router and its mobile networkwill fae servie disruption of network onnetivity while the Mobile Router is moving from onenetwork to another one. Thus, solutions are needed to support ontinuous onnetivity allowingto have seamless handover.The test-bed developed in TriaGnoSys has initially been implemented using only NEMOextension protool in the Mobile Routers and Home Agents. But in order to obtain betterseamless handovers for the mobile network ommuniations and not the disruptions mentionedbefore, some solutions were studied that ould fae those drawbaks. Thus, a new mehanismhad been implemented from a new mobile protool that has been reated in the early days: theMultiple Care-of Address registration mobile extension.The Multiple Care-of Address registration mehanism is a mobile extension protool of IPv6still being developed that tries to solve the problem of onnetivity disruptions in handovers,as it permit to register more than one Care-of Address at the same time with a unique Mobile51



4.1. Multiple Care-of Address Registration mehanismRouter and home address. I implemented it to the test-bed system to ameliorate the handoversdelays but also to study its behaviour and see if it ould be a good mehanism for the future ofaeronauti ommuniations through test simulation results.So, in this hapter I will explain the basi harateristis and funtions of the Multiple Care-ofAddress registration protool [25℄ and the advantages with respet to the NEMO implementation.4.1 Multiple Care-of Address Registration mehanismMultiple CoAs Registration mehanism makes possible to use multiple network interfaes on-urrently at the Mobile Router in a mobile network as it permits to register Multiple Care-ofAddresses bound to a single Home Address instead of the unique primary Care-of Address. With-out MCoA, it is impossible to avoid the servie disruption during handovers. If multiple networkinterfaes onurrently an be used in a Mobile Route, then it an prepare a network interfaefor a new foreign network to where the it is going to move, before disonneting from the oldforeign network. This extension is targeted to NEMO (NEtwork MObility) Basi Support aswell as to Mobile IPv6, what it means that an be applied to a Mobile Router and to a MobileNode. [26℄4.1.1 Protool harateristisThe basi new addition brought by this new mobile extension that permits Mobile Nodes andMobile Routers to register multiple Care-of Addresses to a single home address and reate mul-tiple binding ahe entries in the Home Agent, is a new identi�ation number alled BindingUnique Identi�ation number (BID). It is introdued to distinguish between multiple bindingspertaining to the same home address. This number is reated for every Care-of Address that theMobile Node and Router wants to register and is sent within the Binding Update message. TheHome Agent that reeives this message reates a separate binding for eah BID in its bindingahe list. As onsequene, also a new binding ahe management to store the BID and a newsub-option for binding update to arry the BID is reated. As this extensions works for bothMobile Router and Mobile Node in the same way, I will explain the mehanism for the MobileRouter ase, as the NEWSKY test-bed will deal with it.The new binding proess is quite the same as a normal MIPv6/NEMO operation: when amobile network visits a foreign network, the Mobile Router obtains a Care-of Address from theAess Router and register it with the home address in the binding ahe of the Home Agent.In that ase, the Binding Update message inludes a Binding Identi�er mobility option whiharries the BID. When the Home Agent reeives the Binding Update, it opies the BID to theorresponding �eld in the binding ahe entry. If the mobile network detets another foreignnetwork signal and wants to aess it, the Mobile Router an get another Care-of Address fromthe new Aess Router and send it within another Binding Update message through the newlink. This time, the Home Agent detets that there is another idential home address registeredwith di�erent Care-of Address, but as it doesn't math with the one with existing entry, theHome Agent reates a new binding ahe entry for the new Care-of Address and BID.52
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Figure 4.1: Example of a mobile network with MCoA on�gurationWith this extension, the Mobile Route an either register multiple Care-of Addresses at onein a single binding or in individual Binding Updates. The Home Agent has to support also thenew extension protool so an register the BID in the binding ahe.For example, in Figure 4.1 there is a Mobile Router that obtains two Care-of Addresses at twoforeign links. In that ase, the Mobile Router needs to have two di�erent interfaes. The MobileRoute registers its CoAs (CoA1 and CoA2) at the same time to its Home Agent. As a result,two bi-diretional tunnels are established between them. The tra� an be distributed betweenthe two tunnels. The distribution poliy depends on the loal poliy of the network operator,as will be explained in Setion 4.4. In that ase, the home address of the Mobile Router wouldbe for example 2001:b:1::3/64 and it aquires the Care-of Address 2001:3::230:5�:fed3:518 forthe �rst foreign link and the 2001:2:ab:24:32f1:7112:83 for the seond foreign link. The MobileRouter assigns two di�erent Binding Identi�er numbers for eah link attahed: BID1 and BID2.If the Mobile Router deides to at as a regular Mobile Router, with no multiple Care-ofAddresses, it sends the Binding Update without no binding identi�er mobility options. Then,the reeiver of the Bindig Update deletes all the bindings registered with a BID and registersonly a single binding for the Mobile Router.The binding ahe is reated this time based on the home address and the BID informationif a BID is available. This is di�erent from using just MIPv6/NEMO protools where only thehome address is used for binding ahe lookup. Also the BID is required to be stored in theBinding Update List struture of Mobile Routes so they an know through whih tunnel have tosend the di�erent kind of pakets.When a Mobile Router deides to delete all the bindings for its home address, it sends aregular de-registration Binding Update with lifetime set to zero as de�ned in RFC3775. In thatase, the Binding Identi�er mobility option is not required. 53



4.2. Binding Update message arhitetureIf the Mobile Router deides to register only a single binding, it just sends a Binding Updatewithout a Binding Unique Identi�er sub-option (i.e. normal Binding Update). The reeiverof the Binding Update registers only a single binding for the mobile node. If the reeiver hasmultiple bindings, one binding is registered without BID and the rest of bindings are deleted.If a Mobile Router wants to delete a partiular binding from its Home Agent, the MobileRouter sends a Binding Update with lifetime set to zero and inludes a Binding Identi�er mobilityoption with the BID it wants to de-register. The reeiver will remove only the Care-of Addressthat math the spei�ed BID.4.2 Binding Update message arhitetureThe only feature added in the message struture of the Binding Update of MIPv6/NEMO pro-tools is a new �ag, (the "O" �ag that appear in the message struture of the Figure 4.2). Whenthis �ag is set, all the binding ahe entries for a Mobile Route are replaed by new entriesregistering with this Binding Update message. This �ag is only used when the BID mobilityoption is arried with the Binding Update.

Figure 4.2: Binding Update Header4.3 Binding Identi�er mobility optionThis new option is inluded in the Binding Update, Binding Aknowledgement, Binding RefreshRequest, and Care-of Test Init and Care-of Test messages, explained in the hapter before.The �elds that are integrated in the message are:1. Type: the value for Binding Identi�er is 35.54



4. Multiple Care-of Address registration extension protool2. Length: is a 8-bit unsigned integer �eld. Determines the length of the option payload, inotets, exluding the Type and Length �elds.3. Binding ID (BID): arries the BID that is assigned to the binding indiated by theare-of address in the Binding Update or the Binding Identi�er mobility option. The BIDis a 16-bit unsigned integer.4. Status: is a 8-bit unsigned integer. When the Binding Identi�er mobility option is in-luded in a Binding Aknowledgement, this �eld overwrites the Status �eld in the BindingAknowledgement only for this BID. This Status �eld is also used to arry error informationrelated to the are-of address test in the Care-of Test message.5. Simultaneous Home and Foreign Binding (H) �ag: this �ag indiates that the mobilenode registers multiple bindings to the home agent while it is attahed to the home link.This �ag is valid only for a Binding Update sent to the home agent.6. Reserved: is a 7-bit Reserved �eld.7. Care-of Address: If a Binding Identi�er mobility option is inluded in a Binding Updatefor the home registration, either IPv4 or IPv6 are-of addresses for the orresponding BIDan be stored in this �eld. For the binding registration to orrespondent nodes (i.e., routeoptimization), only IPv6 are-of addresses an be stored in this �eld. If no address isspei�ed in this �eld, the length of this �eld must be zero (i.e., not appear in the option).If the option is inluded in any messages other than a Binding Update, the length of this�eld has to be also zero.When a Mobile Router registers a given BID for the �rst time, it must inlude the Care-ofAddress �led in the Binding Identi�er mobility option. For any subsequent registrations thateither re-register or de-register the same BID, the Mobile router need not no inlude the Care-ofAddress �eld in the binding identi�er option.4.4 Multiple Bindings Management and poliy routingSome poliies may be bind to a BID in the Mobile Router. Those poliies are used to dividethe paket �ows to multiple network interfaes that the Mobile Router uses. The �ows an bedivided by �ow type, port number, destination address, et.In addition, eah ommuniation �ow sent to a distint network interfae, provides e�ientnetwork bandwidth onsumption. It beomes possible for users to selet the most appropriatenetwork interfae depending on a visiting network environment, sine wireless networks are mu-table and less reliable than wired networks and sine eah network interfae has di�erent ost,performane, bandwidth, aess range, and reliability. Thanks to this mehanism, users areable to selet the most appropriate interfae per ommuniation type. For example, TCP tra�should be transmitted over the wireless interfae, whereas UDP tra� should be transmittedover the wired interfae to avoid disturbing TCP onnetions, using di�erent binding tunnels.55



4.4. Multiple Bindings Management and poliy routingIn the other hand, the BID is used as a searh key for a orresponding entry in the HomeAgent's binding ahe in addition to the Home Address. When the Home Agent heks thebinding ahe database for the Mobile Routes, it searhes a orresponding binding entry withthe Home Address and BID of the desired binding.To selet a spei� binding, the Home Agent uses poliies and �lter informations. If a MobileRoute registers a binding with priority value, the priority an be a key to selet a binding. Ifthere is no desired binding, it searhes the binding ahe list with the Home Address as spei�edin Mobile IPv6 and the �rst mathed binding entry may be the one used.If multiple bindings exists, when pakets from or to a mobile node are not delivered orretly,the Home Agent and the Mobile Router an hange the tunnel used, so what also means to hangethe binding entry in order to reover the onnetion immediately.In the next hapter, the way to assign the priorities is explained, as it will be used for thetest-bed on�guration when using the MCoA extension protool.
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Chapter 5
NEWSKY Test-bed

As said in the �rst hapter, TriaGnoSys ontribution to NEWSKY projet onsists of a lab-oratory test-bed with the aim to integrate a mobile network inside airrafts for new serviesand appliations and validate its funtion in terms of tra� delays and pakets lost to improvehandovers between di�erent networks.As part of the TriaGnoSys team that was in harge of the NEWSKY test-bed, I helpedon building the system, on�guring the mahines used and implement them with the protoolsdesribed in past hapters as well as being the one in harge to �nd out a way to improve thetest-bed's mobile network handovers to obtain seamless point-of-attahment hanges.In this hapter, the test-bed arhiteture on�guration is desribed as well as the di�erentappliations we developed and whih will be able to be simulated in the system. Then I willexpose some results of various tests I made to validate the test-bed behaviour. At the end, Iwill explain a way to improve the handovers delays of the system, studying and implementingthe Multiple Care-of Address registration protool. Also, some results of several tests will beexposed to ompare the two behaviours.5.1 The real arhitetureIn this setion, the real arhiteture that the test-bed wants to rereate is desribed. As theFigure 5.1 shows, it would onsist on a Mobile Network, with its respetives Mobile Routerand Mobile Networks Nodes, loated in the airplane and whih will have onnetion with theCorrespondent Node situated in the ground through the terrestrial-link Aess Router (AR1) orthe satellite-link Aess Router (AR2). As we will see in next setions, the terrestrial link is betterthan the satellite link in terms of bandwidth, paket delays and paket loss during transmission,57



5.1. The real arhiteture

Figure 5.1: Real arhiteture designbut its over area is smaller, just around the base-ground station, while the satellite link oversall over the world. These two links use di�erent protools in the ommuniations and will be theones I will use to simulate handovers.In that senario, the Mobile Network Node will probably be a terminal in the okpit whihprovides interfae to the pilot to make a phone (VoIP) all, download data, et. or any passengerusing his mobile devie to onnet to the Internet. The Mobile Router will be an entity in theairraft whih ontrols all ommuniation tra� going in and out the airraft. The Home Agentwill be a node in the Internet whih provides mobility servie. This ould be provided by theairline, an aeronautial ommuniation servie provider or any other dediated organization. TheCorrespondent Node will be, for instane, the air tra� ontroller whih provides information tothe okpit.With this arhiteture, the Mobile Network Nodes in the airplane are able to ommuniatewith any Correspondent Node in the IPv6 internet, and this without being aware of mobility, ina ompletely transparent way. As we an see, in this senario, there is no home link, so it meansthat the mobile network is always away from its home network. So, there will always exist atunnel between the Mobile Router and the Home Agent through an Aess Router.The test-bed will try to rereate this senario and demonstrate that a VoIP all (or a datatransfer) an be made between MNN and CN without breaking the all (or the data transfer)58



5. NEWSKY Test-bedthrough seamless handovers.5.2 Con�guration of the test-bed: protools and mehanismsIn this setion, the test-bed we developed in TriaGnoSys is desribed. It tries to simulate the realaeronautial arhiteture desribed just before using the protools and mehanisms explained inprevious hapters. After setting all the mahines that take part of this test-bed, the simulatednetwork arhiteture has the struture depited in the Figure 5.2.

Figure 5.2: test-bed network arhiteture5.2.1 Network arhiteture and XEN mahinesAll the mahines are on�gurated under Linux based OS. At �rst, the Mobile Router and HomeAgent mahines will support only NEMO protool (explained in Setion 3.5) to allow to havea mobile network behind. Later, I will implement and develop a new mehanism for those twomahines to improve handover delays and ommuniations disruptions. The mobile networknodes in the mobile network support only the IPv6 protool and they are onneted to theMobile Router. As the Figure 5.2 depits, this router has three interfaes: one is used forthe link between the Mobile Router and the Aess Router 1 (the blue link in the �gure) thatsimulates the terrestrial link, a seond one for the link between the Mobile Router and the AessRouter 2 (in red) that orresponds to the satellite link and a third one used to onnet the mobile59



5.2. Con�guration of the test-bed: protools and mehanismsnetwork node. It has also a interfae that will be used to onnet the real satellite BGAN modem.In Setion 5.2.2 the links are desribed.As we an see in the previous �gure 5.2, for this network mobility senario, at least 6omputers are required (whih will simulate the Mobile Network Node, Mobile Router, AessRouter 1, Aess Router 2, Home Agent and the Correspondent Node). As it was di�ult to askfor 6 real omputers of the ompany, we used only 4, where 1 of them is used to build 3 virtualmahines (Aess Router 1, Aess Router 2 and Mobile Router, that are the ones illustratedinside the XEN square of the Figure 5.2). For these virtual omputers, we employed the XENsoftware, whih is a virtual mahine monitor and allows the reation of up to 4 virtual mahinesin the same omputer.Nodes in Aess Networks 1, Aess Network 2 and in the Home Network get IPv6 addressvia stateful autoon�guration. All other IPv6 addresses are on�gured manually. The TGS LANis an emulating Air Tra� Control (ATC) ground network.For the Mobile Router, Home Agent and Correspondent Node we used the NEMO imple-mentation based on NEPL (NEMO Platform for Linux). In the Correspondent Node ase, onlyit is neessary if we want to use route optimization. The MIPv6/NEMO protool implementa-tion onsists in two parts: a kernel path and a user-spae program. NEPL is a free availableNEMO implementation for Linux, whih the original release was based on MIPL2 (Mobile IPv6for Linux) and has been developed and tested in ooperation between the Go-Core Projet andthe Nautilus6 Projet (WIDE) [24℄.In the Appendix A, the interfaes on�guration and addresses of the Home Agent and theMobile Router mahines are exposed as well as the �nal arhiteture on�guration of the test-bedwith all IPv6 addresses of all mahines and networks involved.5.2.2 Communiation LinksAs we saw before, there are two links onsidered in NEWSKY projet between the mobile networkand the base-station:1. Inmarsat BGAN: for the satellite-link, the �nal NEWSKY test-bed will use a realBGAN satellite of Inmarsat. To aess the BGAN servie it is used a satellite termi-nal Thrane&Thrane 500[27℄. The Inmsartat BGAN over area is showed in the Figure5.3.2. B-AMC: for the terrestrial-link an emulator whih will simulate the link harateristi ofB-AMC is used.But for the time I was working on the test-bed, B-AMC modem emulator was not operativeand the real Inmarsat satellite link was quite expensive to be used all the time. As a result,I have simulated the behaviour of both satellite and terrestrial links within the Ethernet loalnetwork. To simulate the links, I used the Linux tra� ontrol (t) tool whih provides all kindsof tra� shaping and realisti delays and paket losses simulation that will perform the two links.60



5. NEWSKY Test-bed

Figure 5.3: Beams of Inmarsat BGAN System [27℄5.2.2.1 IPv6 to IPv4 traversal mehanismAs it was explained in Setion 2.7, the satellite network (BGAN) used, works over IPv4 protool.As the projet fouses mainly on IPv6 network, a way to traverse to IPv4 is needed. In thatase, the L2TP mehanism will be used for the simulations.When the Mobile Route detets that it moves to an IPv4 network, it tries to establish anL2TP tunnel to Aess Router 2. It is assumed that the Mobile Router has the knowledge of A-ess Router 2's IPv4 address. Aess Router 2 has a pool of IPv6 address subnet that it advertisesin the tunnel interfae suh that the Mobile Router may perform IPv6 stateless autoon�gurationto onstrut IPv6 Care-of Address. One the tunnel is established, the MIPv6/NEMO signallingan then run as in the normal omplete IPv6 network ase.For the test-bed, the l2tpd GNU software is downloaded, to be run under Linux.One the software is orretly on�gured in both the Mobile Router and the Aess Router2, the following ommands are used to set up the tunnel :eho "t 192.168.9.155" >/var/run/l2tp-ontrolThis ommand, whih is run in the Mobile Router, sends a tunnel reation request to theAess Router 2. The IPv4 address is the Aess Router 2's IPv4 address.eho " 28775" >/var/run/l2tp-ontrolOne the tunnel is established, a all has to be made in order to reate a session whihwill arry the PPP frames. This ommand makes a all to the other end point of the tunnel,identi�ed with the tunnel ID (28775 in this ase). 61



5.3. AppliationsIf the session establishment is a suess, a new ppp0 interfae appears in both the MobileRouter and Aess Router 2.First of all, in the IPv4 satellite network, the dual-stak Aess Router keeps a permanentIPv4 address, whereas the Mobile Router, in the plane, aquires its IPv4 address with DHCP.That's why at the beginning of the satellite onnetion, the Mobile Router knows the AessRouter's IPv4 address, whereas the Aess Router doesn't know the Mobile Router's IPv4 ad-dress. Therefore, the Mobile Router has to reate the L2TP tunnel, and the Aess Router iswaiting for the Mobile Router's tunnel reation request. As a result, the Mobile Router has to bethe LAC, and the Aess Router has to be the LNS. When the session is established between theMobile Router and the dual-stak Aess Router, a ppp0 interfae appears in both routers. Thisppp0 interfae has to be added in the MR's MobileIP on�guration �le, but also in the AR2'sRouter Advertisement Daemon on�guration �le, beause Router Advertisement from the AR2to the MR have to be sent now though this interfae. Then, a link loal address must be addedto this interfae in both omputers, in order for MobileIPv6 and the Router Advertisement Dae-mon to be able to use the interfae. Moreover, a global IPv6 address belonging to the ForeignNetwork has to be added to the ppp0 interfae in the Aess Router. This address must havethe same pre�x as the one advertised by the Aess Router to the Mobile Router.In order to redue the overhead, another IPv6 to IPv4 traversal mehanism is urrently beingstudied for the test-bed: the NAPT-PT protool, whih performs basially a header onversionand that I explained in setion 2.7.2.2.5.3 AppliationsSome appliations are done for the test-bed to make simulations, so I used them to test thebehaviour of the system and to obtain results with the aim to haraterize the e�ets of thehandovers. The appliations are: Voie over IP transmission and Weather Streaming Informationtransmission.5.3.1 Voie over IP (VoIP)The test-bed o�ers a VoIP transmissions. It onsists of arrying digital audio, redued in datarate using speeh data ompression tehniques, and the enapsulated in a data-paket streamover IP. This mehanism uses some protools as SIP (Session Initiation Protool)[28℄ and RTP(Real-time Transport Protool). The �rst is a signaling protool used to reate, modify andterminate all sessions, while the seond one is used to deliver audio in streaming mode. I willuse this appliation to see how are the delays in terrestrial-satellite links handovers during phoneall onversations between the Mobile Network Node and the Correspondent Node. For thatappliation, linphone software is used whih is a softphone that supports IPv6.5.3.2 Weather Streaming InformationThis appliation is used to reate data ommuniations, whih uses a FTP protool to provideinstantaneous weather maps and weather information between Correspondent Node and Mobile62



5. NEWSKY Test-bedNetwork Node. But no spei� appliation was developed yet, so to simulate this system in thetest-bed, we just sent map pitures from the Correspondent Node to the Mobile Network Nodeto study the TCP pakets data transmissions during handovers between the two links.5.4 Graphial User InterfaeIn order to have a lear idea of the demonstration senario and to better understand the systembehaviour, I have designed a GUI (Graphial User Interfae) program with JAVA language thatshows an animated �ight of an airplane between Europe to USA. I will use it to simulate thehandovers and on�gure the mahines in every link onnetion during the tests.The program depits a map with the moving airplane hanging from terrestrial to satellitelink. As we an see in the Figure 5.4, it onsists on the map and di�erent buttons. The map hasdi�erent elements and regions irles representing the reahability range of every network. Whenthe GUI starts, the airplane beggins to move through the line that goes from Paris to Atlanta.In a normal mode, when the airplane is inside a irle, it is onneted to the base-station throughthe terrestrial-link, but when it surpasses the area of the irle, then the handover is done and thesatellite link is used (then, the GUI traes a line between airplane-satellite-base-station to showthe onnetion path). The di�erent buttons permit di�erent kinds of simulations, for examplethe possibility to hange the link automatially or manually, stop the �ight, inrease the speedof the airraft, hange the overage regions area, et.The GUI triggers handovers while the airplane �ies over the border of the terrestrial linkoverage. The handover is triggered by hanging the ip6tables rules in the Mobile Router whendetets a hange of network, so sets the Mobile Router links up or down.The satellite link is available during the whole �ight, the link is simply opened at the begin-ning of the �ight to be more realisti. Then, a sript is run in the Mobile Router to reate theL2TP tunnel with the Aess Router. Afterwards, a sript is run also in the Aess Router tosend Router Advertisement messages. As a result, the Mobile Router adds a Care-Of Addressassigned to the satellite link during the whole �ight. For instane, when the plane �ies overthe oean and needs to make the handover toward the satellite link, nothing speial is done. Inase the satellite link is available only when needed, the whole initialization proess has to beahieved when the handover toward the satellite link is required, but early enough to preventthe plane to beome out of reah of terrestrial base stations. When the plane �ies again nearground-base networks, the satellite link is swithed o�. If the handover annot be antiipated, abig interruption of ommuniation an result of this situation, whih an be annoying.In the Appendix B, the GUI java ode is exposed and also a �ow hart of the di�erent stepsthat the airplane follows during the �ight with respetive onnetion links is desribed.5.5 Simulations and study of the system using NEMO protoolsupported in MR and HAIn order to hek the good behaviour of the system, I have done several tests of some simulations.In this setion I will expose the proedures I used to get results. First, the handover proess is63



5.5. Simulations and study of the system using NEMO protool supported in MR and HA

Figure 5.4: GUI map previewintrodued. Seond, I will present a study of RTP tra� during the handover. Finally, I willalso expose some results of the handover delays in TCP tra�.5.5.1 Handover proessIn a real handover situation, the deision taken to deide when to hange from one point ofattahment to another depends on networks onditions, signal strength, network overage, linkquality or on quality of servie. When the reeiver detets that one of those harateristis isunder a ertain level, the handover proess begins. In Piture 5.5, the proess is illustrated.To study what exatly happens when Mobile Router makes a handover, some paket traesduring the proess has been analyzed, using the GUI. The links are simulated with the Linuxtra� ontrol tool, as explained before.The Figure 5.6 shows a graphi of the handover proess, with 4 entities of the networkmobility system involved: the Mobile Router, the Aess Router 1 (terrestrial link), the AessRouter 2 (satellite link) and the Home Agent.64



5. NEWSKY Test-bed

Figure 5.5: Handover proessAt �rst, the Mobile Router sends pakets through Aess Router 1 (green line) as it uses theterrestrial link. When the GUI modi�es the ip6tables rules in the Mobile Router for hangingfrom terrestrial link to satellite link, it doesn't reeive any Router Advertisement messages fromthe Aess Router 1 anymore, and starts to reeive Router Advertisement messages from theAess Router 2. It is translated in a handover detetion by the Mobile Router, so then, it stopssending any paket to the Home Agent. Afterwards, a Dupliate Address Detetion (DAD)proess is ahieved, in order to make sure of the uniity of the new Care-Of Address that theMobile Router is going to have in the new foreign network.In the new network, the Mobile Router sends a Binding Update to the Home Agent, tonotify its new Care-Of Address. The Home Agent answers with a Binding Aknowledgementand hanges immediately the destination Care-Of Address of the pakets destined to the MobileRouter (green �> red). After that, the handover is done.In the Aess Router 2, a Neighbor Disovery/Advertisement proess has to be ahievedbefore sending any paket to the Mobile Router. Beause of the 270 ms delay, this proess lastsabout 540 ms. During this time, we assume the pakets (inluding the Binding Aknowledgement)are dropped in the Aess Router 2, beause of the queuing limit. However, the Mobile Routersends a seond Binding Update, one seond after the �rst one. And it reeives the BindingAknowledgement about 540 ms later. At this moment, the Mobile Router starts again to send65



5.5. Simulations and study of the system using NEMO protool supported in MR and HA

Figure 5.6: test-bed network arhiteturepakets to the Home Agent, through the Aess Router 2.But the whole proess, between the movement detetion and the reeiving of the BindingUpdate, will last about 3,5 seonds, whih is too muh, and leads to a lot of paket losses.5.5.2 VoIP all simulationTo see how are the delays through handovers during a phone all, I used the VoIP appliation.For this purpose, I studied the RTP paket tra� of a onversation between the Mobile NetworkNode and the Correspondent Node during a simulated �ight.To apture the pakets sent between both mahines, I used the wireshark program. Totrigger the handovers I used the GUI while simulating the appliation.To emulate the satellite link, I used the following ommands using the t tool in the AessRouter 2:t qdis add dev eth1 parent 1:1 handle 10: tbf rate 64kbit buffer 1600 limit 3000The t qdis means Tra� Control Queuing Disipline. This ommand is used to limit theemission rate to 64 kbit/s on the eth1 interfae.t qdis add dev eth1 root handle 1:0 netem delay 270ms 10ms 25% loss 0.1% 20%66



5. NEWSKY Test-bedThis ommand is used to add a delay of 270 ms on all pakets going through the eth1interfae, with the following harateristis:
• A 10 ms �utuation around the 270 ms delay (thus the delay an �utuate between 260ms and 280 ms)
• The paket delay depends on the 25% of the previous paket delay
• A paket loss probability of 0.1% with a orrelation of 20% of the previous paketThe terrestrial link has a bandwidth limited to 512 kbit/s and a delay of 30ms.Before starting the simulation, several daemons in the Mobile Router, Home Agent andAess Routers must be running in order to have Router Advertisement sent all the time, andthe Mobile IPv6 daemon in the Mobile Router to be able to get the Care-of Address and reatethe tunnels.At the beginning of the simulation, the airplane is supposed to be onneted to the terrestriallink, as it has not yet took o�. So, when the terrestrial Aess Router starts advertising itsnetwork pre�xes through Router Advertisements, the Mobile Router obtains a Care-of Addressbelonging to its network and hene the Home Agent will be informed by means of a BindingUpdate message. We an �nd out what Care-of Address the Mobile Router have by onsultingits Binding Update list. In that ase, and as it is depited in Figure A.1 of appendix A, theCare-of Address is 2001:3:0:0:216:3e�:fe03:2f.Entering the next ommand on the Mobile Router mahine, we an see it:# telnet loalhost 7777Trying 127.0.0.1...Conneted to loalhost.loaldomain (127.0.0.1).Esape harater is '^℄'.mip6d> bul== BUL_ENTRY ==Home address 2001:50:1104:7400:0:0:0:2Care-of address 2001:3:0:0:216:3eff:fe03:2fCN address 2001:50:1104:7400:0:0:0:1lifetime = 96, delay = 91000flags: IP6_MH_BU_HOME IP6_MH_BU_ACK IP6_MH_BU_MRak readylifetime 92 / 96 seq 25357 resend 0 delay 91(after 88s)As we an see, the home address is binded to the Care-of Address obtained. To hek if theBinding Update and Binding Aknowledge pakets were well routed through the terrestrial linkand before getting out of the ground over area, I just sni�ed the interfae eth0 of the AessRouter 1 with tdump tool. The result was: 67



5.5. Simulations and study of the system using NEMO protool supported in MR and HA# tpdump ip6 -i eth0tpdump: verbose output suppressed, use -v or -vv for full protool deodelistening on eth0, link-type EN10MB (Ethernet), apture size 96 bytes2001:3::216:3eff:fe03:2f > 2001:50:1104:7400::1: DSTOPT mobility:BU seq#=18597 AH lifetime=962001:50:1104:7400::1 > 2001:3::216:3eff:fe03:2f: srrt (len=2, type=2,segleft=1, [0℄2001:50:1104:7400::2) mobility: BA status=0 seq#=18597lifetime=96fe80::216:3eff:fe01:3579 > home_agent: ICMP6, neighbor soliitation,who has home_agent, length 32home_agent > fe80::216:3eff:fe01:3579: ICMP6, neighbor advertisement,tgt is home_agent, length 24fe80::230:5ff:fed3:518 > 2001:a:1::28: ICMP6, neighbor soliitation,who has 2001:a:1::28, length 322001:a:1::28 > fe80::230:5ff:fed3:518: ICMP6, neighbor advertisement,tgt is 2001:a:1::28, length 24fe80::230:5ff:fed3:518 > fe80::216:3eff:fe01:3579: ICMP6, neighborsoliitation, who has fe80::216:3eff:fe01:3579, length 32fe80::216:3eff:fe01:3579 > fe80::230:5ff:fed3:518: ICMP6, neighboradvertisement, tgt is fe80::216:3eff:fe01:3579, length 24fe80::216:3eff:fe01:3579 > fe80::230:5ff:fed3:518: ICMP6, neighborsoliitation, who has fe80::230:5ff:fed3:518, length 32fe80::230:5ff:fed3:518 > fe80::216:3eff:fe01:3579: ICMP6, neighboradvertisement, tgt is fe80::230:5ff:fed3:518, length 242001:3::216:3eff:fe03:2f > 2001:50:1104:7400::1: DSTOPT mobility:BU seq#=18598 AH lifetime=962001:50:1104:7400::1 > 2001:3::216:3eff:fe03:2f: srrt (len=2, type=2,segleft=1, [0℄ 2001:50:1104:7400::2) mobility: BA status=0 seq#=18598lifetime=962001:3::216:3eff:fe03:2f > 2001:50:1104:7400::1: DSTOPT mobility:BU seq#=18599 AH lifetime=962001:50:1104:7400::1 > 2001:3::216:3eff:fe03:2f: srrt (len=2, type=2,segleft=1, [0℄ 2001:50:1104:7400::2) mobility: BA status=0 seq#=18599lifetime=96A Binding Update paket aptured sent from the Mobile Router to Home Agent is shownnext, as an example:Internet Protool Version 6Version: 6Traffi lass: 0x00Flowlabel: 0x00000Payload length: 8868



5. NEWSKY Test-bedNext header: IPv6 destination option (0x3)Hop limit: 64Soure address: 2001:2::216:3eff:fe53:847b (2001:2::216:3eff:fe53:847b)Destination address: 2001:50:1104:7400::1 (2001:50:1104:7400::1)Destination Option HeaderNext header: Mobile IPv6 (0x87)Length: 2 (24 bytes)PadN: 4 bytesOption Type: 201 (0x9) - Home Address OptionOption Length: 16Home Address: 2001:50:1104:7400::2 (2001:50:1104:7400::2)Mobile IPv6 / Network MobilityPayload protool: IPv6 no next header (0x3b)Header length: 7 (64 bytes)Mobility Header Type: Binding Update (5)Reserved: 0x00Cheksum: 0xe03fBinding UpdateSequene number: 65251... ....= Aknowledge (A) flag: Binding Aknowledgementrequested.1.. ....= Home Registration (H) flag: Home Registration..0. ....= Link-Loal Compatibility (L) flag: No Link-LoalAddress Compatibility...0 ....= Key Management Compatibility (K) flag: No KeyManagement Mobility Compatibility.... 0...= Multiple Care of Address (M) flag: No MultipleCare of Address Compatibility.... .1..= Mobile Router (R) flag: Mobile Router CompatibilityLifetime: 5 (20 seonds)Mobility OptionsPadN: 2 bytesAlternate are-of address: 2001:2::216:3eff:fe53:847b(2001:2::216:3eff:fe53:846b)An example of a Binding Aknowledge paket:Frame 5 (102 bytes on wire, 102 bytes aptured)Ethernet II, Sr: 4b:ed:7d (00:16:3e:4b:ed:7d), Dst: 53:84:7b (00:16:3e:53:84:7b)Internet Protool Version 6Version: 6 69



5.5. Simulations and study of the system using NEMO protool supported in MR and HATraffi lass: 0x00Flowlabel: 0x00000Payload length: 48Next header: IPv6 routing (0x2b)Hop limit: 63Soure address: 2001:50:1104:7400::1 (2001:50:1104:7400::1)Destination address: 2001:2::216:3eff:fe53:847b (2001:2::216:3eff:fe53:847b)Routing Header, Type 2Next header: Mobile IPv6 (0x87)Length: 2 (24 bytes)Type: 2Segments left: 1Home Address: 2001:50:1104:7400::2 (2001:50:1104:7400::2)Mobile IPv6 / Network MobilityPayload protool: IPv6 no next header (0x3b)Header length: 2 (24 bytes)Mobility Header Type: Binding Aknowledgement (6)Reserved: 0x00Cheksum: 0x33eBinding AknowledgementSatuts: Binding Update aepted (0)0... ....= Key Management Compatibility (K) flag: No KeyManagement Mobility Compatibility.1.. ....= Mobile Router (R) flag: Mobile Router CompatibilitySequene number: 6525Lifetime: 5 (20 seonds)Mobility OptionsLink-Layer AddressOption-Code: UnknownLink-layer address: 00PadN: 6 bytes
After proving the good behaviour of the system, I run the GUI to hek that all BindingUpdates and Binding Aknowledges pakets were also well transmitted through the orrespondinglink during the �ight simulation. Then, I made several VoIP alls to see how handovers a�etsto the transmission. For that, I aptured the RTP pakets in the Mobile Network Node andI traed the pakets' delay of the simulated onversation. Next, I present some of the resultsobtained.The Trae 5.7 shows the delay of almost 800 RTP pakets aptured during a simple one-way�ight simulation. As I used the GUI to trigger the handovers, we an learly identify in the graph70



5. NEWSKY Test-bedthe 3 phases of the �ight. At the beginning, the plane is over the European ontinent, so it isonneted to the ground base through the terrestrial link. During this onnetion, the pakets'delay is small, moving around 35 ms. Seondly, the plane hanges its point of attahment (it�ies over the oean), so a handover is made to the satellite link. While being onneted throughthe satellite, the pakets' delay is around 280 ms. And thirdly, the plane �ies over the Amerianontinent, and when it enters again to terrestrial over area, another handover to the terrestriallink take plae. The ordinate axis represents the delay in ms of every paket, represented by itssequene number, in the absissa axis.

Figure 5.7: RTP paket delay during handoversLooking at the graph we an observe that there are two gaps while hanging the point ofattahment. It is aused by a lost of pakets during the handover. To represent the pakets lostin the graph, I loated them in the origin of the ordinate axis (0 ms in one-way delay). It doesn'tmean that they have a delay of 0 seonds, but as it is impossible to draw the trae to in�nite(what would be the orret representation) and beause there is no paket with real 0 seondsdelay, I opted to represent them in the bottom of the trae as it makes learer the whole graphto understand. So, all pakets loated in 0ms delay line means that they are lost.As we an see in detail in the Figure 5.8 and Figure 5.9, there are some pakets lost when theplane hanges the link onnetion. The 5.8 trae shows the pakets' delays during the handoverfrom the terrestrial link to the satellite link. As said before, the pakets situated in the originof the ordinate axis are the pakets lost. The Table 5.1 lists the pakets aptured just before,during and after this handover with its orrespondent delay. We an see that 14 pakets are lostduring the handover proess. The 5.9 trae shows the pakets' delays while hanging from the71



5.5. Simulations and study of the system using NEMO protool supported in MR and HAsatellite link to the terrestrial one. In that ase, 15 pakets are lost, as we an see in the 5.2Table.

Figure 5.8: RTP paket delay detail during terrestrial to satellite link handover

Figure 5.9: RTP paket delay detail during satellite to terrestrial handover72



5. NEWSKY Test-bedThe Graphi 5.10 shows the throughput of the RTP pakets that go from CorrespondentNode to the Mobile Network Node, of the same all simulation. In that ase, the handovers anbe identi�ed as the throughput dereases. In the seond 25, a handover from terrestrial linkto satellite one is done, and then, around seond 65, another handover takes plae, when theairplane enters to the terrestrial over area again. As seen before, some pakets are lost duringthe handovers, what is translated on a fall in the trae.

Figure 5.10: RTP paket throughput during handoversIn Appendix C, I present several RTP paket delay and thoughput measurements withdi�erent total number of pakets aptured during VoIP alls.5.6 Simulation and study of the system using MCoA registrationextensionTo improve the results obtained before, I looked for a solution in order to redue the delays andpaket loss during the handovers. Creating more than one tunnel at the same time between theMobile Router and the Home Agent with the aim to attah the mobile network over more thanone foreign network, has been the solution studied.Thus, I tried to integrate the MCoA registration extension protool to the test-bed and seethe new behaviour of the system's handovers. So this setion has the objetive to implement thisnew protool and to see if it is worth to use this new protool to improve the NEWSKY projetbene�ts. 73



5.6. Simulation and study of the system using MCoA registration extensionAs I said before, I start up from using the NEMO Platform for Linux (NEPL) developed bythe Nautilus6 group. For this platform, it exists the new MCoA extension version that is stillunder development and thus still ontains some bugs and limitations.Now, the objetive is that moments before doing the handover between the two links, themobile network will be already attahed to the two foreign networks, sine it is able to have2 CoA at the same time. The proess to bind the new CoA of the new foreign link with theMobile Route's Home Address takes plae before doing the handover. So, when �nally the mobilenetwork hanges its point of attahment, there is no delay aused by the binding proess, whatmeans deleting the old CoA of the Home Agent's binding ahe and establish the new bind.The new issue that MCoA registration mehanism brings to the test-bed is that now we anattah the mobile network to the terrestrial and satellite link at the same time. Regarding tothe handovers, it will permit the mobile network to have seamless moves from one link to theother, where the ongoing onnetions will almost not notie the hange.For that objetive, I had to implement several things. First of all, I have modi�ed the javaode of the GUI. In that ase, I programmed a new ode whih triggers the handovers in anotherway. Now, the airplane is onneted just through one link while being inside its overage area,but few meters before reahing the overage bounds, the Mobile Router detets the new foreignnetwork, so it starts to obtain the new CoA while still being onneted and transmitting throughthe old link. Thus, just before reahing the limits of the �rst link area, the Mobile Router hasalready reated the new tunnel through the new Aess Router, binding its new Care-of Addresswith its home address in the Home Agent's binding ahe. Then, when the airplane rosses thebounds, the Mobile Router just starts to transmit pakets through the new link diretly. In theAppendix B, the hole handover proess is desribed as well as the GUI ode used for that ase.In that ase, I have just needed to implement the new extension in both Mobile Router andHome Agent. Now they will have to run another daemond while exeuting the simulations, withthe on�guration detailed below:The mip6d.onf �le for the Home Agent:NodeConfig HA;DebugLevel 10;Interfae "eth0";HaAeptMobRtr enabled;HaAeptMCoAReg enabled;# Disable MPS/MPASendMobPfxAdvs enabled;SendUnsolMobPfxAdvs enabled;# MNP onfigurationHaServedPrefix 2001:a:1::/64;BindingAlPoliy 2001:a:1::1000 (2001:a:1::/64) MCoAReg allow;DefaultBindingAlPoliy deny;74



5. NEWSKY Test-bed# IPse onfiguration - NO IPSEC AT THE MOMENTUseMnHaIPse disabled;KeyMngMobCapability disabled;Mobile Router mip6d.onf �le on�guration:NodeConfig MN;DebugLevel 10;DoRouteOptimizationCN disabled;DoRouteOptimizationMN disabled;SendMobPfxSols enabled;UseCnBuAk disabled;# It is used Expliit ModeMobRtrUseExpliitMode enabled;OptimistiHandoff enabled;# The Binding LifetimeMnMaxHaBindingLife 20;Interfae "eth1"Bid 200;BidPriority 20;Reliable true;Interfae "eth2"Bid 100;BidPriority 10;Reliable true;#egress interfaeMnHomeLink "eth0"IsMobRtr enabled;HomeAgentAddress 2001:a:1::1000;HomeAddress 2001:50:1104:7400::2/64 (2001:50:1104:7400::/64);RegMultipleCoA enabled;IfMultipleCoA "eth1", "eth2";So, before doing the simulation tests, I have just run the GUI to see if the Binding Updatesand Binding Aknowledges were well sent, and the tunnels were reated as was planed, settingmore than one bind in the Home Agent's binding ahe and Mobile Router's binding list. For75



5.6. Simulation and study of the system using MCoA registration extensionthis, I used the wireshark in the Mobile Router to apture the pakets during the new handoverproess.Next, I expose the Home Agent's binding ahe when the airplane is attahed at both links,where the two Care-of Addresses an be identi�ed.# telnet loalhost 7777Trying 127.0.0.1...Conneted to loalhost.Esape harater is '^℄'.mip6d> bhoa 2001:50:1104:7400:0:0:0:2 status registeredoa 2001:3:0:0:216:3eff:fe67:2a78 BID 200 BidPriority 20 flags AH--loal 2001:50:1104:7400:0:0:0:1lifetime 12 / 96 seq 9779 unreah 0 mpa - / 621 retry 0MNP: 2001:50:1104:7401:0:0:0:0/64hoa 2001:50:1104:7400:0:0:0:2 status registeredoa 2001:2:0:0:216:3eff:fe53:847b BID 100 BidPriority 10 flags AH--loal 2001:50:1104:7400:0:0:0:1lifetime 549 / 600 seq 12148 unreah 0 mpa - / 621 retry 0MNP: 2001:50:1104:7401:0:0:0:0/64mip6d> exitConnetion losed by foreign host.A urious thing I ould see through the wireshark, is that when the airplanes detets a seondforeign network and the new binding proess starts, the Mobile Router obtains the new CoA ofthis foreign link and sends it to its Home Agent through the new tunnel, but the orrespondingBinding Aknowledge is sent through the �rst tunnel. The Figure 5.11 tries to illustrate this fat.However, when the �rst tunnel is losed, the Binding Aknowledges start to be sent through theorret tunnel. That issue didn't a�et our purposes but for further objetives of the protool,it ould be a problem whih must be solved.Next, I proeeded to test the new handover behaviour transmitting RTP pakets between theMobile Network Node and the Correspondent Node like done before, using the VoIP appliation.5.6.1 VoIP all simulation with MCoA registration protoolAfter apturing some RTP pakets using wireshark program, I made some traes of the results.The next graphis show the pakets delays during handovers in a simple �ight simulation. Thehandovers have been triggered with the GUI again.What is observed now in the traes is that during handovers there are almost no paketslost. The 5.12 Graphi shows the RTP paket delay where, as an be on�rmed in the Table 5.3and Table 5.4, only there are two pakets lost during the handover from the terrestrial link tothe satellite one during the all simulation. The handover from the satellite link to the groundone is totally smooth with no paket lost.76



5. NEWSKY Test-bed

Figure 5.11: Binding messages routes bug illustrationThe Trae 5.13 details the RTP paket delay during the terrestrial-satellite link handover.The 5.14 graph shows the paket delay during the other handover.The Trae 5.15 shows the throughput of the RTP pakets transmission. As we an observe,there is a fall around seond 25 and seond 65, but not as pronouned as before.Another problem enountered is that the tra� generated loally on the Mobile Routerdoesn't get bene�t from the Multiple Care-of Addresses registration.However, with this new protool, not only it is supposed to improve the handovers delay andpaket loss, but also brings more advantages, like load balaning and poliy routing.If we ould deide through whih tunnel has to be sent every type of paket while twoor more tunnels are established, we ould share the tra� from the mobile network to theorrespondent node. With the MCoA registration protool, this poliy routing an be managedwith the ip6tables tool. The mehanism uses the BID that is assigned to eah interfae to markthe pakets. Pakets marked with BID X will be routed through the interfae whose BID is X.If this interfae is not available (i.e. it is down), then the paket will be routed through the mostpreferred interfae (the one with the highest BID priority).To assign the BID priority and to mark the pakets with the BID, we have to use the ip6tablestool and the MARK target. Ip6tables rules must be done in the PREROUTING hain, in themangle table. 77



5.6. Simulation and study of the system using MCoA registration extension

Figure 5.12: RTP paket delay during handover with multiple CoA registration

Figure 5.13: RTP paket delay in handover from terrestrial to satellite link with multiple CoA
78



5. NEWSKY Test-bed

Figure 5.14: RTP paket delay in handover from satellite to terrestrial link with multiple CoA

Figure 5.15: RTP paket thoughput with multiple CoA
79



5.6. Simulation and study of the system using MCoA registration extensionFor example, on the Mobile Router, to mark as 100 all impv6 pakets whose destination is2001:a:1::1, we an do:ip6tables -A PREROUTING -t mangle-p impv6 --destination 2001:a:1::1-j MARK --set-mark 100Those pakets will be sent through the interfae whose BID is 100. the same rule has to bereated on the Home Agent:ip6tables -A PREROUTING -t mangle-p impv6 --soure 2001:a:d:1::1-j MARK --set-mark 100The idea of using this poliy routing in the test-bed would be sharing the tra� to haveload balaning and send tra� through the 2 links. Also we ould use the two tunnels to sentritial pakets through the terrestrial link and the other via satellite link, as the �rst one ismore reliable and faster.The urrent limitation is that eah rules reated on the Mobile Router must be also reatedon the Home Agent. We plan to support in the future some poliy exhange mehanism betweenthe Mobile Router and the Home Agent in order to on�gure automatially the Home Agent.Another limitation with atual versions is that only pakets forwarded by the Mobile Router(for example pakets sent by Mobile Network Node via the Mobile Router) an bene�t from thepoliy routing. Pakets generated by the Mobile Router itself will not be routed aording tothe rules. It is been urrently working to improve the urrent situation to also allow the MR tobene�t from the poliy routing.

80



5. NEWSKY Test-bed
Table 5.1: RTP pakets delay measurement during the handover from terrestrial to satellite linkPakets sequene number delay (ms) Pakets sequene number delay (ms)2961 33.825 2993 lost2962 34.310 2994 338.8042963 29.799 2995 309.4672964 30.212 2996 289.372965 38.155 2997 273.2212966 30.271 2998 276.6992967 29.558 2999 281.6032968 33.497 3000 281.82969 33.820 3001 280.8872970 35.893 3002 273.6572971 35.848 3003 274.7492972 36.555 3004 282.9512973 28.033 3005 283.0572974 36.503 3006 275.4752975 35.993 3007 295.412976 36.476 3008 290.9172977 30.581 3009 270.9292978 34.090 3010 286.8692979 30.600 3011 277.2622980 lost 3012 272.782981 lost 3013 271.532982 lost 3014 268.7842983 lost 3015 269.3042984 lost 3016 284.7772985 lost 3017 281.2942986 lost 3018 279.9482987 lost 3019 287.3142988 lost 3020 303.492989 lost 3021 283.6042990 lost 3022 278.7732991 lost 3023 298.9572992 lost 3024 288.765
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5.6. Simulation and study of the system using MCoA registration extension
Table 5.2: RTP pakets delay measurement during handover from satellite to terrestrial linkPakets sequene number delay (ms) Pakets sequene number delay (ms)3302 271.172 3329 lost3303 291.109 3330 lost3304 286.653 3331 lost3305 282.681 3332 lost3306 302.619 3333 lost3307 309.081 3334 lost3308 304.777 3335 lost3309 305.247 3336 47.8513310 300.742 3337 38.6333311 300.739 3338 28.3223312 296.704 3339 31.9973313 297.19 3340 28.6983314 292.69 3341 36.0503315 294.788 3342 28.4813316 314.722 3343 28.6803317 290.89 3344 32.5653318 291.579 3345 31.6923319 307.517 3346 31.8733320 307.066 3347 37.9513321 lost 3348 34.2033322 lost 3349 34.1423323 lost 3350 38.4113324 lost 3351 29.8983325 lost 3352 34.6233326 lost 3353 34.1103327 lost 3354 28.1863328 lost 3355 28.71
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5. NEWSKY Test-bed
Table 5.3: RTP paket delay measurement during the handover from terrestrial to satellite linkwith MCoA registrationPakets sequene number delay (ms) Pakets sequene number delay (ms)49630 30.514 49656 262.83249631 32.952 49657 273.25149632 36.421 49658 264.70849633 28.924 49659 264.96249634 32.241 49660 268.46649635 32.234 49661 264.22149636 32.375 49662 276.87249637 28.037 49663 276.82949638 28.421 49664 262.90749639 32.611 49665 274.52949640 34.789 49666 286.46849641 35.009 49667 287.20449642 34.968 49668 282.93249643 38.559 49669 298.85149644 31.023 49670 299.16849645 30.481 49671 294.42249646 34.945 49672 295.19249647 29.117 49673 280.34949648 32.609 49674 281.08249649 36.109 49675 276.81949650 lost 49676 277.52849651 lost 49677 292.49649652 278.978 49678 288.47849653 279.174 49679 308.40649654 274.327 49680 274.76349655 266.843 49681 274.908
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5.6. Simulation and study of the system using MCoA registration extension
Table 5.4: RTP paket delay measurement during the handover from satellite to terrestrial linkwith MCoA registrationPakets sequene number delay (ms) Pakets sequene number delay (ms)49958 338.957 49983 282.78749959 334.446 49984 298.71249960 284.862 49985 279.08949961 280.339 49986 303.0749962 280.552 49987 302.83449963 276.202 49988 30.42949964 296.135 49989 31.18449965 282.72 49990 26.94149966 279.269 49991 30.93149967 299.203 49992 34.41449968 294.746 49993 31.18149969 274.763 49994 34.85449970 290.693 49995 38.80249971 291.222 49996 28.37549972 286.713 49997 37.03849973 277.032 49998 36.98349974 272.504 49999 28.42749975 288.964 50000 33.06449976 288.408 50001 33.00649977 284.869 50002 29.37549978 284.339 50003 28.60949979 280.742 50004 34.99749980 300.415 50005 26.4949981 266.654 50006 30.82749982 266.405 50007 31.258
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Chapter 6
Proposed future work and onlusions

In this hapter the remaining and future work is explained. Next, there is a �nal onlusion ofthe projet.6.1 Remaining and future workThis doument has explained how to design a system whih ould permit mobile networks tohange its point of attahment to the Internet without interrupting its ongoing transmissions.Besides the �nal system worked well, there are still some work to do. Some tasks have to beperformed in the diretion of ontinuing the development and integration of the test-bed, whihwill be used not only for NEWSKY, but also for potential future projets. Issues like integrationof Wimax system as one of the aess networks or the study and implementation IPv6 headerompression algorithms for e�ient transmission of IPv6 pakets in bandwith-limited satellielink, are some of the tasks that the NEWSKY test-bed will try to implement soon as it animprove the whole aeronauti ommuniations system.The work remained to be done within the NEWSKY Laboratory test-bed projet an besummarized in:Quality of Servie: onerning the appliation part in the projet, there is at the momentno quality of servie implemented. This remains to be done, in order to set priorities betweenthe di�erent kinds of tra� (Voie over IP, messaging, data streaming).Codes: voie over IP an be ahieved using a lot of di�erent kinds of odes, with di�erentompression rates and spei� harateristis. That's why some studies remain to be arried out,in order to hoose the best suited odes to our system. 85



6.2. ConlusionsOverhead in the satellite link: the overhead of RTP pakets in the satellite link is extremelyhigh (3 or 4 times the size of the enapsulated data). That's why we need to �nd solutions inorder to redue the overhead, beause it puts down the e�ieny of the link in a dramati way.The solution ould be �rst to use another ode that puts more data in eah RTP paket. Alsoheader ompression an be a good possibility.BGAN Tests: for the moment, the satellite link was only simulated thanks to the use of theLinux tra� ontrol tool. But for the �nal demonstration, a real satellite link will have to beused. Therefore, some tests with the real BGAN modem have to be arried out.Weather Streaming Appliation: the weather streaming appliation has not been developedyet. Up until now, we have only made FTP transfers in order to test the data transfer appliation.6.2 ConlusionsThe objetive of this projet is to improve aeronautial tra� management, designing a systemwhih, employing the latest tehnologies and mehanisms, ould permit pilots and passangers inairplanes onnet to Internet with minimum delay and paket loss as well as have aess to newappliations and servies.In this doument, it has been disussed the on�guration of a test-bed in order to implementa network inside airplanes and also the protools that have been employed. First of all, it hasexposed the reasons why we have used the IPv6 protool for the system on�guration insteadof the IPv4. Then, it has dealt with di�erent methods to get mobile networks. Finally, throughthe test-bed, the di�erent kind of mobile protools have been tested.Considering the Internet Protool issue, we have ompared the two most used in reent days:IPv4 vs IPv6. We have seen that the seond one not only brings many more advantages andimprovements but also IPv6 supports the newest mobile protools that IPv4 an't handles. Butas the satellite link does not support IPv6 yet, and the projet was foused in this IP protoolversion, we had to implement di�erent mehanisms to traverse IPv6 pakets through IPv4 link.The mehanisms hosen has been the L2TP and NAPT-PT.About the network mobility, �rstly we thought of implementing the mobile IPv6 protool inevery node was the solution. The MIPv6 is a protool whih permits a node to move throughdi�erent networks keeping its onnetions alive. However, thousands of passangers an oupy thesame airplane so, if every node uses this protool, the Mobile Router would ollapse with manyBinding Updates and Binding Aknowledges. Also, it means that every node should support theprotool.The solution studied in this doument is NEMO whih stands for network mobility. Itpermits entire mobile networks to hange its point-of-attahment through di�erent links whilemaintaining its ongoing onnetions. In this mehanism, only the router supports the mobileprotool, so the di�erent nodes are not aware of the mobility and doesn't know about thehandovers.Another important issue of the projet is the handover proess. With NEMO protool,when a mobile network hanges its onnetion link, many pakets are lost. To solve that problem,86



6. Proposed future work and onlusionsdi�erent solutions has been exposed, but the MCoA registration protool has been the one studiedand implemented. This mobile extension allows to reate more than one tunnel at the same timebetween the Mobile Router and the Home Agent, so the information an travel through severallinks.Some simulations with the test-bed has been arried out to ompare the di�erent handover'sbehaviours using some appliations implemented in Linux. First, a VoIP all simulation was doneusing only NEMO protool. We have seen that during handovers between ground and satellitelinks, some pakets were lost. In the other hand, during VoIP all simulations using MCoAregistration protool we ould see that the number of pakets lost was redued onsiderably.In onlusion, the Multiple Care-of Address registration permits a seamless handover, reduingdelays pakets lost. Also, thanks to the poliy of routes, this mehanism permits to have loadbalaning and share the tra� through several links at the same time.Finally, I would like to remark that while doing this intership I obtained many bene�ts. I havelearned a lot of interesting things onerning aeronautial ommuniations. Moreover, workingin an enterprise enrihed myself and above all the fat of realizing my thesis in Germany. Andmention that I have enjoyed taking part of an exellent teamwork, very nie and helpful.
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Appendix A
Test-bed arhiteture and address on�guration

A.1 Test-bed arhitetureThe �gure A.1 depits the senario used to simulate the appliations and to take the handovertests. It is the �nal arhiteture of the test-bed with all mahines and networks involved withits respetive IPv6 addresses.The ground and satellite links are the ones used for the handover experiment. The TGSLAN simulates the Internet or Air Tra� Control, where the Aess Routers, Home Agent andthe Correspondent Node are attahed.The IPv6 addresses are assigned as follows:TGS LAN is emulating Air Tra� Control (ATC) ground network, and has 2001:a:1::/64 pre-�x. The Home Network has 2001:50:1104:7400::/64 pre�x, with HA at 2001:50:1104:7400::1/64as the default router. Air Tra� Servie (ATS) Mobile Network has 2001:50:1104:7401::/64 pre-�x, with MR at 2001:50:1104:7401::1/64 as the default router. Aess Network 1 has 2001:3::/64pre�x, with AR1 at 2001:3::2/64 as the default router. Aess Network 2 has 2001:2::/64 pre�x,with AR2 at 2001:2::2/64 as the default router.A.2 Mobile Router Address on�gurationIn the ase that we use only the NEMO protool, the Mobile Router and the Home Agent onlyreate a unique tunnel for every Care-of Address. As we an see in the address on�guration ofboth mahines, the tunnel reated is the virtual interfae ip6tnl1 and tap1. They are reatedwhen the mipv6 daemon is running. 91



A.2. Mobile Router Address on�guration

Figure A.1: Final test-bed arhiteture
eth0 Link enap:Ethernet HWaddr 00:16:3E:1B:98:6Einet addr:172.21.0.6 Bast:172.21.255.255 Mask:255.255.0.0inet6 addr: fe80::216:3eff:fe1b:986e/64 Sope:Link92



A. Test-bed arhiteture and address on�gurationUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:148 errors:0 dropped:0 overruns:0 frame:0TX pakets:123 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:17032 (16.6 KiB) TX bytes:14785 (14.4 KiB)Interrupt:5eth1 Link enap:Ethernet HWaddr 00:16:3E:7A:70:0Einet6 addr: fe80::216:3eff:fe7a:700e/64 Sope:Linkinet6 addr: 2001:3::216:3eff:fe03:2f/64 Sope:GlobalUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:91 errors:0 dropped:0 overruns:0 frame:0TX pakets:8 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:9464 (9.2 KiB) TX bytes:688 (688.0 b)Interrupt:7 Base address:0x2100eth2 Link enap:Ethernet HWaddr 00:16:3E:53:84:7Binet6 addr: fe80::216:3eff:fe53:847b/64 Sope:LinkUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:32 errors:0 dropped:0 overruns:0 frame:0TX pakets:13 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:3328 (3.2 KiB) TX bytes:2398 (2.3 KiB)Interrupt:10 Base address:0x4200eth3 Link enap:Ethernet HWaddr 00:16:3E:54:8C:D3inet addr:172.21.0.9 Bast:172.21.255.255 Mask:255.255.0.0inet6 addr: 2001:50:1104:7401::1/64 Sope:Globalinet6 addr: fe80::216:3eff:fe54:8d3/64 Sope:LinkUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:29 errors:0 dropped:0 overruns:0 frame:0TX pakets:34 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:5642 (5.5 KiB) TX bytes:3796 (3.7 KiB)Interrupt:11 Base address:0x6300eth4 Link enap:Ethernet HWaddr 00:16:3E:57:C6:EFinet6 addr: fe80::216:3eff:fe57:6ef/64 Sope:LinkUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:0 errors:0 dropped:0 overruns:0 frame:0TX pakets:8 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:0 (0.0 b) TX bytes:688 (688.0 b)Interrupt:5 Base address:0x8400 93



A.3. Home Agent Address on�gurationeth5 Link enap:Ethernet HWaddr 00:16:3E:57:C6:FFinet6 addr: fe80::216:3eff:fe57:6ff/64 Sope:LinkUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:0 errors:0 dropped:0 overruns:0 frame:0TX pakets:8 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:0 (0.0 b) TX bytes:688 (688.0 b)Interrupt:7 Base address:0xa500ip6tnl1 Link enap:UNSPEC HWaddr 20-01-00-03-00-00-00-00-00-00-00-00-00-00-00-00inet6 addr: 2001:50:1104:7400::2/128 Sope:Globalinet6 addr: fe80::216:3eff:fe1b:986e/64 Sope:LinkUP POINTOPOINT RUNNING NOARP MTU:1460 Metri:1RX pakets:0 errors:0 dropped:0 overruns:0 frame:0TX pakets:0 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:0RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)lo Link enap:Loal Loopbakinet addr:127.0.0.1 Mask:255.0.0.0inet6 addr: ::1/128 Sope:HostUP LOOPBACK RUNNING MTU:16436 Metri:1RX pakets:11 errors:0 dropped:0 overruns:0 frame:0TX pakets:11 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:0RX bytes:732 (732.0 b) TX bytes:732 (732.0 b)The eth0 is the one used to address to the Home Link. In the simulation we don't use it atall as the plane is always away attahed at foreign links but it is neessary for the Home Agentto bind the Care-of address to the Home Address as explained in hapter 4.A.3 Home Agent Address on�gurationeth0 Link enap:Ethernet HWaddr 00:30:05:D3:51:C8inet addr:172.21.0.3 Bast:172.21.0.255 Mask:255.255.255.0inet6 addr: 2001:a:1::1000/64 Sope:Globalinet6 addr: fe80::230:5ff:fed3:518/64 Sope:LinkUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:382 errors:0 dropped:0 overruns:0 frame:0TX pakets:255 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:1000RX bytes:49772 (48.6 KB) TX bytes:36657 (35.7 KB)Interrupt:19 Base address:0x00094



A. Test-bed arhiteture and address on�gurationlo Link enap:Loal Loopbakinet addr:127.0.0.1 Mask:255.0.0.0inet6 addr: ::1/128 Sope:HostUP LOOPBACK RUNNING MTU:16436 Metri:1RX pakets:0 errors:0 dropped:0 overruns:0 frame:0TX pakets:0 errors:0 dropped:0 overruns:0 arrier:0ollisions:0 txqueuelen:0RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)tap1 Link enap:Ethernet HWaddr 00:FF:B6:DB:DD:52inet6 addr: fe80::2ff:b6ff:fedb:dd52/64 Sope:LinkUP BROADCAST RUNNING MULTICAST MTU:1500 Metri:1RX pakets:0 errors:0 dropped:0 overruns:0 frame:0TX pakets:0 errors:0 dropped:140 overruns:0 arrier:0ollisions:0 txqueuelen:500RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
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Appendix B
GUI soure ode and �ow hart

B.1 GUI soure odeTo design the graphial user interfae for the test-bed demonstration, I worked on java language.Next, the soure ode of the GUI program, with the MCoA protool implemented in the system,is exposed.import java.awt.* ;import java.awt.event.*;import java.io.*;import java.lang.*;import java.util.*;import javax.swing.*;/* The DemoGUI lass is the main lass of the appliation. It's a JFrame whih ontains all theelements of the GUI. Moreover, this lass implements Runnable, whih means it is able to be runas a Thread, alling the run() method. The stati methods GreatCirle, Coverage, isReahable andGeoToPixel belong to this lass too.*/publi lass DemoGUI extends JFrame implements Runnable{private JTextField lati_d, longi_d, lati_sd, longi_sd;private JTextField lati_a, longi_a, lati_sa, longi_sa;private JTextField ov_dist;private JLabel urrent_time, om_link;private Container ontPane;private Panell pan; 97



B.1. GUI soure odeprivate Thread displayRates, anim;private boolean planeReahable, planeReahableOld;private int sleep_time;publi DemoGUI(){setDefaultCloseOperation(JFrame.EXIT_ON_CLOSE);setTitle("Handover Simulation between satellite link and terrestrial link");ontPane = getContentPane();JLabel lati_d_lab = new JLabel("Departure Latitude :");lati_d = new JTextField("49.01");JLabel longi_d_lab = new JLabel("Departure Longitude :");longi_d = new JTextField("2.33");JLabel lati_sd_lab = new JLabel("Station 1 Latitude :");lati_sd = new JTextField("51");JLabel longi_sd_lab = new JLabel("Station 1 Longitude :");longi_sd = new JTextField("-3.5");JButton plus_button = new JButton("+");plus_button.addAtionListener(new AtionListener(){publi void ationPerformed(AtionEvent e){if(sleep_time > 1)sleep_time-=2;}});JLabel lati_a_lab = new JLabel("Arrival Latitude :");lati_a = new JTextField("33.39");JLabel longi_a_lab = new JLabel("Arrival Longitude :");longi_a = new JTextField("-84.25");JLabel lati_sa_lab = new JLabel("Station 2 Latitude :");lati_sa = new JTextField("36");JLabel longi_sa_lab = new JLabel("Station 2 Longitude :");longi_sa = new JTextField("-80.5");JButton minus_button = new JButton("-");minus_button.addAtionListener(new AtionListener(){publi void ationPerformed(AtionEvent e){sleep_time+=2;}});JLabel ov_dist_lab = new JLabel("Coverage (in kms) :");ov_dist = new JTextField("1000");JButton run_button = new JButton("Run !");run_button.addAtionListener(new AtionListener(){publi void ationPerformed(AtionEvent e){98



B. GUI soure ode and �ow hartif(!anim.isAlive())runAnimation();}});JButton stop_button = new JButton("Stop !");stop_button.addAtionListener(new AtionListener(){publi void ationPerformed(AtionEvent e){if(anim.isAlive())stopAnimation();}});JLabel om_link_lab = new JLabel("Com Link: ");om_link = new JLabel();ontPane.setLayout(new GridBagLayout());GridBagConstraints  = new GridBagConstraints();.fill = GridBagConstraints.BOTH;.weightx = 1;ontPane.add(lati_d_lab, );ontPane.add(lati_d, );ontPane.add(longi_d_lab, );ontPane.add(longi_d, );ontPane.add(lati_sd_lab, );ontPane.add(lati_sd, );ontPane.add(longi_sd_lab, );ontPane.add(longi_sd, );.gridwidth = GridBagConstraints.REMAINDER;ontPane.add(plus_button, );.gridwidth = 1;ontPane.add(lati_a_lab, );ontPane.add(lati_a, );ontPane.add(longi_a_lab, );ontPane.add(longi_a, );ontPane.add(lati_sa_lab, );ontPane.add(lati_sa, );ontPane.add(longi_sa_lab, );ontPane.add(longi_sa, );.gridwidth = GridBagConstraints.REMAINDER;ontPane.add(minus_button, );.gridwidth = 1;ontPane.add(ov_dist_lab, );ontPane.add(ov_dist, );ontPane.add(run_button, );ontPane.add(stop_button, );ontPane.add(om_link_lab, );.gridwidth = GridBagConstraints.REMAINDER;ontPane.add(om_link, );
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B.1. GUI soure odepan = new Panneau();pan.setPreferredSize(new Dimension(1218, 785));// .ipady = 800;ontPane.add(pan, );alulateLines();pan.setPlane(GeoToPixel(Double.parseDouble(lati_d.getText()),Double.parseDouble(longi_d.getText())));displayRates = new DisplayRates(pan);displayRates.start();sleep_time = 25;anim = new Thread(this);pak();setVisible(true);}publi void runAnimation(){alulateLines();lati_d.setEditable(false);lati_a.setEditable(false);longi_d.setEditable(false);longi_a.setEditable(false);lati_sd.setEditable(false);lati_sa.setEditable(false);longi_sd.setEditable(false);longi_sa.setEditable(false);ov_dist.setEditable(false);anim = new Thread(this);anim.start();}publi void stopAnimation(){anim.stop();lati_d.setEditable(true);lati_a.setEditable(true);longi_d.setEditable(true);longi_a.setEditable(true);lati_sd.setEditable(true);lati_sa.setEditable(true);longi_sd.setEditable(true);longi_sa.setEditable(true);ov_dist.setEditable(true);}publi void run(){int N=500;int j;100



B. GUI soure ode and �ow hartint diretion = 1;pan.setDiretion(diretion);while(true){for(int i=0;i<=N;i++){j = i;if(diretion == -1)j = N-i;double[℄ pos_avio = GreatCirle(Double.parseDouble(lati_d.getText()),Double.parseDouble(longi_d.getText()), Double.parseDouble(lati_a.getText()), Double.parseDouble(longi_a.getText()), (double)j/N); pan.setPlane (GeoToPixel(pos_avio[0℄, pos_avio[1℄));planeReahableOld = planeReahable;if(isReahable(Double.parseDouble(lati_sd.getText()),Double.parseDouble(longi_sd.getText()), pos_avio[0℄, pos_avio[1℄, Double.parseDouble(ov_dist.getText())) || isReahable(Double.parseDouble(lati_sa.getText()),Double.parseDouble(longi_sa.getText()), pos_avio[0℄, pos_avio[1℄,Double.parseDouble(ov_dist.getText())))planeReahable = true;elseplaneReahable = false;if((j == 0) || (planeReahable != planeReahableOld)){if(planeReahable){om_link.setForeground(Color.red);om_link.setText("Ground-Based");try{Runtime.getRuntime().exe("ssh root�192.168.10.74 ./entering_ground.sh");}ath(IOExeption e){}}else{om_link.setForeground(Color.blue);om_link.setText("Satellite-Based");try{Runtime.getRuntime().exe("ssh root�192.168.10.74 ./entering_satellite.sh");}ath(IOExeption e){}}}pan.repaint();try{Thread.sleep(sleep_time);}ath (InterruptedExeption e){}}diretion *= -1;pan.setDiretion(diretion);}}
101



B.1. GUI soure odepubli void alulateLines(){int N=50;double[℄ geo;Point[℄ points = new Point[N+1℄;Point[℄ departure_ov = new Point[N+1℄;Point[℄ arrival_ov = new Point[N+1℄;for(int i=0; i<=N; i++){geo = GreatCirle(Double.parseDouble(lati_d.getText()), Double.parseDouble(longi_d.getText()), Double.parseDouble(lati_a.getText()),Double.parseDouble(longi_a.getText()), (double)i/N);points[i℄ = GeoToPixel(geo[0℄, geo[1℄);departure_ov[i℄ = Coverage(Double.parseDouble(lati_sd.getText()),Double.parseDouble(longi_sd.getText()), Double.parseDouble(ov_dist.getText()),(double)i/N*2*Math.PI);arrival_ov[i℄ = Coverage(Double.parseDouble(lati_sa.getText()),Double.parseDouble(longi_sa.getText()), Double.parseDouble(ov_dist.getText()), (double)i/N*2*Math.PI);}Point pos_sd = GeoToPixel(Double.parseDouble(lati_sd.getText()),Double.parseDouble(longi_sd.getText()));Point pos_sa = GeoToPixel(Double.parseDouble(lati_sa.getText()),Double.parseDouble(longi_sa.getText()));pan.setLines(points, departure_ov, arrival_ov, pos_sd, pos_sa);}publi stati double[℄ GreatCirle(double lat1, double lon1, double lat2,double lon2, double alpha){double x1 = Math.os(lon1*Math.PI/180)*Math.os(lat1*Math.PI/180); // artesianoordinates on a radius 1 sphere (u1 vetor)double y1 = Math.sin(lon1*Math.PI/180)*Math.os(lat1*Math.PI/180);double z1 = Math.sin(lat1*Math.PI/180);double x2 = Math.os(lon2*Math.PI/180)*Math.os(lat2*Math.PI/180); // artesianoordinates on a radius 1 sphere (u2 vetor)double y2 = Math.sin(lon2*Math.PI/180)*Math.os(lat2*Math.PI/180);double z2 = Math.sin(lat2*Math.PI/180);double Psi = Math.aos(x1*x2 + y1*y2 + z1*z2); // earth enter angle in radiansbetween (lon1, lat1) and (lon2, lat2)double x3 = (x2 - x1*Math.os(Psi))/Math.sin(Psi); // orthogonal angle to u1, inthe (u1, u2) plane, on the u2 side (u3 vetor)double y3 = (y2 - y1*Math.os(Psi))/Math.sin(Psi);double z3 = (z2 - z1*Math.os(Psi))/Math.sin(Psi);double phi = alpha*Psi;double x = x1*Math.os(phi) + x3*Math.sin(phi);double y = y1*Math.os(phi) + y3*Math.sin(phi);102



B. GUI soure ode and �ow hartdouble z = z1*Math.os(phi) + z3*Math.sin(phi);double lat = Math.asin(z)*180/Math.PI;double lon = Math.atan2(y,x)*180/Math.PI;return new double[℄{lat,lon}; // latitude and longitude in degrees}publi stati Point Coverage(double lat, double lon, double dist, double alpha){double x = Math.os(lon*Math.PI/180)*Math.os(lat*Math.PI/180);double y = Math.sin(lon*Math.PI/180)*Math.os(lat*Math.PI/180);double z = Math.sin(lat*Math.PI/180);double x1 = -x*Math.sin(lat*Math.PI/180)/Math.os(lat*Math.PI/180);double y1 = -y*Math.sin(lat*Math.PI/180)/Math.os(lat*Math.PI/180);double z1 = (1 - z*Math.sin(lat*Math.PI/180))/Math.os(lat*Math.PI/180);double x2 = y*z1 - z*y1;double y2 = z*x1 - x*z1;double z2 = x*y1 - y*x1;double x3 = x1*Math.os(alpha) + x2*Math.sin(alpha);double y3 = y1*Math.os(alpha) + y2*Math.sin(alpha);double z3 = z1*Math.os(alpha) + z2*Math.sin(alpha);double angle = (double)dist/20000*Math.PI;double x = x*Math.os(angle) + x3*Math.sin(angle);double y = y*Math.os(angle) + y3*Math.sin(angle);double z = z*Math.os(angle) + z3*Math.sin(angle);double lat = Math.asin(z)*180/Math.PI;double lon = Math.atan2(y,x)*180/Math.PI;return GeoToPixel(lat,lon);}publi stati boolean isReahable(double lat_station, double lon_station, double lat_plane,double lon_plane, double dist_max){double xs = Math.os(lon_station*Math.PI/180)*Math.os(lat_station*Math.PI/180);double ys = Math.sin(lon_station*Math.PI/180)*Math.os(lat_station*Math.PI/180);double zs = Math.sin(lat_station*Math.PI/180);double xp = Math.os(lon_plane*Math.PI/180)*Math.os(lat_plane*Math.PI/180);double yp = Math.sin(lon_plane*Math.PI/180)*Math.os(lat_plane*Math.PI/180);double zp = Math.sin(lat_plane*Math.PI/180);double Psi = Math.aos(xs*xp + ys*yp + zs*zp);double dist = Psi/Math.PI*20000;if(dist<dist_max)return true; 103



B.1. GUI soure odeelsereturn false;}publi stati Point GeoToPixel(double lat, double lon) // latitude and longitude in degrees{return new Point((int)(47 + 11.3821 * (lon + 89.6539)),(int)(612-650.4559*(Math.log((1+Math.sin(lat*Math.PI/180))/(1-Math.sin(lat*Math.PI/180)))/2-0.4021)));}publi stati void main(String[℄ args){ //Shedule a job for the event-dispathing thread://reating and showing this appliation's GUI.javax.swing.SwingUtilities.invokeLater(new Runnable(){publi void run(){new DemoGUI();} });}}/* The Panell lass is a JPanel, whih ontains all the graphial information of the GUI.It orresponds to the area of the GUI, where the map is displayed. */lass Panell extends JPanel{private Image map;private Image avio;private Image avioni;private Point[℄ route;private Point[℄ departure_ov;private Point[℄ arrival_ov;private Point pos_sd;private Point pos_sa;private Point pos_avio;private int diretion;private int bottom_left_x, bottom_left_y, axe_x;private int rate1_px, rate2_px;private String rate1_kbit, rate2_kbit;private boolean bigSale;publi Panell(){map = getToolkit().getImage("atlanti.png");avio = getToolkit().getImage("avio.png");avioni = getToolkit().getImage("avioni.png");diretion = 1;bottom_left_x = 1038;104



B. GUI soure ode and �ow hartbottom_left_y = 755;axe_x = 28;rate1_px = 0;rate2_px = 0;rate1_kbit = "";rate2_kbit = "";}publi void setLines(Point[℄ route, Point[℄ departure_ov, Point[℄ arrival_ov,Point pos_sd, Point pos_sa){this.route = route;this.departure_ov = departure_ov;this.arrival_ov = arrival_ov;this.pos_sd = pos_sd;this.pos_sa = pos_sa;}publi void setPlane(Point pos_avio){this.pos_avion=pos_avio;}publi void paint(Graphis g){g.drawImage (map, 0, 0, this); // Draws the satellite image (bakgroundimage of the Panell lass)g.setColor(Color.WHITE); // Draws the white retangle where the rates are displayedg.fillRet(bottom_left_x,bottom_left_y-250,150,250);g.setColor(new Color(192,32,32)); // draws the rate information of AR1 (in red)g.drawString(rate1_kbit, bottom_left_x+axe_x+20, bottom_left_y-235);g.fillRet(bottom_left_x+axe_x+20,bottom_left_y-20-rate1_px,20,rate1_px);g.drawString("B-AMC", bottom_left_x+axe_x+20,bottom_left_y-5);g.setColor(new Color(32,32,192)); // draws the rate information of AR2 (in blue)g.drawString(rate2_kbit, bottom_left_x+axe_x+20+50, bottom_left_y-235);g.fillRet(bottom_left_x+axe_x+20+50,bottom_left_y-20-rate2_px,20,rate2_px);g.drawString("SAT", bottom_left_x+axe_x+20+50,bottom_left_y-5);g.setColor(Color.BLACK); // draws the horizontal and vertial axes, and the "kbit/s"aption (in blak)g.drawLine(bottom_left_x+axe_x,bottom_left_y-20,bottom_left_x+140,bottom_left_y-20);g.drawLine(bottom_left_x+axe_x,bottom_left_y-20,bottom_left_x+axe_x,bottom_left_y-235);g.drawString("kbit/s", bottom_left_x+1,bottom_left_y-239);if(bigSale) // draws the sale in ase of a high rate (up to 600 kbit/s) (in blak){g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-20,bottom_left_x+axe_x,bottom_left_y-20);g.drawString("0", bottom_left_x+14,bottom_left_y-15);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-70,bottom_left_x+axe_x,bottom_left_y-70);g.drawString("150", bottom_left_x,bottom_left_y-65); 105



B.1. GUI soure odeg.drawLine(bottom_left_x+axe_x-3,bottom_left_y-120,bottom_left_x+axe_x,bottom_left_y-120);g.drawString("300", bottom_left_x,bottom_left_y-115);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-170,bottom_left_x+axe_x,bottom_left_y-170);g.drawString("450", bottom_left_x,bottom_left_y-165);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-220,bottom_left_x+axe_x,bottom_left_y-220);g.drawString("600", bottom_left_x,bottom_left_y-215);}else // draws the sale in ase of a low rate (up to 12 kbit/s) (in blak){g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-20,bottom_left_x+axe_x,bottom_left_y-20);g.drawString("0", bottom_left_x+14,bottom_left_y-15);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-70,bottom_left_x+axe_x,bottom_left_y-70);g.drawString("3", bottom_left_x+14,bottom_left_y-65);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-120,bottom_left_x+axe_x,bottom_left_y-120);g.drawString("6", bottom_left_x+13,bottom_left_y-115);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-170,bottom_left_x+axe_x,bottom_left_y-170);g.drawString("9", bottom_left_x+14,bottom_left_y-165);g.drawLine(bottom_left_x+axe_x-3,bottom_left_y-220,bottom_left_x+axe_x,bottom_left_y-220);g.drawString("12", bottom_left_x+7,bottom_left_y-215);}Graphis2D g2d = (Graphis2D)g;g2d.setColor(Color.RED); // draws the "CDG" and "ATL" airport aptions, and theGreat Cirle Route (in red)g2d.setFont(new Font("SansSerif",Font.BOLD,20));g2d.drawString("CDG", (int)route[0℄.getX()+10, (int)route[0℄.getY()+20);g2d.drawString("ATL", (int)route[route.length-1℄.getX()-40, (int)route[route.length-1℄.getY()+20);g2d.setStroke(new BasiStroke( 3.0f ));//for(int i=0; i<route.length-1; i++)// g2d.drawLine((int)route[i℄.getX(), (int)route[i℄.getY(), (int)route[i+1℄.getX(),(int)route[i+1℄.getY());g2d.setColor(new Color(192,32,32)); // draws the 2 base stations, and the overageirles (in red)g2d.setStroke(new BasiStroke( 4.0f ));g2d.drawLine((int)pos_sd.getX(), (int)pos_sd.getY(), (int)pos_sd.getX(), (int)pos_sd.getY());g2d.drawLine((int)pos_sa.getX(), (int)pos_sa.getY(), (int)pos_sa.getX(), (int)pos_sa.getY());g2d.setStroke(new BasiStroke( 2.0f ));for(int i=0; i<route.length-1; i++){g2d.drawLine((int)departure_ov[i℄.getX(), (int)departure_ov[i℄.getY(),(int)departure_ov[i+1℄.getX(), (int)departure_ov[i+1℄.getY());g2d.drawLine((int)arrival_ov[i℄.getX(), (int)arrival_ov[i℄.getY(),(int)arrival_ov[i+1℄.getX(), (int)arrival_ov[i+1℄.getY());}
106



B. GUI soure ode and �ow hartif(diretion == 1) // draws the plane in the diretion Paris -> Atlantag.drawImage (avioni, (int)pos_avio.getX()-50, (int)pos_avio.getY()-34, this);else // draws the plane in the diretion Atlanta -> Parisg.drawImage (avio, (int)pos_avio.getX()-50, (int)pos_avio.getY()-34, this);}publi void setRate1_px(int rate1_px){this.rate1_px = rate1_px;}publi void setRate2_px(int rate2_px){this.rate2_px = rate2_px;}publi void setRate1_kbit(String rate1_kbit){this.rate1_kbit = rate1_kbit;}publi void setRate2_kbit(String rate2_kbit){this.rate2_kbit = rate2_kbit;}publi void setBigSale(boolean bigSale){this.bigSale = bigSale;}publi void setDiretion(int diretion){this.diretion = diretion;}}/* The DisplayRates lass is a Thread whih simply reads the files rate1.txt and rate2.txtevery 0.5 seond. Then, it analyses the rate to determine the sale and sends all the informationto the Panneau objet for display.*/lass DisplayRates extends Thread{Panell pan;int rate1_int, rate2_int;int ount;publi DisplayRates(Panell pan){this.pan = pan;ount=0;} 107



B.1. GUI soure odepubli void run(){while(true){try{FileReader fihier1 = new FileReader("rate1.txt");FileReader fihier2 = new FileReader("rate2.txt");StreamTokenizer entree1 = new StreamTokenizer(fihier1);StreamTokenizer entree2 = new StreamTokenizer(fihier2);entree1.nextToken();entree2.nextToken();rate1_int = (int)entree1.nval;rate2_int = (int)entree2.nval;fihier1.lose();fihier2.lose();}ath(IOExeption e) {}if((rate1_int > 12500) || (rate2_int > 12500))ount = 4;if(rate1_int > 625000)rate1_int = 625000;if(rate2_int > 625000)rate2_int = 625000;if(ount == 0){pan.setBigSale(false);pan.setRate1_px(rate1_int/60);pan.setRate2_px(rate2_int/60);}else{ount--;pan.setBigSale(true);pan.setRate1_px(rate1_int/3000);pan.setRate2_px(rate2_int/3000);}pan.setRate1_kbit(String.valueOf((float)((rate1_int+50)/100)/10));pan.setRate2_kbit(String.valueOf((float)((rate2_int+50)/100)/10));pan.repaint();try{sleep(500);}ath(InterruptedExeption e){}}}}The entering_ground.sh and entering_satellite.sh are two sripts exeuted in the MobileRouter in order to hange the ip6tables when the airplane hanges its point of attahmentbetween the terrestrial and satellite link and vie versa. This GUI program must be run in theMobile Router, or at least, to aess the Mobile Router through ssh ommand with the aim tobe able to run the sripts.108



B. GUI soure ode and �ow hartB.2 GUI Flow ChartTo better understand the handovers proess through the GUI program, I just reated a �ow hartof the di�erent positions the airplane goes throw. The proess it done with MCoA registrationprotool implemented.MCoA appliation in the GUI programObservations:
• 2 tunnels without load balaning.
• This appliation is only available for AUTOMATIC mode in the GUI.
• The onnetion/disonnetion of the satellite-based tunnel is done without depending onany power level overage parameter, but just taking in mind a desired distane from theairplane to the ground-based zone bounds.
• The onnetion with the satellite is done when the airplane reahes a ertain distane fromthe departing position and before reahing the ground overage area bounds.The proess has 5 positions aording to the onnetions of the airplane. The �ow hart B.1shows these di�erent positions.Information:Position 0 (p=0): the airplane has not taken o� yet. The onnetions with ground andsatellite are losed. In the GUI demonstration ode, eth1 (terrestrial link) and eth2 (satellitelink) are down.Position 1 (p=1): the airplane has onnetion with ground base and it is �ying inside theground-based area and has no onnetion with the satellite. Eth1 is up and eth2 is down (FigureB.2).Position 2 (p=2): The onnetion with satellite is opened. From that moment, we areusing MCoA appliation with 2 tunnels. Eth1 and eth2 are up. But data pakets should beonly transmitted through the ground-base onnetion, while through the satellite tunnel shouldonly be Binding Update pakets and Binding Aknowledge pakets. This means that the mostprivileged tunnel is the ground-based one (eth1).Position 3 (p=3): The airplane has reahed the ground-based onnetion area boundary andfrom then, the ground onnetion (eth1 down) is no longer operative. So, data pakets shouldbe now transmitted through tunnel 2 (thought satellite onnetion). That's the moment wherewe should observe the improved seamless handover (Figure B.3).Position 4 (p=4): The airplane has reahed the destination ground-based onnetion bound-ary. From now, the 2 tunnels are opened again. If no hanges are done, now the data paketsare transmitted though eth1 again, but the 2 tunnels send binding updates (Figure B.4).Then, it omes again the position 1.The parameter p is the one used in the java ode to de�ne the positions. 109



B.2. GUI Flow Chart

Figure B.1: GUI �ow hart
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B. GUI soure ode and �ow hart

Figure B.2: Position 1

Figure B.3: Position 3

Figure B.4: Position 4 111





Appendix C
RTP paket delay and throughput measurements

Here I expose some of the results obtained in the measurements to study the handover behaviourand how a�ets them to the system. These results are a omplementation of the tests presentedin hapter 5, using the same proedure to obtain the results.C.1 Measurements using only NEMO protoolThe �rst graph C.1 shows the RTP paket delay obtained during a VoIP all in a simple GUI�ight simulation. Almost 800 pakets have been aptured with wireshark to trae the graph.The C.2 trae depits the RTP paket throughput.In that all simulation 14 pakets have been lost while hanging the point of attahment fromthe terrestrial link to the satellite one. During the handover from the satellite to the groundlink, 16 pakets have been lost.The C.3 trae shows the delay of 5000 RTP pakets aptured during a VoIP simulation all.In that ase, 32 pakets have been lost during the handover from terrestrial to satellite linkand 24 pakets while hanging from satellite to terrestrial link. The C.4 graph represents thethroughput.
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C.1. Measurements using only NEMO protool

Figure C.1: RTP paket delay during handovers

Figure C.2: RTP paket throughput during handovers
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C. RTP paket delay and throughput measurements

Figure C.3: RTP paket delay during handovers

Figure C.4: RTP paket throughput during handovers
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C.2. Measurements with MCoA registration protoolC.2 Measurements with MCoA registration protoolThe C.5 trae shows the delay of 800 RTP paket aptured during a VoIP all with MCoAregistration mehanism implemented in the test-bed. The proedure followed to obtain theresults are the same used in setion 5.6.1. The C.6 trae depits the RTP paket throughput.

Figure C.5: RTP paket delay during handover with multiple CoA registration protoolIn that all simulation 2 pakets have been lost while hanging the point of attahment fromthe terrestrial link to the satellite one. During the handover from the satellite to the groundlink, 0 pakets have been lost.The C.7 trae shows the delay of 4500 RTP pakets aptured during a VoIP simulationall. In that ase, 5 pakets have been lost during the handover from terrestrial to satellite linkand 1 pakets while hanging from satellite to terrestrial link. The C.8 graph represents thethroughput.
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C. RTP paket delay and throughput measurements

Figure C.6: RTP paket throughput during handover using multiple CoA registration protool

Figure C.7: RTP paket delay during handover using multiple CoA
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C.2. Measurements with MCoA registration protool

Figure C.8: RTP paket delay during handover using multiple CoA
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