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SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

CHAPTER 1
1. Introduction

This introduction is intended to describe the objectives within the scope in which the
research has been developed and the organization of this Final Project.

1.1. Scope and objectives

The Final Project has been developed in the framework of the ESA’s Soil Moisture and
Ocean Salinity (SMOS) mission [1], during the development of Pre-Commissioning and
Commissioning phases. The first steps of this work were in September 2009 with the
Remote Sensing Laboratory group of TSC (Theory of Signal and Communications
Department) at UPC [2].

One of the main objectives of any mission is to obtain and provide stable and accurate
final products. So, a well-calibrated instrument provides the basis for stable and
accurate measurements. The calibration of any Earth Observation sensor is a key stage
which encompasses those tasks which are necessary to convert the raw measurement
data into science data. The characterization of the instrument is a requirement for the
development of the calibration activities. Characterization consists of the measurement
of the typical behavior of instrument performances, including subsystems, which may
affect the accuracy or quality of its response or derived data.

The aim of this Final Project is to perform a comprehensive temperature sensitivity
analysis of the instrument that is the SMOS payload. To do this, it is necessary to
characterize the Power Measurement System (PMS) included in each receiver over the
physical temperature. Additionally, the correlation phase related to the Local Oscillator
(LO) located in each segment of the instrument is also analyzed. PMS calibration
parameters (gain and offset) and the correlation phase (LO phase) are planned to be
periodically updated during the mission to account for possible instrumental drifts.
These parameters are tracked, initially on-ground and after in orbit, during the
measurement mode using their respective corrections to remove physical temperature
drifts.

1.2. Organization of the project

The report of this project is divided in nine chapters. In this first chapter the goals and
the scope of this work are exposed.

Chapter 2 is a brief introduction to the basic concepts of microwave radiometry needed
to understand the development of this work.

Chapter 3 gives an overview of the SMOS mission and the MIRAS instrument in order
to describe the context of the mission and the subsystems of the instrument.
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Chapter 4 is devoted to present in detail the calibration procedures of the MIRAS
radiometer.

Chapter 5 shows an analysis of the temperature drift experimented by some calibration
parameters (PMS gain, PMS offset and the receiver noise temperature) giving the
sensitivity values of these parameters to the physical temperature.

Chapter 6 illustrates the method to track the PMS offset in measurement mode using
several techniques like the heater offset correction and the temperature correction.

Chapter 7 is devoted to assess different strategies of the PMS gain track as the
temperature correction and alternative PMS gain track by periodic uncorrelated noise
injection.

Chapter 8 analyzes several techniques to track the Local Oscillator phases, using the

temperature correction and different methods based on interpolation.

Chapter 9 presents the conclusions reached with the completion of the Final Project and
the future work which could be done.

Finally, the sensitivity values are presented in the first appendix. The heater offset
correction values are summarized in the second appendix. This is completed by the list
of publications as presented in the third appendix.
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CHAPTER 2

2. Basic Concepts of Radiometry

Radiometry is a field of a science and engineering related to the measure of
electromagnetic radiation, i.e. the energy that all bodies emit due to be at a physical
temperature above 0 K or approximately -273.15 °C.

The instrument MIRAS located in the satellite SMOS is a radiometer. That is, it is a
passive instrument that collects the natural thermal emission of the Earth. In this sense,
this chapter describes the basic concepts of radiometry to give a grasp on the
fundamentals of its application to remote sensing [3] [4].

2.1. Brightness and power measured by the antenna

The power emitted by a body at a solid angle per unit area [W-sr*-m?] is called
brightness. The definition of the brightness for an extended source of incoherent
radiation area with a determined pattern is:

B(9,9) _R0.9) Eq. 2.1

A

where B(68,¢) is the brightness, A is the effective area that is radiating and F,(8,¢)
corresponds to the antenna pattern.

Receiving source

Fig. 2.1 Geometry for power received from an emitting source.

If it is considered the case shown in Fig. 2.1 of two lossless antennas separated a
distance R, oriented in the direction of maximum directivity with an effective area A

for the transmitting antenna and A, for the receiving antenna, being R large enough to
be considered constant power over a solid angle Q_, then the measured power by the

receiver antenna (P, ) is described by the following equation:
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P=S-A Eq. 2.2
In Eq. 2.2, S, indicates the power density and can be defined as:
S, =—% Eq. 2.3

Replacing Eqg. 2.1 and Eq. 2.3 in Eq. 2.2, the power measured by the antenna depending
on the brightness is:

P-B.A- D Eq. 2.4

The solid angle subtended by the transmitting antenna (€2, ) that it is observed by the
receiver antenna corresponds to the following expression:

Q, = % Eq. 2.5
So, the power measured by the antenna can be expressed as:
P=B-A-Q, Eq. 2.6

If the emitting surface is not observed by the receiver antenna in the maximum direction
of the radiation pattern, the diagram must be added:

dP = A -B(9,¢)-|F.(0.9) Eq. 2.7

In addition, if the brightness is not constant with frequency, it is defined the spectral
brightness density B, (6,¢) with the units [W-srt-m?.-Hz™]. The total power measured

by the antenna can be obtained by integrating Eq. 2.7 in bandwidth and space system:

P= % A Hff !j B, (6,9)|F.(6,¢)| dQdf Eq. 2.8

1. . ..
The term 5 in Eg. 2.8 takes into account that the antenna that presents a polarization

determined, only measures half the thermal power emitted if the source emission is
randomly polarized.
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2.2. Thermal radiation

As mentioned before, all bodies that are at a higher temperature above 0 K, emit
electromagnetic radiation.

According to quantum theory, each spectral line corresponds to the transition of an
electron from an atomic energy level ¢, to a lower energy level &,. Radiation occurs at

a frequency ( f ) given by the Bohr’s equation:

& =&

h

f= Eq. 2.9

where the parameter h corresponds to Planck’s constant.

Atomic emission is caused by a collision with another atom or particle. The probability
of emission is higher for atomic and kinetic higher energy densities. According to
Kirchhoft’s law in thermodynamic equilibrium, all the energy absorbed is re-emitted.

In the case of a blackbody (opaque perfectly ideal body that absorbs all incident
radiation of all frequencies) the radiated energy follows Planck’s law, so radiates
uniformly in all directions with a spectral brightness [W-sr*-m?.Hz'] which
corresponds to the following expression:

_2hf? 1

By 7 TR Eq. 2.10

In Eq. 2.10, f corresponds to the frequency [Hz], k; is the Boltzmann’s constant
(1.38:10% [joules-K™]), T,, is the absolute temperature [K] and c is the velocity of
light (3-10° [m-s]).

Stefan-Boltzmann obtains another expression for the total brightness by integrating Eqg.
2.10 on the whole spectrum, so that the brightness of a blackbody responds to the
expression:

) G'T4
By, = | B,df =T"“ Eq. 2.11
0

where the parameter o =5.673-10° [W-sr’m?.K™] is the Stefan-Boltzmann’s
constant.

Fig. 2.2 shows the brightness spectral density versus frequency for different physical
temperatures. The curves illustrate two variations of brightness with different
wavelengths.
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Fig. 2.2 Left: Brightness spectral density versus frequency for different physical temperatures. Right:

Approaches the Planck’s radiation law: the law of Rayleigh-Jeans (low frequencies) and Wien's law (high
frequencies) approximations at 300 K.

For high frequencies, Eq. 2.10 is reduced to the Wien’s law as follows:

B, == f%.e°™ Eq. 2.12

In the case of low frequencies the function approaches the Rayleigh-Jeans law. As
shown in Eq. 2.13, there is a linear relationship between spectral brightness density and
physical temperature:

2
B, = 21 Ks Ty = 2ks Ty Eq. 2.13
c? A°
2.3. Non-blackbody radiation. Brightness temperature and
emissivity
A blackbody, in thermal equilibrium, radiates all the energy it has absorbed and

therefore emits as much energy to a specific physical temperature. A blackbody is a
perfect absorber.

On the other hand, real materials (also called grey bodies) emit less power than a
blackbody because they do not necessarily absorb the entire energy incident on them.

In the case of a grey body, the brightness emitted depends on the direction B(#,¢) and
can be expressed as follows:

B(6,¢) = 2-%-@ (0, 9)- Af Eq. 2.14
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where T, is the brightness temperature and Af is the bandwidth.

The relationship between brightness of a material (B(&8,¢)) and the brightness of a
blackbody ( B,, ) that is on the same physical temperature is called emissivity (e(&,¢) ):

B(0.¢) _Ta(6.9)
B, T

e(0,¢) =

Eq. 2.15
ph

where B(0,¢) <B,, and 0<e(6,¢) <1.

The brightness temperature of a grey body expresses its emission properties (angular
dependent) compared with that of a blackbody. Since the brightness temperature of a
grey body is less than of a blackbody, the brightness temperature of a material is always
smaller or equal to its physical temperature. Therefore, the emissivity has value 0 for a
fully reflective material and has value 1 for a perfect absorber (blackbody).

2.4. Apparent temperature

The incident radiation upon an antenna from any specific direction may contain
components originating from several different sources: the radiation emitted by the
ground (Tg), the radiation emitted by the atmosphere and the radiation emitted by the

atmosphere that falls on the ground and that is reflected.

Apparent radiometric temperature (T, (6,¢)) is the blackbody equivalent temperature
distribution representing the brightness distribution (B (8,¢)) of the energy incident
upon the antenna.

B.(0, ) :iL;-TAP (0, 4)- Af Eq. 2.16

The brightness temperature (T, (€,¢) ) is related to the radiation received on a surface or

volume, while the apparent temperature (T,,(6,¢)) is related to the incident energy

received by the antenna. Only in the case where the losses of the atmosphere can be
considered negligible, the apparent temperature coincides with the brightness
temperature (T,, =T;) since the only contribution to the apparent temperature is the

radiation emitted by the surface.

As seen, the brightness’s distribution of a grey body can be expressed in terms of the
apparent temperature. Thus, taking into account the previous theory and Eq. 2.8 the
power received by the antenna can be expressed as follows:
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p:%.A.!‘Ij_E-TAP(H,¢)-Af-Fn(9,¢)-dQ Eq. 2.17

When computing the transfer function of the receiver, measuring the output voltage as a
function of physical temperature of a load placed at the receiver input, it is possible to
obtain the noise power (P,) which is proportional to physical temperature. If the
correspondence is done with the power supplied by the antenna to the receiver, it is
called radiometric antenna temperature (T,) such as an equivalent resistance to deliver

the same power:
P =P=k-T,-Af Eq. 2.18

Therefore, the antenna temperature can be expressed in terms of the normalized
radiation diagram of the antenna ( F, (8, ¢)) and its effective area (A ) as follows:

=25 [T 09 F0.9)-d0 cq 016

A passive radiometer is an instrument that measures the spontaneous electromagnetic
emission. This radiation is normally associated with thermal effect: the brightness
temperature.

Unlike other receivers, such as radar receivers that consider the radiometric antenna
temperature is a noise contribution, the radiometers obtain from this signal information
on the emission characteristics of the scene being viewed.

The next sections explain the main features of two different types of radiometers: real
aperture radiometers and interferometric radiometer by aperture synthesis.

This Final Project presents a study of how the temperature drifts affect different
calibration parameters of the first 2D interferometric radiometer by aperture synthesis
on board a satellite within the SMOS mission of the European Space Agency for the
observation of geophysical parameters of Earth.

2.5. Total Power Radiometer

So far, all microwave radiometers used for Earth observation have been real aperture
radiometers. The more simplified version of this type of radiometers is the Total Power
Radiometer (TPR).

A total power radiometer consists of an antenna connected to a superheterodyne
receiver with bandwidth Af and total gain G, followed by a power detector and a low-
pass filter (Fig. 2.3). The power delivered by the antenna is usually broadband noise
higher than the range of the receiver. The antenna receives the radiofrequency (RF)

8



SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

power emitted by the material observed and an RF amplifier (low noise) increases the
noise power of the signal acquired. The band-pass filter selects the desired frequency
band which is converted in the mixer. The signal is amplified before passing through the
power detector. Finally, it is necessary to use a low pass filter to average the obtained
voltage. In a total power radiometer, the output voltage is proportional to the noise
temperature of the system and can be written as:

Vout =k 'Tsys -Af Eq. 2.20

where T =T, +T, is the system noise temperature, T, is the equivalent noise

temperature measured by the antenna, T, corresponds to the equivalent noise
temperature of the receiver and Af is the bandwidth.

L L e e e ) Low-pass
Ps ' RF ampiifier IF ampifier 1 filter
|
> e {7
I Band-pass ; Sq;ia:'a Law
I filter: Af LO y detector
| PREDETECTION |

Fig. 2.3 Block diagram of a Power Total Radiometer.

In order to calibrate a total power radiometer is enough to measure the output voltage
corresponding to two noise temperatures at the input (cold load and hot load). So, a TPR
requires only external calibration (Fig. 2.4).

> Ta

Tc Tu
Fig. 2.4 Total Power Radiometer calibration using cold load and hot load.

Two important parameters that characterize the radiometric measurement are the
sensitivity or radiometric resolution and the accuracy. The absolute accuracy, that it is
the closeness of the agreement between the result of a brightness temperature
measurement and the true value, depends of the calibration strategies and the stability of

9
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the instrument. In contrast, the sensitivity or radiometric resolution of the measure can
be defined as the smallest change in temperature of antenna that can be detected at the
output of the radiometer. The desired sensitivity value is typically on the order of 1K.

The spatial resolution that can reach a radiometer is limited by the size of its antenna.
Measuring geophysical parameters such as soil moisture and ocean salinity (L-band)
requires high spatial resolution, and therefore the size of the antenna of a real aperture
radiometer to allow such resolution is not technologically viable.

2.6. Interferometric Radiometer with Aperture Synthesis

As mentioned above, the radiometry is concerned with measuring the radiation power
emitted by the materials. Interferometry is also addressing the measurement of the phase
information of this radiation. However, the spatial resolution requirements needed by
the scientific community would force to use radiometers with large antennas.

The interferometric called aperture synthesis is a technique in which the cross-
correlation between signals acquired from two or more antennas are measured.
Substantial reductions in the antenna aperture needed for a given spatial resolution can
be achieved with this technique. As a result, aperture synthesis has been the solution
that has improved spatial resolution with respect to the actual opening passive
microwave remote sensing instruments in space to obtain geophysical parameters as soil
moisture and ocean salinity which require observations at long wavelengths and,
therefore, large antennas.

An interferometric radiometer consists of an array of antennas. The output voltages of
different pairs of antennas are correlated and return the visibility function. From the
samples of this function, using image inversion algorithms, the image is reconstructed
obtaining brightness temperature maps of the scene. This type of radiometers require a
previous correction of the visibility samples before to external calibration as explained
in total power radiometers, since the interferometric radiometer by aperture synthesis do
not measure the distribution of brightness temperature but the samples of its Fourier
transform.

The American hybrid real and synthetic aperture radiometer ESTAR (Electronically
Steered Thinned Array Radiometer) on board an aircraft demonstrates the validity of the
1D aperture synthesis — 1D real aperture principle. The experiments indicate that a valid
image reconstruction and calibration have been obtained for this remote sensing
technique. In the nowadays, a European 2D interferometric radiometer by aperture
synthesis called MIRAS (Microwave Imaging Radiometer using Aperture Synthesis) is
used for the implementation of these measures within the SMOS mission.

10
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CHAPTER 3
3.  SMOS mission and MIRAS instrument

This chapter is devoted to explain the importance of the Soil Moisture and Ocean
Salinity (SMOS) mission and how it has been designed. The mission will demonstrate a
new technology in the Earth observation from space. A brief description of some
important parts of the instrument on board of SMOS satellite is presented.

3.1. SMOS mission

SMOS mission is the second Earth Explorer Opportunity mission selected in the
framework of the ESA’s Living Planet Programme [1]. This programme comprises a
science and research element, including different Earth explorer missions and an Earth
watch element. It has been designed to facilitate the delivery of Earth observation data
for use in operational services.

In the SMOS mission, the main objectives are to globally observe soil moisture over the
Earth's landmasses and salinity over the oceans for a period of 3-5 years with an
innovate technology on board a satellite, a Microwave Imaging Radiometer by Aperture
Synthesis (MIRAS). This is possible because both the moisture and salinity affect the
electrical properties of matter and the emissivity of any material based on these
properties. The MIRAS instrument is based on the moisture and salinity decrease the
emissivity of soil and seawater, respectively.

The goal of monitoring the continental areas is providing global measurements on soil
moisture in appropriate temporal-spatial accuracy and assiduity, controlling the
percentages of rainfall running the surface, filtering the land and evaporating and thus
becoming part of the atmosphere to carry out climatic, meteorological and hydrological
studies on a large scale. The objective in observing the marine areas of the planet is to
monitor oceanic circulation on a global scale, since the tracking of salinity allows
determining the course of water masses, and particularly, the circulation that depends on
density changes in water masses. Ultimately, the soil moisture and the ocean salinity are
key parameters in the characterization of atmospheric, oceanographic and hydrological
predictive models.

The SMOS satellite had been launched the 2" of November 2009 at 02:50 CET hour
(01:50 GMT hour) together with the PROBA-2 satellite (Fig. 3.1) using the Rockot
launch vehicle from the Plesetsk Cosmodrome in northern Russia [5], to a nearly sun-
synchronous orbit of 763 km, forcing an orbital period of about 100 minutes. This
means that the satellite will go around our planet 14.4 times per day and the revisit time
in any point on the Earth is guaranteed to be 3 days.

11
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Fig. 3.1 The SMOS and Proba-2 at the moment liftoff (Credits: ESA).

The theoretical design of the SMOS instrument and its subsystems has been
commissioned by different European universities, like the Aalto University School of
Science and Technology (TKK), in Helsinki, Findland, and the Universitat Politécnica
de Catalunya (UPC), Spain, by the Remote Sensing Laboratory Group (RSLab) from
the Theory and Signal Communication department (TSC) [2]. The receivers have been
manufactured by the Spanish company MIER Communications and the integration of
the different elements has been carried out by EADS-CASA Espacio.

The mission is being developed under the management of ESA in two areas: the
Satellite Operations Ground Segment (SOGS) and the Data Processing Ground Segment
(DPGS). The Centre National d'Etudes Spatiales (CNES) located in Toulouse, France, is
in charge of the spacecraft operations via an S-band station in Kiruna, Sweden. The
European Space Astronomy Centre (ESAC) is ESA’s centre for space science. It is
located in Villanueva de la Cafiada, close to Madrid in Spain, and hosts the science
operation centers for all ESA astronomy and planetary missions together with their
scientific archives. It is in charge of the data processing, where the payload data are
received via X-band. A consortium formed by different Spanish companies, like EADS-
CASA Espacio, GMV Aerospace and Defense and INDRA Espacio, and a Portuguese
company Deimos Space, performs data processing and validation. European
Universities and other institutions, among them the SMOS Barcelona Expert Centre on
Radiometric Calibration and Ocean Salinity (SMOS-BEC) [6] are also involved in the
data processing.

12
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3.2. MIRAS instrument

In this section the instrument architecture, the operating principle, the observation
modes and a description of some subsystems of the instrument involved to this project
are exposed.

3.2.1. Instrument architecture

The Microwave Imaging Radiometer using Aperture Synthesis (MIRAS) instrument [7]
is the single payload in the SMOS mission. It is a 2D interferometric radiometer with
aperture synthesis which is capable of measuring thermal radiation around 1.4 GHz (L-
band). This type of instrument has never been used before on board of a satellite.

The structure (Fig. 3.2 and Fig. 3.3) contains three deployable arms that form angles of
120° to each other forming a Y-shape, joined by a central nucleus or hub. The hub
measures 1.3 m in diameter being the dimensions with the three arms completely
extended up to 8 m in diameter. The satellite weights around 680 kg. Each arm contains
three segments and each segment contains 6 antennas distributed at equivalent intervals,
forming the 54 antennas. The hub has 15 antennas in a star configuration, making a total
of 69 antennas.

Fig. 3.2 Global vision of the MIRAS instrument (Credits: ESA).

The receiver known as LICEF (Lightweight Cost Effective Front-end) has a patch-type
antenna, with a beam width of approximately 70°. There are 3 elements named NIR
(Noise Injection Radiometer) that contain one antenna with two polarizations and two
special receivers, one for each polarization. The rest contains one antenna with also two
polarizations but only one receiver. In conclusion, there are a total of 72 receivers that
measure the Earth radiation emitted at L-band on the horizontal and vertical
polarizations.

The acquired signal is then transmitted to a central correlator unit, which performs
interferometry cross-correlation of the signals collected by each receiver pairs, giving

13
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the samples of the visibility function. From these samples of visibility maps, the

brightness temperature of the land and the oceans can be produced using a Fourier
Synthesis technique.

% T A
Fig. 3.3 Flight-model photograph in the clean room of EADS-CASA Espacio (Credits: ESA)

3.2.2. Operating principle

The operating principle of the MIRAS is the baseline [8][9] that is formed by two
antennas, two receivers and a complex correlator, as shown in Fig. 3.4:

b,
: Comple
I Qorrglat):)r
X
)‘A [Va<b b >

Fo G0 G,

antenna planes

Fig. 3.4 Outline of a baseline in the interferometric radiometer.

where G, and G; are the available power gains of the channels, H, (f) and H(f)
their frequency response, F,(6,4) and F;(0,4) the normalized antenna patterns and
b, (t) and b, (t) are the analytical signal extracted for each pair of receivers.

The antennas are situated in the plane XY and near the coordinate origin. The polar

coordinates (r, 8, ¢) and the direction cosines (& =sind-cos¢, n=sind-sing) are
defined.
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The autocorrelation and the cross-correlations of the signal at the receivers output can
be expressed as follow:

1 Eqg. 3.1

§<|bk(t)|2>:k|3'Bk’Gk'(T,Ak +TRK) |

1 Eq. 3.2

§<‘bj(t)‘2>:kB-Bj-Gj-(TAj T, ) |
Eq. 3.3

1 *

E<bk(t)-bj (t) =Ks Vi - /BB, -\[G, -G
being kg the Boltzmann constant, T, and T, the equivalent noise temperature of the
receivers k and j respectively, B, and B; the equivalent noise bandwidth
(B, :'fom|an(f)|2 df ), T, and T, the equivalent antenna temperature and V,; is the
visibility function.

The visibility function V,; is related to the distribution of brightness temperature T, of

the source in this way:

_ukj'§+ij'77
fy

Te(&m) =Ty, . 5
V(ukjlvkj) ! G -k (5177)’Fnj(9tv77)'rkj[

- j2r(ug &g )
= » 2 NdEdy Eq 34
\/Qk 'Qi Sufa \/1‘52—772 j
X, — X,
"I and

In Eq. 3.4, Q,and Q;are the equivalent solid angle of the antennas, u,; =

Vij = Y are the set of spatial frequencies, where the visibility function is sampled

(corresponding to the projections at X and Y axis of the distance between antennas
normalized at wavelength), F,(&,7) and F;(&,77) are the normalize antenna patterns
= ukj '§+ij n . . . .
and T i corresponds to the Fringe — washing function term. This term

0

is related to the differences in the frequency response of the filters in the two receivers
within the baseline.

In the ideal case, the antenna radiation patterns are identical. The effect of the spatial
decorrelation (Fringe — washing function term) is negligible and there are not errors in
the antennas situation. Therefore, the expression of the visibility function is modified to
the following:

Fu & TelEm)-T,,

Q, /1_52 _772

V(u,v)=F Eq. 3.5
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Now the visibility function is a special 2-Dimensional Fourier Transform of the
brightness temperature.

3.2.3. Observation modes

The MIRAS has two main operation modes [8]: the measurement mode, which
performs measurements of the instrument to compute, in final term, the brightness
temperature; and the calibration mode where various parameters are monitored and
corrected if necessary. The calibration procedures will be explained in detail in chapter
4. The instrument has two measurement modes depending on the antenna polarization:
dual-pol and full pol.

COR-1 —

HlHﬂ

Fig. 3.5 Measurement mode dual-pol. Left: horizontal-horizontal. Right: vertical-vertical.

In the dual-pol mode, the LICEFs measure alternately in different polarization. Each
LICEF has a switch that allows changing the polarization of its antenna. Nevertheless,
each NIR has only one polarization (actually, it has one antenna with two polarizations
but two separate receivers for each polarization). First, the two LICEFs are in horizontal
except the vertical NIRs, and after this, the LICEFs are in vertical mode (Fig. 3.5)
except the horizontal NIRs. This produces 2346 baselines from the receivers in the same
polarization (HH or VVV), with an additional three measurements from the NIR receivers
in the opposite polarization. In both cases the integration time is 1.2 seconds.

Dt<T W H |‘.f Tat2T H | W H v
:[o ' .
COR-1 » |
v '
¥
HiH; H.V,
2T<taT H v N AT<A<AT v
i[.
COR-1
|
A J
ViH: ViV,

Fig. 3.6 Measurement mode full-pol. Left top: horizontal-horizontal. Right top: horizontal-vertical.
Left bottom: vertical-horizontal. Right bottom: vertical-vertical.
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Using the full-pol mode, the timing cycle is based on an alternating four-epochs
sequence that was devised to measure all cross-correlations, including the correlations
between horizontal and vertical polarization as shown in Fig. 3.6. There are 8 steps in
the full-pol mode, because the instrument has three arms (HHH, HVV, VHV, VVH,
VVV, VHH, HVH, HHV). Of course, the NIRs keep their polarization in the 8 steps.

3.2.4. MIRAS description

In the following section different parts of the instruments will be described for better
understanding the MIRAS instrument operation [7][9][10].

3.2.4.1. Antennas

The LICEF antenna provides best performance in terms of gain, bandwidth and
differentiation of horizontal and vertical polarization components of incoming
microwaves. It consists of four probes implemented as pairs, which are rotated 90
degrees to each other to acquire the two different signal polarizations.

Multi-layer 'microstrip’ technology has been chosen for the circuit configuration. Each
layer is dedicated to one polarization. Each antenna weighs 190 g, is 165 mm in
diameter and is 19 mm high. The different layers are described in Fig. 3.7:

LICEF antenna

a) Carbon-fibre structure

b) Patch antenna

c) Feeding discs

d) Cavity floor to patch antenna

e) Alumninum spacer

f) Feed circuits (Multilayer microstrips on both sides of the grounding plane)

g) Aluminium spacer

Fig. 3.7 Different layers in the LICEF antennas.
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The operating wavelength is determined by the increase in the sensitivity of the
brightness temperature to soil moisture (ground) and to salinity (ocean) as the
observation frequency decreases. L-band (1400-1427 MHz) is used because it is the
lowest frequency with a protected band.

3.2.4.2. LICEF receivers

The function of the LICEFs is to measure the antenna radiometric temperature which
represents the radiation noise power delivered by the antenna to the receiver. It
generates 1-bit digital signal as detailed in Fig. 3.8 and this signal is transmitted to a
DICOS (Digital correlator system). A photograph of the LICEF is shown in Fig. 3.9.

Q0P

RF PATH 1404-1423 MHz IF PATH 8-27MH:z

,um:}m FRter FAMPPAD SIP FAPTFAM| | 0
NA _ P REFCLK
Switch
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] ' ~ g
B
uep ,
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c CRTP—
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i DC SUPPLY FILTERS AND RECULATORS I - sl L
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| from DC/DC: —_ Volsge Internal supply lines: | The PMS? sizmal willbe provided
13458V —pp S L — L HV, 433, 43,32V, | for the LICEF receivers intezrated
By Mode Filter || Mode Fikter || reulatars SV, 47V : e
1
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Fig. 3.8 LICEF block diagram (Credits: ESA).

The radiofrequency (RF) section is designed to minimize the noise figure and leakage
between receivers and to filter out any signal outside the protected radio astronomy
band between 1400 and 1427 MHz. Each LICEF has four possible inputs, the horizontal
and vertical antenna inputs (H and V), the calibration input for correlated noise (C) and
the input with the load for uncorrelated noise (U). The switch allows selecting one of
these inputs. An X-band filter is used to prevent interference from the satellite data
transmitter and undesired intermodulation products within the low noise amplifier, and
an isolator absorbs any backward noise generated by the low noise amplifier. A
bandpass filter achieves the required out-of-band rejection, particularly the image band.
A RF amplifier amplifies the filter output to drive the mixing stage.

The mixer, using a local oscillator (LO) frequency of 1396 MHz, shifts the RF band
down to between 8 and 27 MHz intermediate frequency (IF) band. A high-pass filter at
the LO input has been included to improve the mixer isolation from the LO port to IF
port in the intermediate frequencies and to reject thermal noise coming from the LO
input to avoid a nonsymmetrical noise figure in the I and Q branches. A band pass filter
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at the mixer output in I and Q removes out-of-band spurious signals of the
downconversion. An automatic level control circuit at the LO input ensures that the
power level of the LO at the input of the mixter remains constant.

A low-noise IF amplifier increases the voltage signal after the mixer. Also it reduces the
noise figure contribution of the IF chain. This is followed by a variable attenuator and a
slope corrector. The variable atenuator circuit is used for reducing the gain of the
receiver, for compensating gain variations with temperature if needed, for compensating
amplitude imbalances between | and Q channel of each individual receiver and also for
correcting amplitude deviations between the receivers. The slope corrector circuit
modifies potential severe deviations in the slope of the receiver response, thus
improving the amplitude similarity between receivers. Two additional IF amplifiers
condition the signal for the analog-to-digital converter that converts the analog signals
to 1-bit digital signal, detecting only the sign of the signal and outputs a low or high
digital level. Both digital signals are time-multiplexed before they enter to an electrical-
optical converter that sends them to the correlator.

Fig. 3.9 Photograf of LICEF antennna side (left) and bottom side (right) (Credits: ESA).

3.2.4.3. NIR receivers

The NIR is a polarimetric noise injection rediometer in L-band. There are three NIR
units situated in the hub, the central part of the MIRAS instrument. Photographs of one
of the NIR units are shown in Fig. 3.10.

Fig. 3.10 Photograf of a NIR it (left) and NIR controller unit (right).

The main purposes of the NIRs is to measure the full polarimetric antenna noise
temperature to provide a precise measurement of the average brightness temperature
scene and to measure the amplitude of the noise temperature level of the reference noise
source of the calibration system (CAS). Thus, NIR is the absolute amplitude reference
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of MIRAS. Furthermore, NIR incorporates operational modes that allow it to form
interferometric baselines (so-called mixed baselines) with other receivers.

Each NIR consists of one NIR controller unit, two LICEF receivers, one for vertical and
one for horizontal polarization, and phase stable RF cables that connect the controller to
the receivers, as shown in Fig. 3.11. The controller incorporates an antenna that receives
the target noise. The receivers of NIR are almost identical to the other receivers of
MIRAS. Also, the antenna is identical to those of the other antennas of MIRAS.

The functions of the controller are to inject reference noise into the two receiver chains,
regulate the amount of the injected noise to keep the system balanced with antenna
temperature or with the calibration noise from CAS, and control the Dicke switches of
NIR according to the selected operation mode.

CAS Reference to Be Calibratad

|—»{ Recetver V > PWRDaaV
] > 1B2LOwV_ ____
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1 d b
- I
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Fig. 3.11 Block diagram of the NIR units.

The NIR have different operation modes. The most important modes are: NIR-A mode
in which the average brightness temperature of the scene is measured, NIR-R mode in
which the NIR measures the two levels of CAS noise temperature and NIR-AR mode
that is used to calibrate the instrument looking to the cold sky.

3.2.4.4. Calibration subsystem and noise sources

The calibration subsystem (CAS) is based on a noise distributed network (NDN) that
provides a correlated noise source (NS) reference to calibrate the noise temperature and
the relative phase characteristics between the receivers. The NDN (Fig. 3.12) contains
three NS for each arm and one NS source in the hub that generate the two different
reference noise levels (hot and warm). The amplitude of the noise generated is
periodically calibrated in flight using the NIR receivers. All NS are duplicated (it have
the nominal one or the redundant one) in case of failure.

In the arms, a NS is located at each segment. Each one drives a one-to-twelve network
(1:2 x 1:6) for distributing the noise using power dividers (PD) for a set of 12 LICEFs
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with an overlap of 6 LICEFs so that every receiver can receive noise from two adjacent
sources, one at a time, except for the third section in each arm that only receives noise
from one source.

In the hub there is a one-to-eighteen network (1:3 x 1:6) for distributing the noise
generated by a single source simultaneously to all hub receivers. This noise is also sent
to the NIRs for accurate measurement of the noise temperature being injected.

Fig. 3.12 Distributed CAS system for arms and hub.

To determine the passive network characterization, it has been necessary measuring,
over the physical temperature, the generated noise level, the S-parameters of all
individual NS, the S-parameters of the PD, cables, etc, and combining the results in a
mathematical model to simulate the behaviour of the integrated network. Depending on
the physical temperature measured by the thermistors during calibration the S-
parameters will have to be linearly interpolated in temperature using the two closest
temperature values characterized on-ground. A photograph of the noise sources and
power dividers are below in Fig. 3.13.

Fig. 3.13 Noise source (left) and power divider (right) (Credits: ESA).
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3.2.4.5. Digital Correlator System

The digital signal produced by each receiver is transmitted by a dedicated optical link to
the digital correlator system (DICOS) whose function is to correlate the signals
produced by all the receivers.

Each DICOS is a XNOR gate whose the output only is 1 if the two inputs are equal, as
shown in Fig. 3.14. The correlation is measured accumuling its output during the
integration time at a given clock frequency of 55.84 MHz. At the end, the correlator
counts are read and the accumulator is reseated for the next integration. The correlator
counts (N.) means the number of coincident bits in the pair of receivers that form a

baseline. There are different combinations in phase and quadrature of each pair of
receivers and for each position of the switch. The correlations are performed at punctual
delays during measurement, and, in addition, at early and late delay lags during
calibration intervals.

1-BIT DIGITAL CORRELATOR

-1 Counter

=i

Fig. 3.14 Digital correlator scheme.

&

(

There are N Nf%_l) baselines. MIRAS has 72 receivers and therefore the number

of baselines is 2556, although only 612 baselines have a common noise source. N is

the maximum number of counts, which is a function of the sliding window of the
DICOS and the integration time used. For dual polarization the values is 65437 while
for full polarization mode it is 43625. The correlation units (c.u.) are defined as
normalized values multiplied by 10%, so their maximum value is 10* c.u.

In Fig. 3.15 a Correlator Control Unit (CCU) that comprises the instrument central
computer unit and the correlator units is shown.

| *

Fig. 3.15 Photograbh of Correlator Control Unit (Credits: ESA).
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3.2.4.6. Control and Monitoring Node and Local Oscillators

The Control and Monitoring Node (CMN) acts as a remote terminal of the CCU. Each
of the three arms contains three segments of six receivers. In each segment, there is one
CMN responsible of the control and monitoring of the signals. The hub is divided in
three sectors with a CMN in each sector. There are a total of 12 CMN’s in the
instrument.

The main functions of the CMN’s are the reception of commands from and sending to
the CCU, the acquisition of the physical temperature readings of the thermistors, the
acquisition of the voltages, the control of the LICEF polarization switch, the control of
the noise injection, the distribution of the thermal control actuations and the generation
and distribution of the Local Oscillator (LO) signals.

In each CMN is synthesized the frequency of 1396 MHz because there are one LO
phase-locked to a reference clock of 55.84 MHz as shown in Fig. 3.16. The design is
based on a sampling phase detector block in which the 25™ harmonic of the reference is
compared to a 1396 MHz LO provided by a Colpitts oscillator. It generates no clock
harmonics in the pass band of the instrument, which could fatally degrade its
performance.

CMN Local Oscillator
Board Assembly

Fig. 3.16 Photograph of CMN and LO (Credits: ESA).

3.2.4.7. Power Measurement System

Each LICEF has a Power Measurement System (PMS) to perform the power to voltage
conversion of the received signal.

The PMS circuit consists in a quadratic power detector based on a tunnel diode and a
low pass filter as integrator, as shown in Fig. 3.17. Its operation is equivalent to a total
power radiometer. It also incorporates a switch that selects between two reference
voltages (attenuated or non-attenuated).
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Fig. 3.17 Block diagram of the PMS.

In the scheme of Fig. 3.17, v, is the output voltage for each k-LICEF and it can be
approximated as follows:

A A
Vk =c;k '(TAk +Trk )—i_voffk Eq- 3.6

where v, is the PMS offset [V], G is the PMS gain [V/K], T, is the antenna

temperature [K] and TrkA is the receiver noise temperature [K]. Both the gain and offset

are parameters that are estimated in the PMS calibration which will be explained in
detail in chapter 4.

The system temperature (T, ) in antenna is defined below:

YSk

Tos =Tp +T. Eq. 3.7

SySy

The visibility samples are normalized to the system temperature, and therefore, it is
necessary to know the value of that parameter. For this reason, the calibrated PMS gain
and offset are required.

vV, =V

c _ 'k offy,

¥ = Ge Eq. 3.8
k

Although the PMS design could, at its simplest, be a single diode, considerable effort
has been invested in designing a PMS that is highly stable over a wide temperature and
dynamic range. Anyway, from different tests on ground and in flight, some thermal drift
in the PMS parameters has been detected, so it was decided to monitor this drift to make
a more accurate estimation of these parameters, as seen in chapter 5.

3.2.4.8. Thermal control system

The thermal environment will vary around the orbit and it is important to understand
both the intra-orbit and inter-orbit variations. The thermal control system [11] has been
designed to minimize the temperature differences between all receivers.
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The different temperature sensors distributed along the instrument acquire the physical
temperatures that are sent to the CMNs to switch on or off the heaters. Each heater is
controlled by their associated CMN. There are 12 heaters, one in each section of the
three arms and three more in the hub.

In this way the receivers shall be controlled at 22 +/- 0.25 °C in order to achieve the
maximum gradient specified of 6°C during the measurement modes. After examining
the measurements in flight, it was observed that the maximum gradient is around the
3.5°C, so it is within the range expected.
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CHAPTER 4
4. Calibration of MIRAS instrument

This chapter is devoted to explain the calibration procedures in the MIRAS instrument
to accomplish the scientific requirements set out in the SMOS mission. Since some of
the system performances of the instrument can change over time and with the
temperature drifts, MIRAS has to be calibrated in order to achieve the desired accuracy
in the SMOS final data products.

The MIRAS instrument is based on 2D-interferometry thus gets the brightness
temperatures from the visibility samples by means of Fourier synthesis technique. These
visibility samples are previously denormalized and corrected from instrumental errors
according the following expression:

A A
SySk - SYS;

A
V= ‘M, Eq. 4.1

i
where M, is the normalized complex correlations computed from the correlations

counts after the self-calibration procedure. T, and T/ are the system temperatures

SYSy sYs;
referred to the antenna plane of LICEF k and LICEF j, respectively. Gk‘j‘ is the Fringe
Wash function term also referred to the antenna plane.

To correct the visibility samples it is necessary the calibration of the instrument both in
amplitude and phase [12] [13] [14].

4.1. Amplitude calibration

When the amplitude calibration is mentioned, we refer to the T and T.. measured by

SySy SYS;
means of a PMS and ‘Gkﬂ the modulus of the fringe-washing term evaluated at the

origin. In this project, only the amplitude calibration of the PMS has been studied.

4.1.1. PMS calibration

The main objective is to calibrate the PMS in terms of gain (Gg,,s) and offset (v, ).

For a better understanding of the calibration procedure, a block diagram of a baseline
and the calibration system is shown in Fig. 4.1. Note that the calibration internal plane
(CIP), the antenna plane that includes the horizontal antenna plane (HAP) and the
vertical antenna plane (VAP) and the NIR plane are also shown in the scheme.

There are three types of calibration of the PMS: the internal calibration using the
correlated noise injection, the external calibration based on looking at a constant and
known target and the one-point calibration that it is a combination of the internal and
external signals. In both, the calibration is based on a lineal model of the PMS. The
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performance of the PMS used to denormalize the digital correlations in interferometric
radiometers is degraded due to its non-linear behavior. This effect in the PMS has been
studied and corrected [15].
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Fig. 4.1 Block diagram of a single baseline

o

4.1.1.1. Internal calibration

The internal calibration of the PMS, also called 4-points calibration method [14] [16],
occurs when correlated noise from the NS is injected through the NDN in the “C” port
of the switch. Hence, for each k-receiver and taking into accounts that all equations are
referred to the C plane (Fig. 4.1), the measured output voltage of the PMS (v, ), when

an equivalent system temperature (T, ) is presented at system input, is given by:

YSk

Vi =G¢ T + Vo, Eq. 4.2

Sysy

where TS can be split into two terms relating the equivalent system noise temperature

SYSk

T, and the external temperature T, , being T, =T° +T,

ext, ! T ext,
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If ngsk is the desired magnitude to be estimated, then only the gain (G ) and offset
(Vo ) are required, so it is necessary to have previously calibrated PMS because the

output voltage (v, ) can be measured:
Eq. 4.3

Note that in such cases where only differential knowledge of T_, is required, the T°
term is irrelevant since T —To = (T, +T°)— (T, +T,°) =T, — T, - Now, let's have
two known external temperatures T., and T, where Tg <T, . Hence Ty is so-

called warm temperature because corresponds to a low level of correlated noise and
Tgs, the so-called hot temperature because corresponds to a high level of correlated

noise. Now the overall system can be switched between two values of gain in the “C”
C
port: G (without attenuator) and G% (with attenuator) by means of a suitable
k

attenuator placed in the signal path at a point that it can be considered noiseless. Then,
the four PMS voltage measurements PMS are given by the following set of equations:

Vi, = Ve, T G, '(rcslk +Trkc) Noise source = WARM and attenuator = OFF Eq. 4.4
C C
Vo, = Vo, + G - (Tes, +T,7) Noise SOUrce = HOT and attenuator = OFF Eq. 45
Gy c .
Vg =V + L -(I'CSlk +T.) Noise source = WARM and attenuator = ON Eq. 4.6
— ch T TC ; - -
V, =V + L, ( cs, T T ) Noise source = HOT and attenuator = ON Eq. 4.7

The desired parameters can be obtained as follows:

vV, =V
C 2 L
G, T : T Eq. 4.8
CS, ~ 'CSy
V, ‘V, =V, -V,
Voffk — Kk k k Kk Eq 49
Vo, =V =V, Vg
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Note that in Fig. 4.1 the two equivalent noise temperatures T (warm) and T (hot) are

synthesized by the common external NS and delivered to the port “0” to be injected to
each LICEF through the NDN.

The equivalent external temperatures at the calibration plane of the LICEF units (ports
“k” and “j7) are T, Tos, » Tes, and T, , related to the temperatures in the port “0”
2% 2j 1

and the S-parameters of the NDN (S,,), and a term of noise related to the physical
temperature (T, ), only expressed in Eq. 4.10 and Eq. 4.11 for the port “k” (similar for
the port “5”):

Tes, = |Sko|2 g, +(l_|Sk0|2) “Ton Eqg. 4.10

Tcs2k =|Sk0|2 T, Jr(]-—|sko|2)'-|-phk Eq. 4.11

These temperatures are measured by the NIR; giving the equivalent external
temperatures at NIR plane Ty, and Ty, from the S-parameters between the port “0”

and the NIR port “1” of the NDN (S, ), introducing a term of noise in relation with the
physical temperature (T, ) too:

TN51 :|Slo|2 'Ts1 +(1_|810|2).Tph1 Eq. 4.12

Tys, =/Swl T, +@=[Sy[) Ty, Eq. 4.13

Using the expressions Eq. 4.10, Eq. 4.11, Eq. 4.12 and Eq. 4.13, the differences between
both equivalent external temperatures can be expressed as:

TCSzk _TCSlk = 2 '(TNS2 _TNsl) Eq. 4.14

Now combining the expressions Eq. 4.3, Eq. 4.8 and Eq. 4.14, the resulting system
temperature at the calibration plane is:

2
=V, [S
C k off )
TSysk - V. —v - 2 '(TNS2 _TNsl) Eg. 4.15
2 L |Slo|
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To obtain the system temperatures at the antenna plane, only is necessary a
transformation plane using the S-parameters corresponding to the switch (S ., S, .

Sy, ) and the antenna efficiency (7, , 7, )

2
S
H c ‘ LG
T =TS ——— Eq. 4.16
‘ tH | Tk,
Sie
v C LGy
Tsysk =Tsysk ’ 2 Eq. 4.17
‘ v | TN,

As it has mentioned before, it is necessary to know the gain and the offset to get the
system temperatures (Eq. 4.3). The PMS parameters have been computed in two steps:
centralized calibration and distributed calibration, which are explained in detail in the
next sections. Using the internal calibration, the correlated noise is injected to the
receivers first with the so-called “even” noise sources and then using the “odd” noise
sources (Fig. 4.2).

*source 0 *source 1
. .
source 2 *source 3
N -
source § *source 4
* source 8 *source 6
*source 7
A

FETITE I L T T Y,
24

Fig. 4.2 Noise source scheme for even sources (left) and odd sources (right).
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> Centralized calibration

The centralized calibration has been used for receivers in the hub except for those acting
as NIR (because the NIR is in the mode NIR_R and the PMS voltage measurement is
wrong). The offset for the k-LICEF into the hub has been computed using this formula:

h\,h hyh
Vo= Vo Vak — Vi Vak

off, h h h h
Vok = Vak = Vi +Vai

Eq. 4.18

with v}, being the voltage for warm NS and no attenuator, v}, is the voltage for hot NS

and no attenuator, v, is the voltage for warm NS with attenuator and v;, is the voltage
for hot NS with attenuator.

The gain at C-plane for the k-LICEF in the hub has been computed as:

h h
hC Vo — Vik

k = hC,C hC,C
| SkO |2 26 (I-SySNZ _TsysN ) Eqg. 4.19
6 N=1 |SNO|2

where v}, is the voltage for hot NS and no attenuator, v}, is the voltage for warm NS
and no attenuator, S,, are the S-parameters between port “0” and port “k”, S, are the

S-parameters between port “0” and NIR port “N”, T'““are the noise injection

Sysy
temperature measured by NIR when the switch are in the position hot and even source,
and finally, T/ are the noise injection temperature measured by NIR when the switch

SyS
are in the position warm and even source. The number “6” appears in the denominator
of the expression because is an average of the 6 NIR channels located in the hub.

> Distributed calibration

For the others receivers, the distributed calibration has been used as shown in Table
4.1. The offset voltage can be computed independently for each case. Its final value for
those receivers driven twice noise source (even and odd) is the average of both:

e e e e
Ve = VaiVai — Vi Va
off, = e e e e
‘ Vo = Vi — Vi + Vg
Vo Ve, — VOV
o _ 2k Y3k 1k V4K Eq. 4.20
VOffk 0 o q

(o] (o]
Vo = Vi — Vi + Vg

Y _1 Ve, +V°
off, —E off, off,
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The gain from measurements with odd noise sources for receivers in first section |-

LICEF and NIR receivers can be calculated as:

c _
sys,

G’

Vh_Voffh
Gy
_ Var =V
C,C cC
S0 [ N (Tos, ~Tos,)
= 2
O

Eq. 4.21

where T, is the system temperature at C-plane, v, is the voltage, Vg, COrTesponds to

sys,

the offset voltage and G’ is the gain of h-LICEFs with calibrated PMS. The number

“4” appears in the denominator of the expression because is an average of the 4 LICEF
already calibrated in the hub (all the receivers in the section which are not NIR).

HUB ARM A ARM B ARM C
Source number | g 1 2 3 4 5 6 7 8 9

1 1 7 13|25 31 37|49 55 61

2* | 2+ 8 14 |26 32 38 |50 56 62

3* | 3% 9 15 |27* 33 39 [51* 57 63

4 | 4 10 16 |28 34 40|52 58 64

515 11 17129 35 41|53 59 65

6 | 6 12 18 [ 30 36 42 | 54 60 66
g|l25| 7 13 19|31 37 43|55 61 67
g 26" | 8 14 20 | 32 38 44 | 56 62 68
€l27| 9 15 21 [33 39 45| 57 63 69
Q28|10 16 22|34 40 46 | 58 64 70
8120 [ 11 17 23 [ 35 41 47 | 59 65 71
@| 30| 12 18 24 [ 36 42 48 [ 60 66 72

YY1l om o on 1 om o on I m m

50*

51**

52

53

o4 * NIR-LICEF H input

2 ¥ NIR-LICEF V input

Table 4.1 Distributed noise injection.
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The gain from measurements with even NS for receivers in second section m-LICEF is
calculated as follows:

TC = Vi _Voff,
SYS, C
| G|
c_ Von V1m Eq. 4.22

m CC)

| SmO | 2 sysI sys,
S0 I

with TS being the system temperature at C-plane of I-LICEF in the second section of

sys,
each arm, v, is the PMS voltage and v, is the offset voltage of I-LICEF with calibrated

PMS. The number “6” appears in the denominator of the expression because is an
average of the 6 LICEF already calibrated.

The gain from measurements with odd NS for receivers in third section n-LICEF can be
calculated now:

-I-c _ Vm _Voff

SYSim C

Gm

Eq. 4.23
C _ V2n Vln d
n c c cC
|Sn0 I 3 (Mg, —Tss,)
m=1 2

|Sm0|

with TS being the system temperature at C-plane of m-LICEF in the third section of

SYSp
each arm, v, is the PMS voltage and v, is the offset voltage of m-LICEF with
calibrated PMS.

It must be pointed out that all receivers in the hub and in the first and second sections of
each arm are driven twice (for even and odd NS), while the receivers in the third section
are only driven once.

4.1.1.2. External calibration

The external calibration [17][18], so-called the absolute calibration is performed using
the deep-sky view. The galactic-noise brightness temperature is essentially constant in
both time and space with a value of about 3.6 K, comprising the 2.7 K for the cosmic
background and 0.9 K for the galactic background radiation. Therefore, the attitude of
the satellite is changed so that the instrument points toward the desired target. The
change in orientation is performed using a pitch rotation to obtain the inertial pointing.

Accordingly, the payload executes a periodic pointing to the deep sky in order to
calibrate the NIRs that act as reference radiometers in the internal calibration. During
these cold sky views the PMS unit is also switched between antenna (cold noise) and
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the port “U” to the 50 Q load (warm noise). If the front end is in thermal equilibrium
and perfectly matched, injecting uncorrelated noise by means of matched load is
equivalent to place a perfect absorber in front of the antenna at the same temperature
(Fig. 4.3):

1 4 y |
i
7 T L| 7 e Vi
P;’Ez Tp.‘_’i 1 .:" |. B
Antenna plane 7 U [S ] :
0 LICEF plane
- I
: 74 ]
' A :
i | W L] vk
1 Pnj Tpf’i 1_ [S] :l -|"_
ph ZO U i

LICEF plane

Fig. 4.3 LICEF/PMS front end scheme to illustrate the external calibration equivalence between
measuring by antenna with a perfect absorber (bottom) or measuring by the U-load (top).

When the switch is in the U-port (warm noise according to the top of Fig. 4.3), the
equivalent system temperature at C-plane using the Friis formula:

c 1_|SLU |2 Trec Tph1 +T"ec
= - . = Eq. 4.24
SYSwarM phy |SLU |2 phy |SLU |2 |SLU |2 q

being T, the physical temperature at the input of the U-port, T, corresponds to the
noise temperature of the receiver in the LICEF plane and S, is the S-parameter
between the port “U” and the output port of the switch.

To express the system temperature in the antenna plane only a plane translation is
necessary, taking into account the antenna efficiency (7, ) and the S-parameters of the

switch :

X |SLU |2 — Tphl +Trec
|SLA|2 “a |SLA|2 “Na

A _TcC

SYSwarm SYSwarm

Eq. 4.25

where S, is the S-parameter between the port “U” and the output port and S, is the
S-parameter between the antenna port and the output port of the switch.

35



SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

Similarly, when the switch is connected to the antenna port (cold noise according to the
bottom of Fig. 4.3), the equivalent system temperature at the antenna plane is:

TA =T

2
/% ﬂ T Tee
SYScoLp sky ph,

Eq. 4.26
A A ’|SLA|2 " A '|SLA|2

with T corresponding to the sky temperature and T, is the physical temperature at the
input of the antenna port.

If the warm and cold PMS voltages reading are written as:

A TA
Veop = Gk T, + Vst

SYScoLp

Eq. 4.27
A A
VWARM :Gk 'TsysWARM +V0ff
the PMS gain can be expressed for each k-receiver:
GkA _ Vwarm ~Veowo Eq. 428

_TA TA

SYSwarm SYScoLp

The difference between the system temperatures at the antenna plane can be obtained as
follows:

Tou—T
A A _ 'pht ph, _
TSySWARM _TSySCOLD - 77 +Tph2 TSky Eq 4.29
A

In the case that the radiometer front end is at a constant temperature, both the antenna
and the switch are at the same physical temperature (T, =T, =T,,), the difference

can be simplified as:

A AT
TSySWARM _TSYSCOLD _Tph TSky Eqg. 4.30

Based on this assumption, the PMS gain at the antenna plane results:

GA _ Vivarm ~ Veorp
=

T =T

Eq. 4.31
sky

This result has very important implications in the design of the calibration procedure

because it is far much simpler to place an internal matched load than design another
target with good return loss and constant temperature distribution.
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Moreover, the receiver noise temperature can also be computed in the antenna plane as:

Ve o " T —V, ~T
TRA: cob " 'ph T YwarRM " lsky Eqg. 4.32

Veorp ~ Viwarm

where the Ycoo and Vwarv  are the voltages with the offset subtracted.
» One-point calibration

Looking at the deep sky is a special maneuver and it is difficult to execute very often for
the satellite. Basing on some measurement of internal calibration and one measurement
of external calibration, we can obtain the PMS gain using, as in the previous case, the
measurements of PMS voltages when the switch are matched to the “U” port without
looking at the deep sky.

This method use the measurement of the PMS offset from the internal calibration and
the computation of the receiver noise temperature calibrated during the external views
at the deep sky. In this way, it is possible to obtain the PMS gain at the antenna plane
for each k-receiver as follows:

AL Vuk _Voffk (Tphk) £, 4.33
B~ TAMT N, T s
k TRk (Tphk ) +Tphk

where v, is the PMS voltage when the U-noise is injected, v (T, )is the offset from

the internal calibration, once a temperature correction has been applied (explained in
detail in the chapter 5), TR/: (T, ) corresponds to the receiver noise temperature in the

antenna plane also corrected in temperature and T, is the physical temperature of the
receiver.

4.2. Phase calibration

Phase calibration refers to the phase of the normalized complex correlation term M,

and the phase of the fringe-washing term G,;. In this project, only the fringe-washing
phase term has been analyzed.

4.2.1. Fringe-Washing term

The fringe-washing term evaluated at the origin is related to the differences between the
frequency responses of the filters of the two receivers forming the baseline (spatial
decorrelation effect). It can be measured by injecting two levels of correlated noise for
those 612 baselines formed by the receivers having a common noise source. For the
rest, to complete the 2556 baselines, an estimation of this term must be performed [19].
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First, this term is obtained at the calibration plane from the injection of hot and warm
noise:

’CC.CC_ C_’ClC_CC. C,
Gg _ Tsyszk Tsyszj Mka Tsysk Tsyslj Ivlkj Eq. 434

- SkO 'S;o '(Ts2 _Tsl)

being TS° and TS the system temperatures at C-plane with hot correlated noise

sysy SYS;

injection, TS and TS the system temperatures at C-plane with warm correlated noise

SYSy sys;
injection, M,gz and M,gl correspond to the normalized complex correlation with hot and
warm noise, respectively, S,, and Sj, are the S-parameters between the port “k” or *”
and the port “0”, in the second case complex conjugate, and Tg and T are the

equivalent temperature at the output of the NS for level hot and level warm,
respectively.

Substituting the expressions for the system temperature when hot and warm correlated
noise are injected (calculated from the PMS measurements) and the expression of the
external temperature difference (measured by the NIR), the final expression of GG term

at the origin yields:

C,C cC
Mka '\/(Vzk _Voffk)'(sz _Voﬁj)_Mkjl '\/(Vlk _Voffk)'(vlj _Voffj) |Sk0| ‘Sjo‘

G =
! \i(\/zk _Vlk)'(Vzj _Vlj) Sko Sjo

Eq. 4.35

This factor only depends on the quadrature corrected normalized correlation, the
linearity of the PMS and phase unbalance of the noise distribution (the amplitude and
phase of the CAS S-parameters are required).

A translation plane must be performed in order to have this term at the antenna. The
factor that takes into account this translation depends on the phase of S-parameters of

_ S _ S _ S
the switch, S, = “th g o TV S LS,

Sy, = : and the phase of the antenna in both
Su, | Su|

Sic,

polarizations (measured on ground, ¢, , 4, ):

G _GC'SLHk ‘SLH, RIS
[ ] S— S—*
e, Sl
] Eq. 4.36
G =G Ska SLVJ I(dy )
i =Gy S__S_Te
LC LC
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4.2.1.1. Phases in the Fringe-Washing term

If the frequency response of the receivers is very similar, as in SMOS, the term G, in
the calibration plane can be approximated by the product of two separable terms:

chj ~ gjejaj gkejak Eq. 4.37

where g;, g, correspond to the amplitude term of each receiver and «;, «, are the
corresponding phases.

The baseline phases («,) have been extracted computing the angle of Fringe Wash
term:

o, =arg(Gy) Eq. 4.38

The separable phases (o, and «;) have been estimated for each one of the calibration
sequences by applying matrix pseudo-inverse:

az]_ 1 _1 0 O oo O 0!1
Oy =0 — 0 Oy 1 0 -1 0 ... O a,
a,,=a,—a 1 0 0 -1 ... O a
B o =" : . Eq. 4.39
Qopqy = Oq1 — Qg . :
a7271 O 0 0 e 1 _1 0672

The matrix of this system has 612 rows (one for each baseline available- those formed
by receivers sharing at the noise source-) and 72 columns (one for each LICEF). The
left-hand side is a column vector that includes all the measured baseline phases. The
system is solved after an iterative procedure to deal with the phase wrapping in the
measurements ;. It must be taken into account that the rank of the system is 71 since a

constant phase term can be added to each single phase.

Therefore, when the absolute phases are estimated by computing the pseudo-inverse of
the matrix, the set of baseline phases always includes an arbitrary constant phase term.
From these results, memory track between consecutive calibrations is needed in order to
remove the remaining phase jumps. Once this change is introduced in the resolution, the
phase jumps disappear and the G, phase presents a smooth behavior between

calibrations as shown in Fig. 4.4.
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Fig. 4.4 Phase drift segment Al receivers solving directly the system of equations (left) after applying
memory track between consecutive calibrations (right).

Once the phases assigned to each receiver are known, the baseline phases can also be
estimated using a difference of the separable phases:

A detailed study about the local oscillator phases track is done in chapter 8 due this
calibration parameter has a very important impact in the visibility phases and therefore
in the imaging reconstruction.
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CHAPTER 5

5. Sensitivity analysis

In this chapter the temperature drift experimented by some calibration parameters will
be study like the PMS gain, PMS offset and the receiver noise temperature.

The objective of computing the sensitivity of these parameters over the physical
temperature is intended to achieve more accurate estimations in instants of time during
which the instrument has not a measurement of these ones.

5.1. General concepts of sensitivity

The temperature behavior of any parameter, let’s say A, has been modeled as a second
order polynomial in the case to take into account the non-linearity of the sensitivity:

A(Ty)=a+b-T, +c-T] Eq.5.1

Hence, the sensitivity versus the physical temperature is a first order polynomial
because is the derivate of parameter A as a function of temperature. The sensitivity is
expressed around 21°C reference in this way:

SA(Tph) =a,+fy '(Tph _21) Eqg. 5.2

where the coefficients are: o, =b+21-2-c and g, =2c.

The rationale behind this modeling is based on two assumptions: the absolute value of
A may have an error due to imperfect calibration and the sensitivity of A versus
temperature is independent of the exact value of A.

At » Calibrated
A,

¢+ Estimated
A,
A

Fig. 5.1 Estimation of parameter A at physical temperature Tphz atinstant t, .

Now, let’s assume that in Fig. 5.1 there are two calibrations of A at instants t, and t,,
where the associated physical temperature is T, and T, respectively, yielding the

41



SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

values A and A, respectively too. In order to estimate the value of A for an
intermediate instant t, at physical temperature T, there are some possible approaches
to take into account with the assumption of small temperature swings.

5.1.1. Case 1: The sensitivity is taken at 21°C

In this case, the coefficient £, is neglected and the sensitivity is taken constant and
equal to its value at 21°C:

5,(21°C) =a,

Eq.5.3
A(Tphz ) = A(Tm ) +a, -(Tphz ~T )

5.1.2. Case 2: The sensitivity is not taken at 21°C

In this case, parameter sensitivity is computed at the calibration temperature. Different
methods can be used.

» Simple estimation

If the calibration temperature is T,

Sa(To) =+ Bu-(Tp, —21)

Eq. 5.4
A(Tor, )= A(To )+ S (Tor ) (Tor, = Ton)
Instead of that, if the calibration temperature is T, :
SA(Tphg) :aA"‘ﬁA'(Tph3 _21) Eu 55
g. 5.

A(Tphz ) - A(Tphs )+ Sa (Tpha )'(Tphz _Tphg)

» Estimation at the middle physical temperature

If the calibration temperature is T, , the sensitivity is computed in the middle point

between T, and T :

_ Tphl +Tph2
ph, 2
Sa(Ty.) =0, + B, -(Tphu —21) Eq.5.6

A(Tphz ) - A(Tphl ) S, (Tphu ) '(Tphz ~ T, )
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Similarly, if instead of T, , T, is the calibration temperature:
T, +T
_ _bph ph,
Tph32 - 2
SA(Tph3Z) =a,+ [, '(Tphsz - 21)

A(Tphz ) - A(Tph3 )+ S, (Tphgz )-(Tphz ~T, )

» Estimation by weighted average time

Eq.5.7

In this case the sensitivity is computed at the temperatures related to the adjacent
calibrations in order to perform the weighted average time as shown:

[A(Tm ) +S, (Tphl )'(Tpm _Tpmﬂ (t=t,)+ [A(Tphs )+ Ss (Tpha )'(Tphz T )} (Lt Eq.5.8
t,-t

A(Tphz ) -

5.2. Large Space Simulator measurements

This campaign was aimed at characterizing the variation of calibration parameters and
overall performance with respect to changes in physical temperature (April 2007). In
these tests the instrument was fully deployed inside the Large Space Simulator (LSS)
that it is a vacuum chamber where temperature and pressure were varied and monitored
(Fig. 5.2). Only measurements of injected noise were performed.

Fig. 5.2 The MIRAS payload at ESA-ESTEC Large Space Simulator during the thermal
characterization of the instrument in spring 2007(Credits: EADS-CASA Espacio).
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From the LSS, two on-ground datasets have been used to characterize the sensitivity of
the calibration parameters:

» 2007-04-23T12-47-25-PFM-TV (so-called COLD-FUNCTIONAL)
This dataset has been acquired when the instrument has been cycled
approximately from 35°C to 10°C and then stabilized at this lower temperature
using the thermal control system.

> 2007-04-24T19-07-19 PFM_TV (so-called PFM-TV)
During the thermal test the instrument has been cycled from about 30°C to 22°C,
and then stabilized at this lower temperature, using the thermal control system
too.

The second dataset is the closest to the real conditions because both tests simulate the
vacuum in space but only the PFM-TV simulates the physical temperature stabilization
in-flight when the instrument will be in orbit.

5.3. PMS offset sensitivity

The PMS offset used to estimate the offset sensitivity has been computed by the 4-
points calibration method explained in detail in section 4.1.1.1 of this project.

The first estimation of the PMS offset sensitivity values has been provided by the
Spanish company MIER Communications. A preliminary study about the offset
sensitivity had been realized at UPC in 2007 using the LSS data [20].

5.3.1. First order correction

In February 2009, the offset sensitivity was estimated using the on-ground dataset
COLD-FUNCTIONAL. It has been computed in two temperature ranges: between 20°C
to 30°C and between 20°C to 25°C to compare and validate different temperature
sensitivity estimations [21]. At that time it was not yet known exactly what temperature
would be the instrument in flight and the temperature variation that is limited by the
thermal control system.

In both estimations, the offset calibrations are considered as a first order polynomial.
Following this assumption, the PMS offset sensitivity is defined as the slope of the
regression line for the offset measurements of each calibration depending on the
calibration temperature and for each k-receiver can be expressed as:

S =, = VOﬁk (Tphlk ) _VOﬁk (Tphok )

voffy Vot T T Eqg. 5.9

phy Phyi

where S, is the offset sensitivity (unique value «, [V/°C] for the entire temperature

voff,

range), Vo [V] is the PMS offset of the receiver , T, ~and T, are the physical

Phyk
temperatures [°C].
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Knowing the offset sensitivity and the offset at a calibration temperature, the offset at a
measurement physical temperature can be expressed in this form:

VOffk (TPhik ) = VOffk (Tpflok ) + Svoffk ) (I-phik _TphOk ) Eqg. 5.10

Being v . the PMS offset voltage of k-receiver, T the reference temperature, T .
offy phy phy

corresponds to the current measurement temperature and S_.. is the offset sensitivity.

voff,
PMS offset sensitivity in the 20°C - 25°C range for LCF-B-02 PMS offset sensitivity in the 20°C - 25°C range for LCF-A-03
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Fig. 5.3 Examples at the range 20°C-25°C of the linear regression in the PMS offset to compute the offset
sensitivity. Both plots show a clear linear trend.

PMS offset sensitivity in the 20°C - 30°C range for LCF-B-02 PMS offset sensitivity in the 20°C - 30°C range for LCF-A-03
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Fig. 5.4 Examples at the range 20°C-30°C of the linear regression in the PMS offset to compute the offset
sensitivity. Left: LCF-B-02 with clear lineal trend. Right: LCF-A-03 with beginning of saturation.

Some results are exposed in Fig. 5.3 (temperature range 20°C-25°C) and Fig. 5.4
(temperature range 20°C-30°C). Observing the plots the conclusion is that the
temperature interval to be taken into account is very important because if it is too wide,
saturation and no-linearity errors are larger (Fig. 5.4 right compared to Fig. 5.3 right).
On the other hand, if it is too narrow, there will not be sufficient measurements to
compute the correct sensitivity value (Fig. 5.4 left compared with Fig. 5.3 left). Note
that the plots are expressed in the units [mV/°C].
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5.3.2. Second order correction

To obtain better results, another estimation of the offset sensitivity has been computed
in March 2009. In this case, the same dataset has been used but the temperature range
taking into account is between the 14°C to 30°C [22].

If the PMS offset is estimated as a second order polynomial, the PMS offset sensitivity
is the derivative of the PMS offset respect the physical temperature and it will be a first
order polynomial, i.e., the sensitivity has a first order dependence with temperature. For
the k-receiver, the PMS offset sensitivity can be expressed as follows:

Sv Ton, ) =By (T, =2D+ e, Eq.5.11

offyc

For each receiver, the coefficient 3, [V/°C?] is the slope of physical temperature

increment respect 21°C and «, [V/°C] corresponds to the constant term.

Similarly as the previous, computing the offset sensitivity at T, —and knowing the

offset at a calibration temperature, the offset at a determined physical temperature can
be expressed in this form:

VOffk (l_phik ) = VOffk (Tpr'bk ) + SVOﬁk (Tphok ) ) (Tphik _TPhOk ) Eq' 5.12

Being v . the PMS offset voltage of k-receiver, T the reference temperature, T .
offy phyy phy

corresponds to the current temperature and S, (T, ) is the offset sensitivity computed

voff,

at the physical temperature T, (paragraph named simple estimation of section 5.1.2).
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-1763.5 -1764 i
+ £
. P
1o 4 **tf i -1765 * : _
o £ _—F $ 75
-1764.5 5 * ¥F 4{* * % L +*
* * j/*/j:p w4 -1766 * }#4{
-1765 F % *_F, ¥ ¥ F B
s e g s . s el s
£ -17655 T & %w . 2 1767 e
9 * o x =y
5t 1766 T i . s* 1768 A
>° ok Tk >° o +*
E3 * _— Y
-1766.5 ey v g
A 17691 o ol
R o ek Ry
e A 1770 o
-1767.5% ) *
*
-1768 -1771
14 18 22 26 30 14 18 22 26 30
Tonl*Cl TnlCl
Sv (Tph) = -1.6537e-002-(Tph-Zl"C)+2.l47Se-001 mV/°C Sv (Tph) = 2.7141e»002-(Tph-210C)+3.104Oe—001 mvV/°C
off off

Fig. 5.5 Examples at the range 14°C-30°C of the second order regression in the PMS offset to compute the
offset sensitivity. Left: LCF-AB-03. Right: LCF-C-01.

In Fig. 5.5 there are some graphics with examples. Observing the plots, the conclusion
is that taking a wide temperature range it is necessary a second order correction of the
offset with temperature.
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From this offset sensitivity, an offset track has been intended to realize. The on-ground
dataset used to track the offset is the PFM-TV. Fig. 5.6 shows the offset track in two
receivers. In both, the offset sensitivity (in the stabilized zone) is unable to follow the
offset calibrations. PMS offset calibrations have abrupt variations in the stabilized part
of the tests whereas the physical temperature varies slightly around a nearly constant

value.
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Fig. 5.6 Examples of offset track using the sensitivity of second order. Left: LCF-AB-03. Right: LCF-B-20.

The phenomenon mentioned above [23] can be observed in detail in Fig. 5.7.
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Fig. 5.7 PMS offset and LICEF physical temperature. Left: PFM-TV dataset. Right: COLD
FUNCTIONAL dataset.
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After this finding, the first idea was to think that the PMS offset sensitivity was not be
computed correctly and recalculate the PMS offset sensitivity by other methods:
Statistical method and using a Linear Regression in the part of the dataset stabilized in
temperature.

5.3.3. Statistical method

The PMS offset sensitivity has been recalculated by the Statistical method to obtain
other coefficients to track the offset in the stabilized part of the test PFM-TV (starting at
minute 300 to the end). The absolute value of the offset sensitivity has been computed
for each k-receiver as follows:

_ O-(Voffk )

Ha, |- Eq.5.13
offsTDy offsTDy O'(T oh, )

where the o (v, ) is the standard deviation for the PMS offset voltage from minute 300
to the end for the k-receiver and o (T, ) is the standard deviation for the physical

temperature at the same time interval. The sign is given by the sign of the alpha term
from the second order correction.

Fig. 5.8 shows the absolute value of the offset sensitivity comparison expressed in the
units [mV/°C] between MIER values, sensitivities of second order and the sensitivities
computed using Eg. 5.13. Using the statistical method (equis in blue), the sensitivity
increases considerably respect the Mier@21°C (crosses in black) and the second order
method (asterisks in red).

PMS offset sensitivity (value without sign) at 21°C
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Fig. 5.8 PMS offset sensitivity absolute value comparison: the black crosses are measured by Mier at

21°C, the red asterisks are the sensitivity from second order correction computed at 21°C and the blue
equis are the values computed by Statistical method.
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5.3.4. Linear regression in stabilized part

The PMS offset sensitivity has been recalculated by the Linear Regression method to
obtain other coefficients to track the offset in the stabilized part of the test PFM-TV
(starting at minute 300 to the end). In this part the PMS offset sensitivity has been
computed for each LICEF making the derivative of a linear regression of the offset as a
function of the temperature, resulting only the alpha term in the units [\V/°C] that does
not depend on the temperature:

S =« Eq.5.14

VoffLRK Voff|_RK

Fig. 5.9 shows the absolute value of the offset sensitivity comparison expressed in the
units [mV/°C] between MIER values, sensitivities of second order and the sensitivities
computed using Eqg. 5.14. Using the Linear Regression in stabilized part (equis in
green), the sensitivity increases considerably respect the Mier@21°C (crosses in black)
and the second order method (asterisks in red).
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Fig. 5.9 PMS offset sensitivity absolute value comparison: the black crosses are measured by Mier at
21°C, the red asterisks are the sensitivity from second order correction computed at 21°C and the green
equis are the values computed by Linear Regression in stabilized part.

Some examples are in Fig. 5.10. The values computed using the stabilized part of the
dataset, are not reliable since there is some hysteresis. For a given temperature, there are
until 4mV of difference in the PMS offset depending on whether the heaters are in state
on or off, as shown in the top plots. While it may seem that the points cloud has a clear
linear trend as it is shown in the bottom left plot, that does not happen for some
receivers, for example in the top plots. The bottom right plot represents a receiver in
which the temperature range is narrow (only 0.5 °C). The point’s cloud is sparse and do
not has a defined slope, which is not known whether the sensitivity calculation is
reliable.
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Fig. 5.10 Examples of Linear Regression method to compute the PMS offset sensitivity
(Svorr) to the physical temperature.

To rule out the computation of the PMS sensitivity by Linear Regression method and
Statistical method, an offset estimation has been represented in Fig. 5.11.
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Fig. 5.11 PMS offset estimation (top) and PMS offset error (bottom) respect the calibration measurements
(black) using the sensitivities computed by Linear Regression method (red) and Statistical method (green)
for the test PFM_TV.
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From both estimations it can be point out that the offset is not synchronized with the
physical temperature variations because the estimations are delayed in time respect the
calibration measurement. Moreover, the estimation by the Linear Regression method
does not produce the same height jumps and although the estimation by Statistical
method produces the same height jumps, the delay of the temperature respect to the
offset makes a greater error.
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Fig. 5.12 LICEF temperatures (left) and temperature variation (right) in the stabilized part of test
PEM_TV. In the right plot, the black line is LICEF average temperature, the red line is the maximum
variation in temperature, approximately 2.5°C (corresponding to LCF-A-03) and the blue line is the

minimum variation on temperature, approximately 0.4°C (corresponding to LCF-B-02).

PMS offset sensitivity computed by Statistical method apparently increases by a factor
~15 as shown in Fig. 5.8 and PMS offset sensitivity computed by Linear Regression
method apparent increases by a factor ~8 as shown in Fig. 5.9. This increment is not
real because the heaters in this part of the test are switching-on and switching-off and
the physical temperature varies slightly as shown in Fig. 5.12. An extensive study about
the heaters offset correction has been done in chapter 6.

5.3.5. First order correction in-flight

In 2010, after applying the manual fine tuning adjustment in the heater correction (see
chapter 6 for more details), the PMS offset sensitivity has been recomputed in-orbit data
using the dataset of 25™ April 2010 for all receivers, except the NIRs [24]. If the
physical temperature drift in an orbit is small enough (between 1°C and 3°C) and close
to 21°C to avoid having to approximate the offset with a second order polynomial, only
a linear regression is necessary, resulting only the alpha term that not depends of the
temperature in the units [V/°C]:

S =q, Eq.5.15

VOffFuGHTk VOffFuGHTk

Fig. 5.13 shows that the sensitivity values expressed in the units [mV/°C] from the
second order correction computed on-ground are distributed around zero to vyield,
approximately, a zero mean distribution. However, the sensitivity parameters estimated
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from flight data on 25th April 2010 are biased to negative values. This fact can be
clearly observed in the bottom plot where the difference between the sensitivities is
negative for most of the receivers.
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Fig. 5.13 Top: PMS offset sensitivity comparison between values of second order computed on
ground (blue asterisks) and values computed in flight. Bottom: PMS offset sensitivity difference
(values in-flight 25-04-2010 minus values second order correction on-ground).

The plots in Fig. 5.14 represent the offset as a function of the physical temperature and
the linear regression computed on-ground with only alpha term of the second order
method and in-flight with First order method. The slope of the regression lines is the
PMS offset sensitivity. Note that some receivers, for example the LCF-B-03 (top) have
a peculiar shape in the edges due to the transitions of the switching on-off or off-on in
the heaters are not abrupt.
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Fig. 5.14 Examples of the PMS offset as a function of the physical temperature and the linear
regression computed on-ground with alpha term computed in the second order method (blue line) and
in-flight with First order method (red line). The green points are the measurements when the heater
associated is OFF and the yellow points are the measurements when the heater associated is in ON.

5.3.6. Conclusions of PMS offset sensitivity analysis

As a conclusion, the PMS offset sensitivity to be used are the on-ground values
from the second order correction, but only the alpha term that does not depend on
the temperature because the physical temperature variation is really low and
closed to 21°C. The reason is that, in fact, it is the only estimation that is not
affected by the heaters behavior and the computation is done with precision. For
the moment these values, summarized in Appendix Table | (Appendix I:
Sensitivity values) are considered to be the most accurate and are being used in the
official SMOS Level 1 data processor. Also, if more accuracy is required because the
temperature variation increases or is away from 21°C, it is possible to modify the
software easily to include the use of the beta term in the estimation.
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5.4. PMS gain sensitivity

The first estimation of the PMS gain sensitivity values has been provided by the
Spanish company MIER Communications. A preliminary study about the gain
sensitivity had been realized at UPC in 2007 using the LSS data [20].

5.4.1. First order correction

In February 2009, the gain sensitivity has been estimated in two temperature ranges:
between 20°C to 30°C and between 20°C to 25°C using the on-ground dataset COLD-
FUNCTIONAL [21]. At that time it was not yet known exactly what temperature would
be the instrument in flight because the in orbit temperature variation is limited by the
thermal control system.

The PMS gain sensitivity Sgk expressed in the units [(V/K)/°C] is defined as the slope

of the interpolation line for the PMS gain of each calibration depending on the physical
temperature and for each k-receiver can be expressed as:

c _ Gfpk (Tph1k ) - G4Pk (TphOk )

Se. =g Eq. 5.16

where G4°Pk [VIK] is the PMS gain at calibration plane computed by the 4-points
calibration method of the k-receiver, Tphok and Tphlk [°C] are the physical temperatures

at two different calibrations. It is assumed that the gain is computed using the CAS
(NDN+NIR) as reference and it is calibrated with an absolute error AG,, .

Knowing the gain sensitivity and the gain at a calibration temperature, the gain in
measurement mode at a given physical temperature can be expressed in this form:

GélcP;< (Tphik ) = Gka (TphOk ) + Sé:k : (Tphik _TphOk ) Eqg. 5.17

being G4°Pk the PMS gain voltage of k-receiver computed using the 4-points calibration
method, T, the reference temperature, T, ~corresponds to the current temperature and
S is the gain sensitivity.

Two examples of the PMS gain sensitivities are shown in Fig. 5.15 and Fig. 5.16. Note
that in those plots, the sensitivity is expressed in relative units [%/°C] whereas in Eq.
5.17 the sensitivity is expressed in absolute units. The plots in Fig. 5.15 present more

clear lineal trend than the receivers shown in Fig. 5.16 where the temperature range is
wider and two effects appears: the non-linearity and the saturation in the edges.
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PMS gain sensitivity in the 20°C - 25°C range for LCF-B-12 PMS gain sensitivity in the 20°C - 25°C range for LCF-C-03
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Fig. 5.15 Examples in the range 20°C-25°C of the first order regression in the PMS gain to compute the gain
sensitivity at C-plane.
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Fig. 5.16 Examples in the range 20°C-25°C of the first order regression in the PMS gain to compute the gain
sensitivity at C-plane.

In summary, a second order correction is proposed to analyze the gain sensitivity from
PMS gain values computed without the CAS influence.

5.4.2. Second order correction

In March 2009, another estimation of the gain sensitivity has been computed. In this
case, the same dataset as before is used but the temperature range taken into account is
between the 14°C to 30°C [22].

The PMS gain is computed by one-point calibration method at C-plane because this
calculation is done without the intervention of the CAS and the errors associated:
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1R, — . 0.
Ty +Te
where v, [V] is the PMS voltage when the U-noise is injected, v, [V] is the PMS
offset voltage, T, [K] is the physical temperature during the U-noise measurement and
TRf [K] is the receiver noise temperature at C-plane computed using MIER data at 21°C
and corrected for temperature using the receiver noise temperature sensitivity at CIP
plane, also provided by MIER.

If the gain is estimated as a second order polynomial at C-plane for the k-receiver, the
PMS gain sensitivity is the derivative of the PMS gain respect to the physical
temperature and it will be a first order polynomial. For the k-receiver, the PMS gain
sensitivity can be expressed as follows:

S, (T ) =B, (T, —2D+arg Eq.5.19

where the coefficient A5 [(V/K)/°C?] is the slope of the increment of physical
temperature respect 21°C and the coefficient o [(V/K)/°C] is the constant term. Note

that the term « is the sensitivity around 21°C, which is the case when the term g is
neglected.

Computing the gain sensitivity at T, and knowing the gain at a calibration
temperature, the gain at a given physical temperature can be expressed as:

GlCPk (Tphik )= G1CPk (Tphok )+ Sgk (I—phok ): (Tphik _Tphok) Eqg. 5.20

being Gfpkthe PMS gain computed by the one-point calibration method, T, the
reference temperature, T, ~corresponds to the current temperature in measurement

mode and Sgk (T, ) is the gain sensitivity computed at T, .

In Fig. 5.17 there are two examples expressed in the units [(mV/K)/°C]. Observing the
plots it must pointed out that the second order correction becomes important if the
physical temperature move away from 21 °C and the gain sensitivity can vary
depending on the temperature range.

To verify the maximum temperature drift that the instrument undergoes along an orbit,
let’s wait for the data in-flight. This is to check if it is really necessary to use the second
order PMS gain sensitivity in the temperature correction.
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Fig. 5.17 Examples at the range 14°C-30°C of the second order regression in the PMS gain to compute the
gain sensitivity at C-plane. Left: LCF-A-04. Right: NIR-BC-01-H.

5.4.3. First order correction in-flight

In 2010, using the gain computed by the 4-points calibration method from the in-flight
datasets with the CAS correction [25] and the heater offset correction applied, the PMS
gain sensitivity has been estimated again. The physical temperature drift in an orbit is
small enough (between 1°C and 3°C) and close to 21°C to avoid having to approximate
the gain with a second order polynomial.

If the PMS gain is estimated as a first order polynomial, the PMS gain sensitivity is the
derivative of the PMS gain respect the physical temperature with the 09-02-2010 heater
offset correction (see chapter 6 for more details). For the k-receiver, the PMS gain
sensitivity can be expressed as follows:

C C
Se, =g Eg.5.21

3

where the agk [(VIK)/°C] is a constant term that does not depend of the physical

temperature.

The first dataset used starts the 24th of December 2009 at 00:00:25 to 27th of December
2009 at 07:56:29 [26]. The other dataset used starts the 20™ of April 2010 at 06:00:25
to 23" of April 2010 at 13:02:08 [27].

Fig. 5.18 shows two examples of the PMS gain sensitivity expressed in the units
[(mV/K)/°C]. Note that the differences between the gain sensitivity computed on-
ground and in-flight are small. Also for some receivers, as the LCF-A-03, LCF-B-03
(Fig. 5.18 right) and LCF-C-03, the measurements of the gain have a peculiar behavior
that produces a distribution showing memory effects (hysteresis) on the calibration
measurement points. In these cases, the gain when the temperature is increasing is
different to the gain when the temperature is decreasing. The PMS heaters correction
modifies a little the gain sensitivity, but the differences are negligible in terms of gain
and this correction is very important for the offset.

57



SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

PMS gain sensitivity LCF-A-09

PMS gain sensitivity LCF-B-03
1.095 T

T T 1.115 T
Measures Measures
. Second order 111 Second order [l
o % . X
109 0 . ° thhtwnhom heater correction Il 1.105 F"ghtwithout heater correction H
TS feoen . d Flight !
L X .J’_‘»‘ 09-12-2010 heater correction
- s e b EN8T°F So %, —
X 1.085 N & :.s‘.. N
> s . >
E 2 od E
) )
2 . z
o 108 Fove s o
o2 A i
S R
88 23 o’ {.s‘k PR Y
1.075 R s v o9 & ¢~ O R
IR OMALRT R TN :
e e S W
S K .
1.07 s . > 107
214 216 218 22 222 224 226 228 20.5 21 215 22 225 23
TonlCl T, Cl
Test data start: 24-12-2009 00:44:39 to 27-12-2009 07:56:29

Test data start: 24-12-2009 00:44:39 to 27-12-2009 07:56:29

Fig. 5.18 Examples of the PMS gain as a function of the physical temperature (green points) and the linear
regression computed on-ground with second order method using only alpha term (blue line) and in-flight with
First order method (black line and red line, without and with heater offset correction, respectively).

In Fig. 5.19, the plots present two examples of the PMS gain sensitivity from both days

in study. In this case, also the LCF-A-03, LCF-B-03 (Fig. 5.19 right) and LCF-C-03, the
measurements of the gain have hysteresis.
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Fig. 5.19 Examples of the PMS gain as a function of the physical temperature (green points) and the linear
regression computed on-ground with second order method using only alpha term (blue line) and in-flight with
First order method (black line and red line, 25-12-2009 and 23-04-2010, respectively).

The Fig. 5.20 shows a comparison of the PMS gain sensitivity expressed in the units
[(mV/K)/°C]. The gain sensitivity computed in-flight does not have the same values as
the sensitivity computed on ground (second order), but the difference in the values is
small and random. Only in some receivers, as the LCF-B-07, LCF-C-17, LCF-C-18 and
LCF-C-20, where the gain sensitivity is very small, the signal of the gain sensitivity in
flight (positive) is different from the gain sensitivity of the second order (negative).
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Fig. 5.20 Comparison of the PMS gain sensitivity. The asterisks in blue are the sensitivity of the second
order (only the alpha term), the asterisks in black and red are the sensitivity of the First order from
flight data 25-12-2009, applying or not applying the heater offset correction, respectively.

The Fig. 5.21 shows a comparison of the PMS gain sensitivity expressed in the units
[(mV/K)/°C]. Although the differences are very small, PMS gain sensitivities computed
from the 23-04-2010 are systematically higher. These differences may be related to
slightly different PMS gains due to the corrections in the software included since
December 2009: different CAS coefficients (because the arm A of the instrument
change the configuration) but same heater correction for the moment.
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Fig. 5.21 Comparison of the PMS gain sensitivity. The asterisks in blue are the sensitivity of the second
order (only the alpha term), the asterisks in black and red are the sensitivity from the First order in
flight data 25-12-2009 and 23-04-2010, respectively.
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5.4.4. Conclusions of PMS gain sensitivity analysis

PMS gain sensitivity computed from flight data on 23" April of 2010 has been
implemented because these values are summarized in Appendix Table I (Appendix
I: Sensitivity values) are considered to be the most accurate and are used in the
official SMOS Level 1 data processor.

To obtain the gain sensitivity at the antenna plane to apply the sensitivity directly at the
antenna measurements, only it is necessary a transformation plain using the S-
parameters corresponding to the switch (S, , S, , S, ) and the antenna efficiency

(774, » 1, ). Note that the temperature variation of the switch is considered negligible:

2

gh —gc . S, Eq. 5.22
Gy Gy 2
SLck
S 2
gY —g¢ AP Eq. 5.23
Gy Gy 2
S|_ck

5.5. Receiver noise temperature sensitivity

Previously to explain how the receiver noise temperature sensitivity has been estimated
a brief explanation about how the receiver noise temperature is computed it is presented
next.

The receiver noise temperature has been computed for the k-receiver at C-plane using
uncorrelated noise as follows:

C_ Vuk _Voffk T

R, c— Im, Eq. 5.24
GPMSk

where v, [V] is the PMS voltage when the U-noise is injected, v, [V] is the PMS
offset voltage, T, [K] is the physical temperature and Ge.. [V/IK] is the PMS gain

PMS,
computed at calibration plane.

To obtain the receiver noise temperature at the antenna plane, a transformation plane
only is necessary using the S-parameters corresponding to the switch (S , S, , Sy, )

and the antenna efficiency (7,, , n, ) :
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2 2
TH=T ‘SLCk _1|+T1C ‘SL Eq.5.25
Rk phk 2 Rk 2
- SLHk‘ M, - SLHk
S| S|
TV =T Sic ~1+TS el Eq. 5.26
Ry phy 2 Ry 2
UV Ska ™, - Ska

Another way to get the receiver noise temperature at the antenna plane is using the
external calibration has been explained in detail in paragraph 4.1.1.2 of this project.

The first estimation of the receiver noise temperature sensitivity values at calibration
plane has been provided by the Spanish company MIER Communications.

5.5.1. First order correction

The receiver noise temperature sensitivity STCR is defined as the slope of the interpolation

line for the measurements of the receiver noise temperature voltage of each calibration
depending on the calibration temperature [21].

In 2009, using the on-ground dataset COLD-FUNCTIONAL the receiver noise
temperature sensitivity has been estimated as follows:

¢ _ TRi (Tphlk ) _TR(i (TphDk )

S¢ =af = Eq. 5.27
TRk TRk T _-I-

phlk phOk

where STCR [K/°C] is the receiver noise temperature sensitivity at C-plane, TRf [K] is the
receiver noise temperature for each k-receiver, T, —and T, [°C] correspond to the

physical temperatures at two different calibrations.

As a result, the receiver noise temperature at given physical temperature knowing the
receiver noise temperature for other physical temperature can be expressed as:

Tri (rphik ) =TRCk T ph, )+ STCRk ‘(Tphik T ) Eq. 5.28

(3

being TRf the receiver noise temperature, T, is the reference temperature, T,
k Tk

corresponds to the current temperature in measurement mode and Sf; is the receiver
noise temperature sensitivity at calibration plane.

Fig. 5.22 shows an example of this estimation in the temperature ranges 20°C-25°C and
20°C-30°C. Note that the error in the receiver noise temperature sensitivity is high
(distance between the regression line and the measurement points) because to compute
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the receiver noise temperature it is necessary to know the gain at calibration plain. If
this gain is computed using the 4-points calibration method may have an absolute error
in the gain that yields an absolute error in the receiver noise temperature.

Receiver noise temperature sensitivity in the 20°C - 25°C range for LCF-B-20  Receiver noise temperature sensitivity in the 20°C - 30°C range for LCF-B-20

8 8

ATIK]
[oe] (2] £ N o N £ [e2]
X L
* '\
N
AT [K]
[e2] [2] B N o N S (2]
*
*
ok
*
\\*
.
.
.

N
o
N
o

21 22 23 24 25 22 24 26 28 30
T,0) T,(0)
S, =097246 [K/C] S, =090328 [K/C]

R R

Fig. 5.22 Examples at the range 20°C-25°C (left) and at the range 20°C-30°C (right) of the receiver noise
temperature first order regression to compute the sensitivity.

5.5.2. Conclusions of receiver noise temperature sensitivity analysis

It is assumed that the computation of the gain at calibration plane using the 4-points
calibration method may have errors caused by the CAS (NDN+NIR) and the influence
of the S-parameters. In addition the 1-point calibration method cannot be used because
the gain in this method has been computed using the receiver noise temperature
provided by MIER Communications [22].For all these reasons it was decided not to
estimate the receiver noise temperature sensitivity from the LSS measurements
and take MIER Communications data as ground truth that is expressed by a
unique constant value at calibration plane. These values are summarized in
Appendix Table | (Appendix I: Sensitivity values) and are used in the official
SMOS Level 1 data processor.

To obtain the receiver noise temperature sensitivity at the antenna plane to apply the
sensitivity directly at the antenna measurements, a transformation plain only it is
necessary using the S-parameters corresponding to the switch (S, , S, , S, ) and

the antenna efficiency (7, , m, ). Note that the temperature variation of the switch is
considered negligible:

2 2
S S
s :‘LZ_H s¢ . ‘ LG . Eq. 5.29
Rk . S Rk . S
T, ‘ LH, Ty, *|OLH,
Sie i [
v LC, c LC,
sy =l 148 . Eq. 5.30
v, "Ska ™, - Ska
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CHAPTER 6
6. PMS offset track

This chapter is devoted to analyze the PMS offset behavior with respect to the physical
temperature and other factors such as the switching-on and switching-off of the heaters.
The heater function is the thermal control of the instrument to hold the receiver
temperatures around 22°C when the satellite is in orbit.

6.1. Effect of thermal noise in the PMS offset

Fig. 6.1 shows the pk-to-pk and the standard deviation of two different datasets [23].
First datasets corresponds to stability measurements (test STABILITY 4) inside the
Maxwell anechoic chamber. Second dataset is acquired in the LSS (test PFM-TV) with
conditions of thermal vacuum.

Effect of thermal noise in PMS offset (Test: STABILITY 4) Effect of thermal noise in PMS offset (Test: PFM-TV @21°C)
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Fig. 6.1 Standard deviation (red asterisks) and pk-to-pk deviation (blue asterisks) of the PMS offset.
Left: test STABILITY 4. Right: PFM_TV (stabilized part).

The PMS offset has a standard deviation around 0.4mV when the test data have been
acquired inside the anechoic chamber (left plot). Instead, when the test data is a thermal
vacuum (translated to 21°C for avoid the oscillations in temperature) the standard
deviation is slightly above around 0.7mV (right plot). Regarding to the pk-to-pk
deviation, it is high in thermal vacuum (right plot) in comparison with the anechoic
chamber (left plot).

Therefore, the consideration is that the thermal noise in the offset is lower than 1mV
since in the thermal vacuum chamber is where you get an environment similar to the
space conditions.

6.2. PMS offset track with temperature correction

Before the launch of the satellite, the PMS offset has been tracking using different
sensitivity corrections [23] using the on-ground dataset PFM-TV.
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6.2.1. Estimation with offset second order sensitivity

The sensitivity used to track the offset is computed using a second order polynomial
(section 5.3.2) and estimated at the middle physical temperature (for more details see
section 5.1.2).

PMS offset estimation for LCF-A-06 PMS offset estimation for LCF-B-20
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Fig. 6.2 Top: PMS offset tracking in the stabilized part of the test using the second order sensitivity.
Bottom: physical temperature variation.

The results showing the stabilized part of the test, from the minute 300 to the end, are in
Fig. 6.2. Note that the offset estimation with the sensitivity does not track the offset
measurements in any case. The offset measurements variations are very abrupt and the
offset track with sensitivity does not follow these jumps.
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Fig. 6.3 Top: PMS offset tracking for the entire test using the second order sensitivity. Bottom: physical
temperature variation.

For this reason, in Fig. 6.3, the plots show the entire test data to check if the sensitivity
values are wrong. Note that in the initial part of the test, where the physical temperature
has a high variation, the offset estimation can be tracking the measurements. Instead, it
Is not possible to track the offset in the stabilized part due the abrupt jumps using the
offset dependence with the physical temperature.
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From these results, it is not possible to make an offset estimation with the required
accuracy (be within the limits of thermal noise), so other offset estimations have been
tried in the stabilized part (1£2°C physical temperature drift) because the instrument
will has a similar behavior in orbit.

6.2.2. Estimation with offset Statistical method sensitivity

In this case the sensitivity used to estimate the offset is computed by the Statistical
method (explained in section 5.3.3).

Some plots are shown in Fig. 6.4. It can be observed that once the offset has been
corrected, the PMS offset estimation tracks well the magnitude of offset jumps but there
is some misalignment between the offset calibrations and the offset estimation (top
plots) that produces an error greater than the offset thermal noise (bottom plots). So, in
conclusion it is not a good offset tracking.
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Fig. 6.4 Top: PMS offset tracking for the stabilized part using the sensitivity computed by Statistical
method. Bottom: PMS offset error.

6.2.3. Estimation with offset Linear regression in stabilized part
sensitivity

The sensitivity used to track the offset is computed by Linear regression in stabilized
part of the dataset (section 5.3.4).

Some examples are presented in Fig. 6.5. Note that in this case the offset jumps
correction is lower than the abrupt jumps in the offset measurements (top plots). Also
there is some misalignment that produces an error greater than the offset thermal noise
(bottom plots). As conclusion, this offset tracking is also ruled out for not conforming to
the requirements.
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Fig. 6.5 Top: PMS offset tracking for the stabilized part using the sensitivity computed by Linear
regression in stabilized part method. Bottom: PMS offset error.

6.2.4. Preliminary conclusions

To determinate the PMS offset sensitivity correctly at least a variation in physical
temperature drift of a few degrees is required, something that is not possible in the
stabilized part of the test PFM-TV used in the Statistical method and the Linear
regression in stability part. The PMS offset second order sensitivity has been correctly
calculated but the abrupt variations in the absolute offset values have been caused by
the switching-on and switching-off of the heaters.

6.3. PMS offset track with heaters correction

During the investigation a way to predict the PMS offset using the state of the heaters
has been tried to find. It is supposed that the offset has a high value when the heater is
in state off and has a low value when the heater is in state on, but the offset has an
unexpected and unknown delay of approximately one calibration time respect to the bit
of the heater.

To study the heaters effect, every receiver has been assigned to a single heater. In the
case of the receivers in the arms, the correlation between the change in the heater signal
and the offset effect is clearer than the receivers in the hub. The Table 6.1 presents the
correspondence between the heater number and the CMN segment.

66

Heater Heater
CMN-H1 1 CMN-B2 7
CMN-A1 2 CMN-B3 8
CMN-A2 3 CMN-H3 9
CMN-A3 4 CMN-C1 10
CMN-H2 5 CMN-C2 11
CMN-B1 6 CMN-C3 12

Table 6.1 Correspondence between the heater number and the CMN segment.
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In the arms the heater assigned to each receiver is the heater that belongs to the same
CMN. Instead of that, in the hub the assignment is more difficult because the
corresponding heater is not pertaining to the same CMN as the receiver.

Physical temperature LCF-AB-03 Physical temperature LCF-AB-03
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Fig. 6.6 LCF-AB-0 located in the segment H1. Left: dataset COLD. Right: dataset PFM-TV. Top:
Physical temperature variation (black) and possible heater signals
(red: heater 1 2H1; blue: heater 5-2H2; green: heater 9 > H3).

A preliminary assignment has been done using the dataset COLD and dataset PFM-TV
with a detailed observation of the first switching-on of the heaters located in the hub and
comparing with the offset jump and the physical temperature variation. Note that in this
example (Fig. 6.6), the heater 5 (blue) is ruled out because the first signal change is after
the offset jump and the temperature increase. The heater 1 (red) also is ruled out
because the first signal change is much earlier in time (around 20 minutes) than the
offset jump and the temperature increase. The heater 9 (green) is the assigned (heater
located in the CMN-H3).
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Fig. 6.7 Example of the delay in the PMS offset LCF-A-19 located in the segment A3.
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Fig. 6.7 shows an example of the delay in the PMS offset. Note in the top plot that the
effect of the heaters is most important that the temperature variation, because the offset
represented at physical temperature (black color) oscillating between 22.8°C and 23.6°C
and the offset represented at 21°C (green color) differ in less than 0.5mV. The heater
state (blue color) only marks on in high value (offset mean+1mV) and off in low value
(offset mean-1mV). The delay respect to the heater state can be observed. The heater
change (pink color) marks if during a calibration event steps in state on and steps in
state off are mixed. In the bottom plot, the physical temperature (red color) has been
represented with the heater state and the heater change similar as before.

6.3.1. Heaters correction on-ground

After the satellite launch, various heater offset corrections have been computed on-
ground to find the better solution to remove the offset jumps effect. The first, without
taking into account the delay between the offset jumps and the heater signal and the last
using a delay of one long calibration sequence time (around 2 minutes) because in June
2009 datasets with only commanding the PMS calibration steps (with measurements
closer in time) were not available.

6.3.1.1. Offset jumps without delay

Since the real cause of the delay between the offset jumps and heater signal state is
unknown, the first estimation of the heater correction has been done without considering
the delay, obtaining the offset jumps (Av,, ) for each k-receiver as follows:

AVyy =V (HEATER, )~V (HEATER ) Eq. 6.1
where v, (HEATER,,) corresponds to the offset average value when the heater during

this calibration is only in state on and v, (HEATER,:.) is the offset average value
when the heater is only in state off, discarding the calibration events with mixed states.

Offset estimation LCF-A-10 with heater 3 (Test: PFM -TV)
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Fig. 6.8 On-ground PMS offset estimation LCF-A-10 using the offset jumps computed without delay and
the second order sensitivity
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One example is shown in Fig. 6.8. It has been represented using the offset jumps
computed without delay and once the temperature correction has been applied. It can
see clearly as the offset jJumps are lower in magnitude than the real offset jumps from
the calibrations. This estimation is not enough accurate to track the offset.

6.3.1.2. Offset jumps with delay

Note that the offset track is not possible without considering a delay. In this case the
delay applied to the heater state is 1.9 minutes (the time between 2 long calibrations)
due to the non availability of frequent calibrations in the datasets. The PMS offset

jumps (Av,; ) can be obtained for each k-receiver as follows:

AVot‘fk = Vof'fk (HEATERdeIayedON ) - Voffk (HEATERdeIayedOFF ) Eq. 6.2

where Vi, (HEATERdeIayedON
delayed and in state on and v, (HEATER,,....) being the offset average value when

the heater delayed is off, discarding the calibration events with mixed states.

) is the offset average value when the heater assigned is

Offset estimation LCF-A-10 with heater 3 delayed 1.9 min (I'est PFM -TV)
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Fig. 6.9 Offset estimation LCF-A-10 on-ground using the offset jumps computed with delay of 1.9
minutes and the second order correction sensitivity.

The same example as before is presented in Fig. 6.9. Note that in this case, the offset
jump in the correction is higher and the offset estimation tracks better the calibration
measurements than in the previous case (without delay).

6.3.1.3. Preliminary conclusions

A delay between the offset jump and the heater state is present in the on-ground datasets
but the cause is unknown at this moment and it is still unknown whether the delay is the
same for all receivers.

The jumps in the offset are present due to the thermal control system that really takes a
lot of power to heat the receivers and this should affect the polarization of the circuits.
As there is a very critical interface for carrying the DC out of the PMS to the CMN it
probably changes some mV in the offset when the heaters are switching on or off.
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Then, it is necessary to wait for the datasets in-flight to check if the same circumstances
occur and develop an algorithm to estimate the delay and the offset jumps.

6.3.2. Heaters correction in-flight

The main objective in 2010 is analyzing the PMS offset behavior related to the signal
heater in datasets in-flight to estimate the delays and the offset jumps using the
corresponding signal heater delayed.

The datasets used are PMS offset variation versus heater sequence dated the 9" of
February 2010 from 03:00:32 to 12:59:55 and dated the 25" of April 2010 from
16:02:12 to 26™ of April 2010 00:00:23. The special sequence contains the four steps
with the injection of correlated odd noise required to compute the offset by the 4-points
method in all receivers, except in the NIRs because the sequence does not work
properly. The resulting sequence is detailed in Table 6.2.

PMS offset variation versus heater sequence
Step | Epochs Correlated noise Attenuator LICEF PMS
odd source

1 1 WARM L1 Vs
2 1 HOT L1 0

V4
3 1 WARM LO .

Vl
4 2 HOT LO o

V2

Table 6.2 PMS offset special sequence steps.

For this reason, in the case of the NIRs the datasets used are Short sequences (with a
longitude of eleven epochs) dated from the 24™ of December 2009 0:00:25 to 25™ of
December 2009 15:56:40 and from the 20™ of April 2010 06:00:25 to 21 of April 2009
22:00:03.

6.3.2.1. Offset jumps and delay from PMS offset vs heater special sequence

For all k-receivers, the PMS offset delay has been estimated computing the correlation
between the PMS offset and the signal heater [28][29] (using a method proposed by
EADS-CASA Espacio):

clz], =iFFT[FFT (v, )-FFT  (heater)] Eq. 6.3

where c[z] is the correlation, FFT (v, ) is the Fast Fourier Transform of the PMS

offset, FFT (heater) is the conjugate of the Fast Fourier Transform of the heater signal
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associated with each LICEF in the central epoch of the sequence (for the offset special
sequence is the third epoch (Table 6.2) and for the short sequence is the sixth epoch
[13]) and iFFT corresponds to the inverse Fast Fourier Transform.

Using the correlation, the delay is the position [z ] of the first maximum in absolute
value (because the PMS offset is negative). If the special sequence is used to compute
the delay in epochs it is necessary to multiply the position by five (length of the special
sequence in epochs). If short sequences are used the delay in epochs has been computed
by multiplying the position by 0.56 minutes (the time between two short calibrations)
and dividing by 0.02 minutes (the time of one epoch).

The delay for each receiver has been represented in Fig. 6.10 using the correction
computed using the dataset 09/02/2010 and the dataset 25/04/2010. For some receivers,
the assigned delay is zero because the offset is not correlated with any heater signal.

PMS Heater offset correction PMS Heater offset correction ( Delayww2010 - Delayog/02/201o)

450 T T T T 80
¥ *  correction 09/02/2010
400 correction 25/04/2010 60
350 *
* 40
— 300f = - "
@ + < 20
3 3 * e * s *
%250 & ol +* ok A + "
Z 200 BOFL[rr . PR AT
© * [ * + o+
o o -20
150 T ¥ e <
+ % FHE Fx ’r* Ear S e R LK
w0f 5 F AR R0t #e WD 40
50 -60
* o+
0 -80
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
Receiver number Receiver number

Fig. 6.10 Left: Delay in epochs with the correction values from 09-02-2010 (blue asterisks) and with the
correction values from the 25-04-2010 (green asterisks). Right: Difference of the delay in epochs between
both datasets.

To estimate the PMS offset jump for each k-receiver, the signal heater delayed is used
and the offset jump is computed [28][29] as follows:

(heate elayed) V (heate Slj;ed) Eq' 6.4

OﬁPMSk

being Av, the jump, Vv (heate elayed) is the offset mean value of the calibrations

when the heater delayed is on and v (heate ‘zged) corresponds to the offset mean

value of the calibrations when the heater delayed is off. Note that the heater signal
corresponds to the heater of the center epoch in the calibration sequence.

The jumps have been represented in Fig. 6.11. For those receivers which are not
correlated with any heater signal, the PMS offset jump is set to zero.
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Fig. 6.11 Left: Jump in mV with the correction values from 09-02-2010 (blue asterisks) and with the
correction values from the 25-04-2010 (green asterisks). Right: Difference of the jump in mV between both

datasets.

To compare the application both PMS offset corrections, the rms error and the pk-to-pk
error have been represented in Fig. 6.12 and in Fig. 6.13. In both plots, the standard
deviation (left plots) with the correction values from the 09-02-2010 is very similar than
the correction values from the 25-04-2010. The rms error decreases considerably when
the heater offset correction is applied to the PMS offset special sequence and also for
the long sequences, being in both cases around 1mV. The pk-to-pk error decreases a
little in the long sequences and in the PMS offset special sequence increases.
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Fig. 6.12 PMS offset standard deviation (left) and pk-to-pk deviation (right) of the PMS offset special
sequences without correction (red asterisks), with the correction values from 09-02-2010 (blue asterisks)
and with the correction values from the 25-04-2010 (green asterisks).

When the Heater offset correction is applied there are two kinds of bad corrections:

» The offset jumps but correction is not applied yet: error = +Vjump

» The correction is applied but the jump has not occurred yet: error = -Vjump.
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These effects are not appreciated in the long sequences because the time between
calibrations is greater. However, since the performance of the instrument is based on its
large capability for averaging errors (both in time and in direction), the plot to be
considered is the one giving the rms error after the correction. This shows that the
heater correction reduces rms error to the thermal noise level.

5 PMS offset correction vs heater -> rms PMS offset correction vs heater -> pk-to-pk
4 T T T T 7
22 | - s
2 —+— without correction Ll 6 S+ Jnr
—+— correction 09-02-2010 55 —+— without correction
18 correction 25-04-2010 || | —+— correction 09-02-2010
16 }“ 5 i I correction 25-04-2010 | |
Il 4.5 “Z& “ ‘
I S | | |
| | £ | I Tf
T \‘\“‘

Receiver number Receiver number
Test data start: 02-03-2010 13:10:37 to 02-03-2010 14:47:37 Test data start; 02-03-2010 13:10:37 to 02-03-2010 14:47:37

Fig. 6.13 PMS offset standard deviation (left) and pk-to-pk deviation (right) of the 45 long sequences
without correction (red asterisks), with the correction values from 09-02-2010 (blue asterisks) and with
the correction values from the 25-04-2010 (green asterisks).

In Fig. 6.14 two examples of PMS offset are shown: near 5000 offset special calibration
sequences (top plots) and 45 long calibration sequences (bottom plots). The effects of
the bad correction are not present in the long sequences due to the averaging of several
epochs. However, in the special sequences it is present because it has only five epochs.

The application of this correction in the software to processing the datasets is done
specifically at the PMS voltages level since the offset is computed from the PMS
voltages and it is the same that apply the correction directly to the offset (v, ) :

B (v2k +AVyy ) (v3k + AvOffk )— (v1k + AV ) (v4k + Avoffk )

+ AV

off, Eq. 6.5

o - (Vo + AV )= (Vy + AV )= (v, + AV )+ (V3 +AVy, )

with v, being the voltage for warm NS and no attenuator, v, is the voltage for hot NS

and no attenuator, v, is the voltage for warm NS with attenuator, v, is the voltage for

hot NS with attenuator and Av,, corresponds to the offset jump correction.

In conclusion, the heater correction is very stable in time. The differences between the
two data sets in PMS offset rms error after the correction is negligible and rms deviation
resulting after both corrections is in the level of thermal noise. The fact that pk-to-peak
deviation increases in the special calibration sequences means that in punctual moments
the error is large.
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Fig. 6.14 PMS offset track along the special sequences (top) and 45 long sequences (bottom) for two receivers:

LCF-A-03 that has a larger jump (left) and LCF-C-15 that has a lower jump (right).

6.3.2.2. Manual fine tuning adjustment

The dataset used to develop the manual fine tuning adjustment of the delay [30] is the
PMS offset variation versus heater sequence dated from the 25" of April 2010 16:02:12
to 26th of April 2010 00:00:23. The goal is the reduction of the pk-to-pk deviation to
avoid high errors in the PMS offset in punctual moments because some epochs are

affected by the heater delay misalignment.

The jump of the PMS offset has been calculated by averaging the values obtained in
previous corrections in-flight (Electrical Stability test 1 dated on 09-02-2010 and

Electrical Stability test 2 dated on 25-04-2010).

The delay of the heater correction has been computed by an empirical method of trial
and error from the values of the delay from previous estimations with the aim of
reducing the pk-to-pk deviation in the offset. For the NIRs, the delay has been
computed by averaging the value of the previous corrections because the data in the

special sequence was corrupted.
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Fig. 6.15 Dataset offset special sequence dated in 25-04-2010. PMS offset standard deviation (bottom)
and pk-to-pk deviation (top) without correction (red asterisks), with the correction values from 09-02-
2010 (blue asterisks), with the correction values from the 25-04-2010 (green asterisks) and with the
manual adjustment (black asterisks).

In Fig. 6.15 are presented PMS offset pk-to-pk and standard deviation. The top plot
clearly shows that pk-to-pk deviation is lower with the manual adjustment for all
receivers, except for the receivers LCF-B-03 and LCF-C-03. This good performance has
not happened with the other corrections where most of receivers showed higher pk-to-
pk deviation. It must be pointed out, that rms error (bottom plot) practically remains
constant for all corrections. That is, the small delay misalignment affects a very reduced
number of epochs in any case.

All the heater corrections have also been applied to the dataset PMS offset variation
versus heater special sequence dated the 9th of February 2010 from 03:00:32 to
12:59:55 to check the behavior of the offset standard deviation and pk-to-pk deviation.
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Fig. 6.16 shows that pk-to-pk deviation is also reduced in this case in many of the
receivers. The standard deviation also remains constant.

PMS offset correction vs heater -> pk-to-pk
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Fig. 6.16 Dataset offset special sequence dated in 09-02-2010.PMS offset standard deviation (bottom)
and pk-to-pk deviation (top) without correction (red asterisks), with the correction values from 09-02-
2010 (blue asterisks), with the correction values from the 25-04-2010 (green asterisks) and with the
manual adjustment (black asterisks).

In conclusion, the objective of the pk-to-pk deviation reduction in the corrected PMS
offset to minimize the number of epochs affected by delay misalignment is
accomplished.

6.4. Conclusions of PMS offset track analysis

The definitive heater delay parameter has been tuned by means of a trial and error
procedure. This yields a better performance of the corrected PMS offset since pk-to-pk
error is very much reduced with relation to the previous values, thus minimizing the
number of epochs affected by heater delay misalignment. In any case, rms error remains
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practically constant in all cases, since the number of epochs affected by heater delay
misalignment is low.

Currently, in the official SMOS Level 1 data processing, the PMS offset track is
being performed using a combination of temperature correction (using only the
alpha term of the second order sensitivity) and the heater correction (Jumps and
delays) computed by manual fine tuning adjustment. The definitive values are
summarized in Appendix Table Il (Appendix I1: Heater offset correction values).
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CHAPTER 7
7. PMS gain track

The main objective of this chapter is to analyze the PMS gain behavior with respect to
the physical temperature, both on-ground and in-flight measurements, using different
gain sensitivities to track the PMS gain.

In the end, an alternative PMS gain track is performed using the measures of the PMS
voltages when the uncorrelated noise is injected.

7.1. Effects of the thermal noise in the PMS gain

The dataset used to study how the thermal noise affects PMS gain on-ground tests is the
PFM-TV because the measurements have been acquired in the LSS and the
environmental conditions (the thermal vacuum and the 22°C temperature of
stabilization) are similar to the space.

Fig. 7.1 presents the pk-to-pk and the standard deviation of the physical temperature
(left plot) and of the PMS gain computed by 4-points calibration method at C-plane
(right plot) in the stabilized part of the test. Observing the standard deviation (red
asterisks) the temperature value (left plot) is around 0.25°C and the gain value (right
plot) is around 0.25%. The conclusion is that there is very low gain sensitivity with
relation to the physical temperature because the most of PMS holds the sensitivity near
1%/°C. Also the pk-to-pk deviation (blue asterisks) shows that the mean value of the
gain sensitivity is near the 1%/°C because the pk-to-pk deviation of the gain is around
1.5% (right plot) and the pk-to-pk deviation in temperature is around 1.5°C (left plot)
too.
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Fig. 7.1 Left: Physical temperature variation pk-to-pk and standard deviation. Right: PMS gain variation
pk-to-pk and standard deviation in percent before temperature correction at C-plane.
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The measured gain uncertainty due to thermal noise (finite PMS integration time), is
computed at C-plane from the difference between consecutive gain calibrations as:

1 Eq. 7.1
Oge = fGAGE

being o the standard deviation for each k-receiver and o . the standard deviation of
k k

the difference between two consecutive long calibrations. It is divided by J2 because
two measures are taking into account.

The result is shown in Fig. 7.2, presenting an -ground thermal noise level of around
0.16%. This value is the minimum error that should present the gain estimation on-
ground, without considering the physical temperature drift.
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Fig. 7.2 PMS gain standard deviation due to thermal noise computed from the gain difference
between two consecutive long calibrations.

To assess the effect of the thermal noise in-flight measurements, the measured gain
uncertainty has been computed using Eq. 7.1 and the in-flight dataset starting the 24™
December 2009 00:44:39 to the 25™ of December 00:05:14 [31] .

Fig. 7.3 shows that the measured gain uncertainty due to the thermal noise in-flight
around 0.25%, computed from the difference between two consecutive calibrations
along 14 orbits. It is logical that the value is slightly above than the value on-ground.
Note that a small increase along the arms is motivated by the distributed calibration.

In conclusion, the gain uncertainty due to the thermal noise is consistent (in a first
guess) with PMS noise in the measured voltages in-flight (near 0.18%) because the

standard deviation of the subtraction of the PMS voltages is around the 0.254% (\/E-
0.18%).
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PMS gain uncertainty due to thermal noise

0.5

0.45

0.4

0.35

*

* 4 KKk * 4 Hy ok * *

(2} 4 9:*,* &

z 0.25 * = ¥
.

(%]

P

GG
*
*
*

0.2+ *

0.15

0.1

0.05

0
0 10 20 30 40 50 60 70

Receiver number
Test data start: 24-12-2009 00:44:39 to 25-12-2009 00:05:14

Fig. 7.3 PMS gain standard deviation due to thermal noise computed from the gain difference between
two consecutive short calibrations.

7.2. PMS gain four-points versus gain one-point

To compare the PMS gain computed by 4-points calibration method and the PMS gain
computed by 1-point calibration method it is necessary to obtain all the gain values in
the same plane, since the gain computed by the first method is at CIP plane and in the
second one is considered at the antenna plane.

If the C-plane is considered to represent all the gains, only a translation of the PMS
gainypoint from the plane of antenna to the calibration plane is necessary, using the
switch S-parameters (S, , S, , S, ) and the antenna efficiency (7, , 7, ) as

follows:

S

C H ‘ LCy

GlPk =% - 2 Eq. 7.2
LH, | “TTh,
S|

C \ LCy

GlPk = GlPk ) 2 Eq.7.3

v | TN,

In Fig. 7.4 there are two examples of the PMS gain values computed using the stabilized
part of the dataset PFM-TV. Note that the differences between the gain values computed
by different methods compared at calibration plane are around than 5.5% (bottom left
plot) or 5.75% (bottom right plot). Observing the gain variations (top plot), the
oscillations are very similar; the differences are due to an upward shift.

These differences are shown for each receiver in Fig. 7.5 with a mean of 5.1%. The
causes of this shift are the S-parameters in the CAS and the NIR calibration has been
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done on-ground instead of with the deep sky views. To correct these differences, a
detailed study has been done to develop the CAS correction [25].
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Fig. 7.4 Top: PMS gain comparison at calibration plane. Gain computed by the 4-points calibration
method (black) and the gain computed by the 1-points calibration method (red horizontal and blue
vertical). Bottom: One point gain error in percent respect to the gain computed by the 4-points
calibration method. Left: LCF-A-06. Right: NIR-CA-01-V.
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Fig. 7.5 PMS gain error between the gain computed by the 1-point calibration method and the gain
computed by the 4-points calibration method.

From now the gain computed by the 4-points calibration method will be used to track
the PMS gain with temperature correction in all cases.

7.3. PMS gain track with temperature correction

The PMS gain has been tracking along the temperature variations using different
sensitivity corrections computed in chapter 5, both on-ground and in-flight.
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7.3.1. Temperature correction on-ground

The dataset PFM-TV is used to track the PMS gain on-ground, but only the stabilized
part of the test because it simulates the thermal vacuum of the space conditions.

During the 2009, the sensitivity used to track the gain is computed using a second order

polynomial (section 5.4.2) and estimated at the middle physical temperature (for more
details see section 5.1.2).
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Fig. 7.6 Examples of the PMS gain track (top) and the PMS gain error (bottom) using the second order
sensitivity. Left: LCF-B-17. Right: NIR-AB-01-V.

Two examples showing the stabilized part of the test, from the minute 300 from the start
of the test to the end, are in Fig. 7.6. The second order sensitivity tracks very well the

oscillations in the measurements (top plot) and the gain errors are below than the 0.5%
(bottom plot).
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Fig. 7.7 PMS gain variation pk-to-pk and standard deviation in percent before temperature correction
(left) and after temperature correction (right).

Fig. 7.7 shows the standard deviation and the pk-to-pk deviation before the temperature
correction from the calibration measurements (left plot) and after the temperature
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correction from the estimation with temperature track gain (right plot). Observing the
right plot, the standard mean error is near 0.19% and the pk-to-pk mean error is around
1%. Note that the improvement respect to the left plot without temperature correction is
not very large (from 0.25% in the standard deviation and from 1.5% in the pk-to-pk
deviation) because the error is dominated by the thermal noise uncertainty (with a level
of 0.16% on-ground as seen previously in Fig. 7.2).

Since the systematic PMS gain drift due to temperature is slightly larger than the PMS
gain uncertainty due to thermal noise, the best approach for tracking the PMS gain in-
flight is to compute a mean PMS gain for the whole set of orbits at their mean
temperature. Then, PMS gain is tracked by using this mean PMS gain and the PMS gain
sensitivity.

7.3.2. Temperature correction in-flight

The PMS gain tracking in-flight has been performed using different gain sensitivities.
First of all, it is necessary to know the in orbit physical temperature drift.

Fig. 7.8 shows the standard and pk-to-pk temperature drift for the test starting the 24™
December 2009 00:44:39 to the 25" of December 00:05:14. The mean standard
deviation of temperature drift in this test is 0.3°C, the mean pk-to-pk of temperature
drift is around 1.2°C and the largest pk-to-pk variation is 3.3°C. The temperature drift in
orbit is similar to the temperature drift on-ground (Fig. 7.1 left).
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Fig. 7.8 Physical temperature variation pk-to-pk and standard deviation for the dataset 24th December
2009 00:44:39 to the 25th of December 00:05:14.

Although the thermal noise is slightly higher in orbit, the errors expected in the PMS

gain after the temperature correction are within the order of magnitude than on-ground,
I.e., slightly higher than the reference thermal noise in-flight.
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7.3.2.1. Estimation with gain second order sensitivity

In 2010, the first in-flight PMS gain estimation has been computed using the dataset
starting the 24™ December 2009 00:44:39 to the 25" of December 00:05:14 that
includes 14 orbits with only short calibration events [31].

For these dates, the computation of PMS gain sensitivity out of the flight data has not
been concluded since a large set of calibration events is required due to the noise in the
estimations and the low range of physical temperatures.

As the physical temperature drift in an orbit is small enough (between 1°C and 3°C) and
close to 21°C, the sensitivity used to track the gain is only the alpha term of the gain
second order sensitivity computed on-ground (section 5.4.2).

Some examples are shown in Fig. 7.9 with a small set of drift periods to better observe
the performance of the gain track. Note that both plots have a very good agreement
between the temperature track estimations and the calibrations for each short calibration
event. There is some degree of hysteresis in the behavior of PMS gain under fast and/or
large temperature swings (LCF-A-03, LCF-B-03 and LCF-C-03), as it is shown in the
right plot. In these cases, the gain when the temperature is increasing is different to the
gain when the temperature is decreasing. However, the error is well below the
requirement (1%).
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Fig. 7.9 PMS gain track from calibrations in-flight using only the alpha term of the gain second order
sensitivity computed on-ground. Left: LCF-B-01. Right: LCF-C-03.

Fig. 7.10 shows the standard deviation and the pk-to-pk deviation in percent, before the
temperature correction from the calibration measurements (left plot) and after the
temperature correction from the estimation with temperature track gain (right plot). The
statistics have been computed taking into account all the samples in the dataset.
Observing in detail the right plot, the standard mean error is near 0.29% and the pk-to-
pk mean error is around 2%. Note that the improvement respect the left plot without
temperature correction is not very large (from 0.34% in the standard deviation and from
2.2% in the pk-to-pk deviation) as already happened on-ground. The reason is that in
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orbit the thermal noise also is the most important uncertainty (with a level of 0.25% on-
ground as seen previously in Fig. 7.3).
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Fig. 7.10 PMS gain variation pk-to-pk and standard deviation in percent before temperature correction
(left) and after temperature correction (right). Dataset: 24th December 2009 00:44:39 to the 25th of
December 00:05:14.

7.3.2.2. Estimation with gain first order sensitivity

In June 2010, the PMS gain has been estimated in-flight using the dataset from 20" of
April 2010 06:00:25 to 23" April 2010 13:02:08 with two different sensitivities
computed in-flight (gain sensitivity from 25-12-2009 and gain sensitivity from 23-04-
2010, for details see section 5.4.3). Moreover, the PMS gain track using only the alpha
term of the gain second order sensitivity computed on-ground is presented in next
graphics (section 5.4.2) [27].
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Fig. 7.11 PMS gain track from calibrations measures in-flight (green) using only the alpha term of the
gain second order sensitivity computed on-ground (blue) and the sensitivity in flight from the 25-12-2009
(black) and 23-04-2010 (red) . Left: LCF-C-12. Right: LCF-A-03.

Two examples are represented in Fig. 7.11. The plots only represent a small set of drift
periods to better show the performance of the gain track. As in the previous case, both
plots have a very good agreement between the temperature track estimations and the
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calibrations for each short calibration event. Also, there is some hysteresis in the LCF-
A-03, LCF-B-03 and LCF-C-03), as it is shown in the right plot.

The mean square error in the estimations of the PMS gain has been represented in
percent in Fig. 7.12. Clearly the plots show how the most of the LICEFs have an error
about the same regardless of the sensitivity used and the mean around 0.27% is near the
margins of thermal noise level (with a level of 0.25% on-ground as seen previously in
Fig. 7.3).
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Fig. 7.12 Comparison of the PMS gain estimation error with the alpha term of the second order
sensitivity computed on ground (blue asterisks) and with the sensitivity in-flight from 25-12-2009 (black
asterisks) and 23-04-2010 (red asterisks).

7.3.2.3. Stability of PMS gain calibration in-flight

In order to assess the stability of the PMS gain calibrations in a long period (around one
month), five sets of PMS calibration events (Table 7.1) have been taken into account
[31]:

Day 1: 8" December 2009 Number of calibrations: Ny = 46
Day 2: 22" December 2009 Number of calibrations: N¢; = 8
Day 3: 23" December 2009 Number of calibrations: N, = 47
Day 4: 24" December 2009 Number of calibrations: Ngy = 2499
Day 5: 7" January 2010 Number of calibrations: Ng = 47

Table 7.1 Sets of PMS calibration events to assess the stability of the PMS gain.

For each of these PMS gain calibration sets, each gain has been translated to 21°C and
then the mean gain for each receiver in each data set has been computed. Fig. 7.13 (top)
shows the gain of the different data sets and Fig. 7.13 (bottom) shows the fractional
difference (in percent) of each gain for each LICEF, with relation to the mean gain of
the five days. It is concluded that the PMS mean gain is stable within 1.2% pk-to-pk in a
period of one month, and about 0.4% mean drift.
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Fig. 7.13 Top: PMS gain of different test at 21°C. Bottom: PMS gain difference at 21°C
with respect to the mean of the different test.

7.3.3. Conclusions of PMS gain track analysis with temperature
correction

PMS gain presents a moderate orbital drift due to both, low PMS gain sensitivity to
temperature and low pk-to-pk temperature swing. The absolute PMS gain excursion is
slightly above (1-2%) the required PMS amplitude accuracy requirement (1%) thus
requiring a moderate correction to fulfill SMOS system requirements.

The PMS mean gain remains fairly constant over one month (0.4% mean drift and 1.2%
maximum drift). It must be taken into account that the sensor has been driven down to
18°C and back to 22°C. Additionally some sky views have also been undertaken.
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Moreover, this small drift can also be caused by the calibration system and not the PMS
units, since apparently affects to all LICEFs, to be further assessed.

According to the high stability of the mean PMS gain, and the moderate need for
temperature correction (close to thermal noise) the best approach consists of
computing the mean PMS gain, at the mean temperature to average thermal noise
and apply the temperature correction over these means.

Only for some receivers (LCF-A-03, LCF-B-03 and LCF-C-03) the measurements of
the gain have a peculiar behavior that produces a distribution showing memory effects
(hysteresis) on the calibration measurement points. In these cases, the gain when the
temperature is increasing is different to the gain when the temperature is decreasing.
However, the error is well below the 1% requirement.

7.4. PMS gain track by periodic U-noise injection

This method has been devised as an alternative PMS gain estimation to be used in the
case that periodic inter-orbit amplitude calibration was required. All the tests on-ground
and in-flight revealed some degree of hysteresis in the behavior of PMS gain under fast
and/or large temperature swings. This effect is more important in the receivers LCF-A-
03, LCF-B-03 and LCF-C-03.

Since receiver noise temperature showed a better behavior, in-orbit internal calibration
was foreseen by periodically switching the receiver to the internal matched load (one
point calibration method with uncorrelated noise). In this case, for each k-receiver the
PMS gain at the calibration physical temperature T, is given by (for more details see

k
section 4.1.1.2):

VUk _VOffk (Tphik )

Eq. 7.4
TR? (Tphik )+Tphik

G? (Tphik ) -

Where v, is the PMS voltage [V] when the U-noise is injected, vy (Tphik)is the offset

[V] from the internal calibration once the temperature correction has been applied,
TR’: (T )corresponds to the receiver noise temperature [K] at the antenna plane after

external calibration with the deep sky views, also corrected in temperature and T, is
the physical temperature of the receiver [K].

phlk

In Fig. 7.14 there is an example at horizontal plane of the LCF-A-03, which is one of
the outlier units presenting the largest temperature swing. The instrument was in
calibration mode during a few orbits to assess the behavior in temperature of several
calibration parameters. Observing the left plots, the black line gives PMS gain
calibrations performed every 30 s. The blue line shows the estimation of PMS gain by
means of temperature correction. The reference gain has been computed as the mean
value for all the orbits, whereas the orbital drift is tracked by using the temperature
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measurements from a thermistor placed at the front end in each unit and the 25-12-2009
gain sensitivity values. On the other hand, the red line represents spline interpolation
from PMS gain estimations by 1-point calibration every 6.16 minutes (top plot), 8.96
minutes (middle plot) and 11.76 minutes (bottom plot).
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Fig. 7.14 Left: PMS gain measures from calibration (black), gain estimations using one-point and spline
interpolation (red) every 6.16 minutes (top), 8.96 minutes (middle) and 11.76 minutes (bottom) and gain
estimation using the temperature correction (blue). Right: Errors in percent of the PMS gain estimations.
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The effect of a certain amount of hysteresis is clearly seen in the comparison of the two
plots (black and blue lines). Note in the right plots that the error performed by spline
interpolation in 1P is lower than the error performed with sensitivity correction in the
top plot, while in middle plot and bottom plot the error increases to consider similar
between the two estimations.

Considering only the spline interpolation from 1P calibration PMS gain estimations
every 6.16 minutes, the rms error for all receivers is shown in Fig. 7.15. The study is
done for the three methods analyzed from flight data during an entire day of the first
months of the commissioning phase:

a) PMS gain constant as the mean value computed from several orbits in calibration
mode (black stars). In this case, the error is caused by orbital temperature swing.

b) PMS gain estimation using the last calibration (more than one orbit apart) and
temperature swing compensation by means of the PMS sensitivity to temperature
(blue stars).

c) Inter-orbit PMS estimation by means of periodic (around 6 min) measurements of
the matched load (U-noise injection) (red stars).
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Fig. 7.15 PMS error comparison between the three methods analyzed (calibration, spline interpolation
from 1P calibration and temperature correction).

7.4.1. Conclusions of PMS gain track analysis by periodic U-noise
injection
Although method c) is the most accurate, method b) has been selected. PMS gain
estimation using the last calibration (more than one orbit apart) and temperature
swing compensation by means of the PMS sensitivity to temperature gives an error

well below 1% rms system gain error requirement and minimizes the loss of snap
shots (maximum observation mode configuration).
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CHAPTER 8

8. Local Oscillator phase track

The Local Oscillator (LO) phase is a calibration parameter that has a very important
impact in the visibility phases and therefore in the imaging reconstruction because the
visibility phase in a baseline contains the image phase and the LO phases contribution
of the involved receivers in the baseline. So, the main objective of this chapter is to
analyze several strategies to track the LO phases, first using the temperature correction
and next testing different methods based on interpolation.

8.1. LO phase track with temperature correction
The LO phase track analysis with temperature correction has been performed using both
datasets on-ground and in-flight.

8.1.1. Temperature correction on-ground

A preliminary study of the correlation phase drift had been carried out in February 2009
using the LSS measurements. From this analysis some interesting conclusions about the
LO phase tracking with temperature correction can be pointed out [32]:

» The correlation phase drift can be analyzed in a receiver basis (in separable
phases), but phase unwrap and memory track is required to retrieve a smooth
and continuous phase drift assigned to each receiver (as shown in section
4.2.1.1). It is confirmed that the phase drift is given in a CMN basis (LO phase
drift) because the differences in individual receivers drift within a segment can
be considered almost negligible.

* An estimation on the LO phase sensitivity to physical temperature can be
retrieved from receiver phase drift grouped by segments. However, since the
physical temperature readings are not sufficient accurate (not close enough to
the LO), phase tracking errors are slightly above the required accuracy (1
degree) for some segments, mainly in the hub.

8.1.2. Temperature correction in-flight

Although visibility phase sensitivity to physical temperature is not good enough to
predict with the required accuracy the evolution of the LO phase drift, it provides a first
rough estimation of the in-orbit expected behavior. This analysis will give a first guess
on the in-flight LO phase track strategy.

To track the baseline phase segments using the physical temperature sensitivity phase it
is only necessary to take the measurements of the power divider physical temperatures
(in case of segments located in the hub, the physical temperature of the last receiver in
the segment) [33][34]. The phase sensitivity used is shown in Table 8.1Error!
Reference source not found.. It was computed on ground using the LSS measurements
[32].
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Power divider segment | Phase sensitivity [deg/°C]
PD H1 2.1701
PD_Al 5.9616
PD_A2 47143
PD_A3 2.0366
PD _H2 -1.7932
PD_B1 1.2629
PD_B2 5.7031
PD B3 1.7106
PD_H3 1.7983
PD_C1 0.7021
PD_C2 2.0104
PD_C3 2.2568

Table 8.1 Retrieved sensitivity using all segments measured ij phases for those sets of baselines

which have a common noise source.

Therefore, the 12-equations system to predict the phase is:
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Eq. 8.1

where ay, y is the predicted baseline phase between the segment XN and the segment
YN (being XN or YN the corresponding segments H1, H2, H3, Al, A2, A3, B1, B2, B3,
Cl1, C2, C3), ATy, and AT, are the physical temperatures, S;> and S;™ are the

sensitivities referred explicitly to the corresponding power divider, except for the hub.
In case of segment H1 the physical temperature of the receiver LCF-A-03 is used, for
the segment H2 is the receiver LCF-B-03 and for the segment H3 is the receiver LCF-
C-03. Temperatures and phases are incremental from the first measurement.
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In order to reduce the number of measurements, an averaging of every 8 samples has
been applied before the resolution of the system of equations described in Eq. 8.1. So,
SMOS satellite takes 100 minutes to make one orbit around the Earth and the
temperature measurements are taken every 0.02 minutes. Therefore, 5000

measurements are available in one orbit and 625 after averaging, more than enough
measurement to predict the phase drift.
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Dataset: 08-12-2009 04:44:57 to 08-12-2009 18:47:42.

Fig. 8.1 PD physical temperature pk-to-pk deviation (top) and phase pk-to-pk deviation (bottom). Left:
dataset from 4" to 5" December 2009. Right: dataset from 8" December 2009.

Fig. 8.1 presents some statistic results using the dataset from 4™ December 2009
17:52:06 to 5™ December 2009 23:49:22 (left) and the dataset from 8" December 2009

04:44:57 to 18:47:42 (right). The temperature drift is lower and the phase drift is
grouped in segments.
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Fig. 8.2 Top: Physical temperature of segment H1 and PD-H1. Bottom: Incremental phase drift from first
calibration for all receivers in the segment H1 (reference receiver: LCF-C-06, segment C1). Left: dataset
from 4™ December 2009. Right: dataset from 8" December 2009.
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The physical temperatures of the six receivers of the CMN (solid line) and the physical
temperature of the corresponding power divider (black line) are shown in Fig. 8.2 (top)
for the segment H1 and in Fig. 8.3 (top) for the segment C3. The phase drift is
represented for different receivers included in the same segments in Fig. 8.2 (bottom)
and Fig. 8.3 (bottom), respectively.
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Fig. 8.3 Top: Physical temperature of segment C3 and PD-C3. Bottom: Incremental phase drift from first
calibration for all receivers in the segment H1 (reference receiver: LCF-C-06, segment C1). Left: dataset
from 4™ December 2009. Right: dataset from 8" December 2009.

The phase drift of each receiver respect to the mean value of all receiver phases in the
CMN are plotted in Fig. 8.4 and Fig. 8.5.
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Fig. 8.4 Phase difference with respect to the mean value of segment Hireceivers. Left: dataset from 4™
December 2009. Right: dataset from 8" December 2009.

From the result shown in Fig. 8.4, it must be pointed out the oscillations NIR-AB-01-H,
in segment H1. The rest of segments have a very good behavior because the phase
differences with respect to the mean value in the segment are in all cases below 0.6
degrees as shown in Fig. 8.5.
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Fig. 8.5 Phase difference with respect to the mean value of segment C3 receivers. Left: dataset from 4"
December 2009. Right: dataset from 8" December 2009.

In conclusion, the instrument presents robust and well behaved phase at CIP plane:
» Phase drift per segments (CMNs) related to LO temperature drift.
» Very low, but no negligible phase drift in temperature at LICEF level.

* LICEF phase drift grouped in segments (12 CMNSs) gives a simple way to
monitor LO phase behavior and drift: drift, jumps, unlocks, etc.

The LO phase track with temperature correction has been dismissed as a strategy
for track the LO phase and only has been used to predict the phases during the
measurements after the launch of the satellite.

8.2. LO phase track based on interpolation

This part of the work consists of assessing the G,; phase to determine how long is
possible to accurately track the correlation phase without the need for frequent
instrument calibration. The required accuracy is 1 degree in the standard deviation of

the error. Different methods are tested and compared in order to find out the best phase
tracking method based on interpolation.

8.2.1. Interpolation on-ground

The data used for the LO phase track analysis on-ground take into account the dataset
PFM-TV and dataset COLD [35].

The physical temperature variation can be observed in Fig. 8.6 (left plot). The pk-to-pk
deviation of the physical temperature is slightly higher for some receivers in the test
COLD, but for the rest of receivers is similar in both tests, although the stabilized
temperature is different for each one (the stabilized temperature for the test COLD is
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10°C whereas that in the test PEM-TV the stabilized temperature is 22°C). In relation to
the right plot, it can clearly be seen that the test COLD has a higher standard deviation
of the correlation phase than the PFM-TV test.
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Fig. 8.6 Left: Comparative of the temperature variation for both tests in the stabilized part. Right:
Correlation phase standard deviation for both tests in the stabilized part.

The analyzed methods to be used in the correlation phase interpolation are: Linear,
Spline and Fourier interpolation.
8.2.1.1. Linear interpolation

In this method, the baseline phases can be estimated taking one of every n samples
(n=2, 3, 4, 5) from the measurements, which are separated one calibration time (t_,)

and the rest of values are computed by linear interpolation:
. [t] =0y [t] If t = tg +m* n*tey Where m=0, 1, 2, 3... Egq. 8.2

t—(t,+m-n-t,)
(t, +(m+D)-n-t,)-(t, +m-n-t,)

Cioor [t] zakj[to "’m'n'tcal]"'[ j'(akj [t +(m+1)'n'tca|]_akj[to +m'n'tca|])
where t, is the time of the initial calibration, t is the time at the calibration instant and
t.,, is the time between calibrations.

cal

Moreover, the separable phases can be estimated in the same way as before taking one
of every n samples (n=2, 3, 4, 5) from the measurements and the rest of values are
computed by linear interpolation. For ¢,

a, [t] =q [t] If t = tg +m* n*ty where m=0, 1, 2, 3... Eq. 8.3

t—(t,+m-n-t,)
(t,+(Mm+D)-n-t,)-(t, +m-n-t,)

o [t] =t +m-n~tca|]+[ J-(ak[to +(Mm+1)-n-t, ]-e[t;+m-n-t,1)
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where t, is the time of the initial calibration, t is the time at the calibration instant and

t. is the time between calibrations. «; is computed similarly.

Another possible estimation of the baseline phases can be performed from the
interpolated linearly separable phases in this way:

G, [t~a

kjl inear

[~ [t Eq.8.4

Jiinear klinear

where o, and a; are the linearly interpolated separable phases and t is the time at
the calibration instant.

As shown in Fig. 8.7, the rms error has been represented for all the baselines that have
common noise source (612 baselines) for two on-ground datasets, in the stabilized part
of each test. It is clear that when n increases, the rms error increases for the two
estimations and the two datasets. The legend shows the mean rms value for interpolated
baseline phases (top) and the mean rms value for the estimation from the linearly
interpolated separable phases (bottom). It can be observed that in the case of n=5, i.e.
making a calibration every 9.5 minutes (because the time between calibrations, t_,, is

1.9 minutes), the maximum rms error is 1.2 degrees at baseline level. At receiver level
this error is divided by J2 (error below 1 degree) satisfying the required accuracy.

In Fig. 8.8, the maximum error has been represented for all baselines for both datasets.
The maximum error increases when n increases. This error is greater when it has been
used the estimation of the baseline phases from the linear interpolation of the separate
phases instead of the estimation directly from the linear interpolation of the baseline
phases. The legend shows the mean maximum error for interpolated baseline phases
(top) and the mean maximum error for the estimation from the linearly interpolated
separable phases (bottom). The maximum error in a given baseline for n=5 is in the
order of 3 degrees, that implies a maximum error at receiver around 2.12 degrees.

However, if the mean error is represented, it can be clearly seen how the error of the
estimation from the linear interpolation of the baseline phases increases with n while the
error of the estimation from the linear interpolation of the separable phases remains
almost constant, as shown in Fig. 8.9.

From the results presented in Fig. 8.7, Fig. 8.8 and Fig. 8.9, the conclusion is that the
estimation from the linear interpolation of the separable phases produces an error in the
resolution of the system of equations.
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Fig. 8.7 RMS error of the linear interpolation for the & (blue color) and the estimation

X -0 (red color). Left plots: dataset PFM-TV. Right plots: dataset COLD.

.~
Kilinear Jlinear

Interpolation with n=2 (first row), n=3 (second row), n=4 (third row) and n=5 (fourth row).
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Fig. 8.8 Maximum error of the linear interpolation for the A (blue color) and the estimation

A
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-0y (red color). Left plots: dataset PFM-TV. Right plots: dataset COLD.

Interpolation with n=2 (first row), n=3 (second row), n=4 (third row) and n=5 (fourth row).

101



SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

Error mean linear interpolation (1/2 samples --> Tcal=3.8min) Test: PFM-TV
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To study the impact of the resolution of the system the equations, a comparison between
the baseline phases measured (¢,;) and the baseline phases estimated from the

separable phases (&, ) has been carried out.

Error solve equation system (Test: PFM-TV) Error solve equation system (Test: COLD)
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Fig. 8.10 Error between dkj = o — o, estimation and «; measurement.
Leftt: dataset PFM-TV. Right: dataset COLD.
The estimation respect to the measures has an error produced by the resolution of the
system of equations and the arbitrary constant phase term, shown in Fig. 8.10. In some

baselines, this error is lower than 0.4 degrees, but in other cases the error reaches the 0.8
degrees.

In conclusion, it is better to interpolate the baseline phases («,; ) directly because the

resolution of the system produces a reference phase term that remains undetermined.
The evolution of each phase includes the drift of this reference constant and therefore
single phase drift is masked with this constant drift. This error is not constant in the
different calibrations and it is impossible to remove [32] [35].

8.2.1.2. Spline and Fourier interpolation
In this section other different methods to interpolate the baseline phases ( «,;) have been
studied: the Spline interpolation and the Fourier interpolation.

» Spline interpolation

The baseline phases can be estimated using the spline interpolation taking one of every
n samples (n=2, 3, 4, 5) from the measurements, which are separated one calibration
time (t_, ) and the rest of the values are computed by cubic spline interpolation.

cal
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akjspline [t] = akj [t] Ift= fo, to+ n*tcal’ b+ 2n*tca|’ Eq 8.5

- [t] = S[t] Cubic spline interpolation in the rest of values
spline

where SJ[t] is the independent segmental estimation with a polynomial of degree 3 with
this form:

s[tl=a-(t—(t-n-t,))°+b - (t—(t—-n-t,))’ +c-(t—(t—n-t,))+d, Eq. 8.6

Ifto<t<ty+n*te, to+ N*ty <t <to+ 2n*tey,... to + (M-2)*n*t, < t <ty + (M-1)*n*t,

5,[t]
5,[t]
S[t]=<s,[t] Eq. 8.7

.Sm—l[t]

being m the number of measurement in the original sequence and the spline
interpolation is continuous.

» Fourier interpolation

The baseline phases have been estimated taking one of every n samples (n=2, 3, 4, 5)
from the measurements, which are separated one calibration time (t_, ) and the rest of

cal

the values are computed by Fourier interpolation:
i ovrer [t] = [t] Ift=to, to+ N*teq, to + 2n*Ly, ... Eqg.8.8

Interpolation using the FFT method (Fast Fourier Transformation) in the rest of values

The rms error for all interpolation methods has been represented in Fig. 8.11. The
Fourier method has a different behavior when the dataset is taken at a lower
temperature, such as the COLD test. In this case, the Fourier approximation has an error
well above the rest, even being an order of magnitude above. Only for n=3 the order is
similar although the reason is unknown. The Spline method has a slightly worse
performance at low temperatures, but the difference is really small. Moreover, for n=5
the COLD dataset has a lower error than the PFM-TV dataset. The Linear interpolation
has almost the same behavior in both tests.

The Fourier method would not be chosen due to it is complexity and the high rms error.
The Spline method and the Linear method both would be a good choice.
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Fig. 8.11 RMS error in baseline phases (0(kj ) by Linear interpolation (blue color), Spline interpolation (green

color) and Fourier interpolation (pink colour). Left: dataset PFM-TV. Right: dataset COLD.
Interpolation with n=2 (first row), n=3 (second row), n=4 (third row) and n=5 (fourth row).
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8.2.1.3. Interpolation with a group correction

Analyzing the right plot obtained in Fig. 8.6, it must be pointed that the standard
deviation has shape of groups. The values of the standard deviation are lower when the
pair of receivers in a baseline belongs to the same segment. Instead of that, if the pair of
receivers in a baseline belongs to different segment, the standard deviation is higher.

Taking into account this observation, it has been considered to apply a group correction
using the mean of these groups after the interpolation of the baseline phases, and the
results are presented in Fig. 8.12. It shows that the group correction does not get a lower
rms error, so it is not interesting to apply it.

Error rms (1/5 samples --> Tcal=9.5min) Test: PFM-TV
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Fig. 8.12 RMS error with n=5 by Linear method and Spline method and their respective group
correction.

8.2.1.4. Preliminary conclusions

Phase track interpolation performs better at baseline level that at receiver level.
This is due to the small non-separable phase term that includes an offset error if
interpolation is performed at receiver level and baseline phases constructed from the
difference.

In order to maximize the LO phase track intercalibration period, several cases have been
taken into account:

o Different calibration times: Tcal=1.9 minutes, 3.8 minutes, 5.7 minutes, 7.6
minutes and 9.5 minutes.

o In order to have a low estimation error, at least 3-4 samples per period are
required to oversample phase drift. This means that the intercalibration
period is around Tcal=5.7 min if the interpolation error is to be kept below
1 deg for all baselines (case 1/3 samples).
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o Spline interpolation performs better than linear interpolation since it uses a
cubic interpolation (3 points) that better tracks the pseudo-sinusoidal
behaviour of phase drift.

Phase track interpolation by segments (group of LICEF units related to the same
CMN) does not produce significant improvements in the phase tracking error and
it is discarded.

8.2.2. Spline interpolation in-flight

This analysis is devoted to assess the validity of spline interpolation method already
studied on-ground. The datasets used are the 5™ of December 2009 from 10:41:00 to
19:41:00 and the 8" of December 2009 from 04:47:11 to 14:47:11.
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Fig. 8.13 RMS error in baseline phases for two real datasets
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Fig. 8.14 Mean error in baseline phases for two real datasets
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The rms error has been represented in Fig. 8.13. In both tests, the time between
calibrations corresponds to 6 minutes. The errors in the baselines which contain the
receiver NIR-AB-01-H are higher due to the oscillations in this receiver. In the rest of
baselines, the rms error is approximately 1 degree. At receiver level, this error is divided

by J2, (rms error lower than 1 degree), satisfying the required accuracy.

The mean error has also been represented (Error! Reference source not found.). This
mean error is due to the resolution of the system of equations and it is below 0.3
degrees. The maximum error has been represented in Fig. 8.15. At baseline level it is
around 4 degrees that implies a maximum error at receiver level around 2.83 degrees,
except for those baselines formed by the receiver NIR-AB-01-H.
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Fig. 8.15 Maximum error in baseline phases for two real datasets
.As a conclusion, the spline interpolation works very well in-flight datasets.

8.3. Conclusions LO phase track analysis

The current phase calibration baseline strategy in the official SMOS Level 1 data
processor is done by LO phase tracking by frequent calibrations by noise injection.
The frequency of calibrations is 10 minutes (LO phase tracking) and spline
interpolation is used between calibrations in measurement mode.
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CHAPTER 9

9.

Conclusions and further work

This chapter is devoted to explain the conclusions of this Final Project and the future
work which could be done.

9.1.

Conclusions

The main objective of this Final Project has been the characterization of the PMS
located in each receiver over the physical temperature. After the sensitivity analysis of
the instrument there are some conclusions:

The physical temperature in orbit is really closed to 21°C. The physical
temperature drifts are between 1-3°C, small enough to perform only a first
order correction in the PMS calibration parameters.

PMS gain sensitivity values at calibration plane are computed from linear
regression using a dataset in-flight dated on 23™ April 2010. These values
are the most current and are being used in the official SMOS Level 1 data
processor.

PMS offset sensitivity values at calibration plane are computed from a
second order regression using a dataset on-ground from the LSS
measurements. Due to the small temperature drift only the alpha term
(which does not depend on the temperature) is used and the beta term
(which is temperature dependent) is considered negligible. The reason of
using a ground test is that it is the only estimation that is not affected by
the heaters behavior. These values are considered the most accurate and
are being used in the official SMOS Level 1 data processor.

e The receiver noise temperature sensitivity values at calibration plane

provided by MIER Communications are considered as ground truth.

During the sensitivity analysis, it has been discovered that PMS offset voltages showed
small jumps linked to the signal controlling the heaters in the thermal control system. In
summary:

A delay between the offset jumps and the heater state is present both on-
ground and in-flight datasets, being the cause unknown.

The jumps in the offset could be due to the thermal control system that
really takes a lot of power to heat the receivers and this affect the
polarization of the circuits. As there is a very critical interface for carrying
the DC out of the PMS to the CMN it probably changes some mV in the
offset when the heaters are switching on or off.
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To cancel this undesired variation, a correction using a delay in the signal heater and a
jump in the PMS offset has been developed:

e The correction is based on an accurate characterization carried out with the
data acquired during tests sequence specifically designed for it and, at first
time, using a correlation method between the offset voltage and the heater
signal.

e The definitive heater delay parameter has been tuned by means of a trial
and error procedure (manual fine tuning adjustment). This yields a better
performance of the corrected PMS offset, thus minimizing the number of
epochs affected by heater delay misalignment. The definitive offset jump
has been obtained by average of the previous correlation methods. The
heater offset correction (delay and jump) applied in the PMS voltages was
implemented in the official SMOS Level 1 data processor.

ESA decided that the PMS calibrations were done periodically by internal calibration.
The long calibration sequence is performed once every eight weeks, which is enough to
track the small variation of the retrieved parameters. This provides a total of 45
individual measurements of PMS gain and offset. All of them are averaged to obtain a
calibration product.

Another objective of this Final Project was to track the PMS gain and offset parameters
during the measurement mode of the instrument:

e PMS gain is tracking from the calibration product corrected in temperature
using the temperature gain sensitivity coefficients. Most of the receivers
have gain variations below 0.5% rms and all of them are well below the
requirement 1%.

e PMS offset is tracked from the calibration product corrected in
temperature using the offset temperature sensitivity coefficients and the
correction of the heater signal. The residual offset rms error is well below 1
mV specification

The errors resulting of applying all the corrections in the PMS calibrations parameters
are dominated by the thermal noise inherent to the measurements due to the limited
integration time.

Regarding the correlation phase, the LO calibration sequence is repeated once every
ten minutes by internal calibration and it consists of injecting correlated noise just to
record the phase of the correlation, which is equal to the phase of the Fringe Washing
term. During science measurement mode:

e LO phase is estimated by spline interpolation between calibrations. This
produces that all baselines have below 1 degree in the rms error, satisfying
the required accuracy.
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9.2. Further work

The limited numbers of calibrated data sets that have been analyzed so far show a small
mean value drift that may have an impact on the mean value of the brightness
temperature retrievals. This drift needs further assessment to:

e Assess the feasibility to develop additional correction techniques.

e Systematic and periodic analysis of all calibrations to check for correlation
between instrument and physical parameter drifts/changes.

e Monitoring the PMS sensitivity coefficients and update if it is necessary.
e Verification of the PMS offset with heater signal (heater offset correction).

e Verification of the re-locks (whether onto the right frequency or not),
specially in the NIR-AB-01-H.
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Appendix I: Sensitivity values

In this appendix there are summarized the sensitivity values (PMS offset sensitivity,
PMS gain sensitivity and receiver noise temperature sensitivity) at calibration plane
used in the SMOS Level 1 data processor.

Receiver noise

PMS offset :
sensitivity Eews?t?\iltr; temperature
(Second order)|  (Flight data Se?l\jllltllElety
S, = Yo, 23'24' 20(:10) Communications)
(B, =0) Se, = g, ¢ =af
Recelver | Recenver a, [VICl | oS [(VIK)PC] af [K/C]
1 LCF_AB 03 2.1478E-04 8.1437E-06 0.5771
2 NIR_ABO1_H -1.8429E-04 1.0551E-05 0.6875
3 NIR_AB01_V 1.9852E-04 8.2222E-06 0.5750
4 LCF_A 01 -3.5175E-04 -2.5490E-06 0.6434
5 LCF_A 02 -1.4369E-04 9.5756E-06 0.7686
6 LCF_A 03 1.1995E-04 6.2324E-06 0.7668
7 LCF_A 04 2.3415E-05 7.0041E-06 0.6938
8 LCF_A 05 3.9718E-04 1.3030E-05 0.8937
9 LCF_A 06 1.0907E-04 9.0384E-06 0.6875
10 LCF_A 07 3.0041E-04 1.1207E-05 0.7563
11 LCF_A 08 -3.1199E-04 8.8490E-06 0.6938
12 LCF_A 09 1.7221E-04 6.0248E-06 0.8312
13 LCF_A 10 -2.0175E-04 1.0922E-05 0.8188
14 LCF_A_11 9.6138E-05 8.2177E-06 0.7000
15 LCF_A 12 -3.4024E-04 7.0514E-06 0.8188
16 LCF_A 13 -4.9260E-04 6.0932E-06 0.7625
17 LCF_A_ 14 -2.6603E-04 1.0203E-05 0.7687
18 LCF_A 15 -2.6620E-04 1.1355E-05 0.8312
19 LCF_A 16 -2.2215E-04 6.1954E-06 0.7687
20 LCF_A_17 -3.1937E-04 3.8997E-06 0.6938
21 LCF_A_18 3.3778E-04 7.8166E-06 0.8125
22 LCF_A 19 -1.4911E-04 8.4286E-06 0.6938
23 LCF_A 20 -2.3591E-04 4.9012E-06 0.7563
24 LCF_A 21 -3.6828E-05 2.9703E-06 0.7625
25 LCF_BC_03 2.2158E-04 7.0477E-03 0.7053
26 NIR_BC01_H 2.0449E-04 5.1603E-06 0.7563
27 NIR_BC01_V -1.2448E-04 2.8333E-06 0.7000
28 LCF B 01 4.1717E-04 1.2157E-05 0.9752
29 LCF_B 02 7.2649E-04 3.2273E-06 0.6420
30 LCF B 03 5.3798E-05 9.7819E-06 0.7563
31 LCF B 04 1.0464E-04 6.0266E-06 0.6375
32 LCF B 05 4.1770E-05 6.1693E-06 0.6938
33 LCF B 06 1.5300E-04 1.1878E-05 1.0250
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34 LCF_B_07 -2.3102E-04 4.1682E-06 0.8312
35 LCF_B 08 -2.7355E-05 8.8729E-06 0.7625
36 LCF_B_09 5.7988E-04 1.0112E-05 0.7062
37 LCF_B 10 4.2488E-04 2.2312E-06 0.7000
38 LCF B 11 -3.6395E-04 7.6468E-06 0.5750
39 LCF_B_12 5.4024E-04 9.4837E-06 0.7563
40 LCF_B 13 4.4354E-04 9.5133E-06 0.8312
41 LCF_B_14 4.8868E-04 1.6876E-05 0.3875
42 LCF_B_15 4.1574E-04 1.2406E-05 0.7563
43 LCF_B 16 4.2045E-04 8.8480E-06 0.6938
44 LCF_B_17 3.7091E-04 9.8535E-06 0.8250
45 LCF_B_18 -1.0250E-04 5.3614E-06 0.6938
46 LCF B 19 -1.3916E-04 8.3186E-07 0.7750
47 LCF_B_20 -4.6144E-04 1.4581E-05 0.7625
48 LCF_B_21 1.5422E-04 6.1059E-06 0.7563
49 LCF_CA 03 -8.0403E-05 1.0522E-05 0.8905
50 NIR_CAO01 H 1.2590E-04 1.8547E-06 0.6938
51 NIR_CA01_V 1.0496E-04 4.4504E-06 0.7563
52 LCF_C 01 3.1040E-04 9.3902E-06 0.7775
53 LCF_C_02 -3.5728E-05 5.1962E-06 0.7021
54 LCF_C 03 3.5194E-04 9.2319E-06 0.8317
55 LCF_C 04 -7.4731E-05 3.7359E-06 0.6813
56 LCF_C 05 7.9739E-05 9.1884E-06 0.7687
57 LCF_C_06 -4.5850E-04 1.0542E-05 0.8256
58 LCF_C 07 5.3651E-04 1.6298E-05 0.6944
59 LCF_C 08 4.0773E-04 5.8194E-06 0.7581
60 LCF_C_09 -1.4736E-04 6.0873E-06 0.5675
61 LCF_C 10 1.1013E-04 1.5698E-05 0.6375
62 LCF C 11 -1.5572E-04 5.5716E-06 0.7631
63 LCF_C 12 -2.7735E-04 8.6068E-06 0.8250
64 LCF_C 13 1.6677E-04 1.0583E-05 0.7625
65 LCF C 14 3.9683E-04 3.9261E-06 0.8419
66 LCF_C_15 -3.7131E-04 7.6011E-06 0.7613
67 LCF_C 16 1.6786E-05 1.5953E-05 0.7563
68 LCF C 17 -2.5040E-04 3.2097E-06 0.6988
69 LCF C 18 -3.5294E-04 2.7486E-06 0.6275
70 LCF_C 19 1.5969E-04 3.4149E-06 0.7631
71 LCF_C 20 2.8034E-04 1.8782E-06 0.6969
72 LCF C 21 1.7381E-04 1.0386E-05 0.7613
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Appendix I1: Heater offset correction values

In this appendix there are summarized heater offset correction values (delay and jump)
used in the SMOS Level 1 data processor.

. Manual adjustment
Receiver Receiver name Heater assignment Offset
number TS [T Delay [epochs]
1 LCF_AB_03 9 -1.454214811 45
2 NIR_ABO1_H Not assigned 0 0
3 NIR_ABO1_V 9 -0.316954149 143
4 LCF_A 01 5 -0.425016849 400
5 LCF_A_02 5 -0.831016448 295
6 LCF_A_03 5 -3.032379593 87
7 LCF_A 04 2 -0.805518007 140
8 LCF_A_05 2 -1.357660187 112
9 LCF_A_06 2 -1.407405008 130
10 LCF_A_07 2 -1.398821671 125
11 LCF_A_08 2 -1.364485777 150
12 LCF_A_09 2 -0.796881015 137
13 LCF_A_10 3 -1.010304762 120
14 LCF_A_11 3 -1.366954945 115
15 LCF_A_12 3 -1.3643909 140
16 LCF_A_13 3 -0.51023011 165
17 LCF_A_14 3 -1.162907939 130
18 LCF_A_15 3 -0.710284159 150
19 LCF A 16 4 -1.280522043 115
20 LCF A 17 4 -1.255725468 130
21 LCF_A_18 4 -2.08341589 112
22 LCF_A_19 4 -1.997006884 117
23 LCF_A_20 4 -1.853299204 132
24 LCF A 21 4 -0.792589576 150
25 LCF _BC_03 1 -0.810444974 125
26 NIR_BCO01 H Not assigned 0 0
27 NIR_BC01 V Not assigned 0 0
28 LCF B 01 9 -0.216813873 385
29 LCF B 02 1 -0.475010829 280
30 LCF B 03 1 -4.089792193 65
31 LCF_B_04 6 -1.237718611 120
32 LCF_B_05 6 -0.939957888 105
33 LCF_B 06 6 -1.816252661 115
34 LCF B 07 6 -1.001797106 140
35 LCF_B_08 6 -1.458778246 120
36 LCF_B_09 6 -0.734152656 122
37 LCF B_10 7 -0.778244278 105
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38 LCF B 11 7 -1.149516318 130
39 LCF B 12 7 -1.225163857 122
40 LCF B_13 7 -0.968244588 110
41 LCF B_14 7 -1.235497000 110
42 LCF B_15 7 -0.785065115 140
43 LCF B_16 8 -1.036655894 110
44 LCF B 17 8 -1.535968761 115
45 LCF B_18 8 -1.328367152 127
46 LCF_B_19 8 -1.373277684 125
47 LCF B_20 8 -1.206922956 145
48 LCF B 21 8 -0.556973493 125
49 LCF_CA_03 9 -1.568155947 60
50 NIR_CA01_H 9 -0.241160176 144
51 NIR_CA01_V Not assigned 0 0

52 LCF_C 01 Not assigned 0 0

53 LCF_C 02 1 -0.486761176 290
54 LCF_C 03 1 -4.148881461 50
55 LCF_C 04 10 -1.134459659 125
56 LCF_C 05 10 -1.259122756 135
57 LCF _C_06 10 -1.401877057 130
58 LCF_C 07 10 -1.109856318 107
59 LCF_C 08 10 -1.601643611 105
60 LCF_C 09 10 -0.684198075 170
61 LCF_C 10 11 -1.481345111 105
62 LCF C 11 11 -1.731315885 130
63 LCF_C 12 11 -1.753785335 100
064 LCF_C 13 11 -1.145924647 122
65 LCF_C 14 11 -1.400986082 115
66 LCF_C_15 11 -0.633760053 175
67 LCF_C_16 12 -1.355607246 102
68 LCF_C_17 12 -1.492204032 118
69 LCF_C_18 12 -1.18852002 147
70 LCF_C_19 12 -1.307191088 125
71 LCF_C 20 12 -2.235705618 69
72 LCF C 21 12 -0.861599148 135

Appendix Table II: PMS offset correction in mV and delay in epochs for all receivers with its
corresponding heater associate used in the SMOS Level 1 data processor.

Heater Heater
CMN-H1 1 CMN-B2 7
CMN-A1 2 CMN-B3 8
CMN-A2 3 CMN-H3 9
CMN-A3 4 CMN-C1 10
CMN-H2 5 CMN-C2 11
CMN-B1 6 CMN-C3 12
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Appendix I11: Publications

In this appendix some publications which contain part of the work developed during the
development of this Final Project are presented.
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INTRODUCTION. After the successful launch of the SMOS satellite, on November 2009 at 02:50 CET (01:50 UT) from the Plesetsk Cosmodrome in
northern Russia, a preliminary evaluation of the payload calibration strategy has been undertaken in order to assess the instrument performance and fix
the operational measurement and calibration configuration. This work presents the performance of the amplitude calibration strategy, a key issue in
achieving a stable and accurate operation of the sensor.
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(CONCLUSIONS )
= In-orbit MIRAS/SMOS amplitude calibration performs well within expectati . Low perature swing, very good stability and careful
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Acknowledgmen(s This work was suppo:ted by the | Eulopean Space Agency and EADS-CASA Space Division in the frame of the SMOS project. This work has been pamally funded | by the .:pamsh
of Science and Innovation and FEDER under project TEC2008-06764-C02-01.

118



SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

Geoscience and Remote sensing Symposium: MICRORAD 2010 (article I)

FIRST RESULTS ON MIRAS CALIBRATION AND OVERALL SMOS PERFORMANCE

Tgnasi Corbella'”, Francesc Torres™, Nuria Duﬁbr”, Verdnica Gonzdlez-Gambau'", Miriam Pablos'",

iy

Tsrael Duran'”, Manuel Martin-Neifra

2

(1) Remote Sensing Laboratory, Universitat Politécnica de Catalunya (UPC).
/ Jordi Girona 1-3. 08034 Barcelona, Spain.
(2} European Space Agency (ESA-ESTEC) Noordwijk. The Nederlands
contact e-mail: corbella@tsc.upe.edu

ABSTRACT

After the successful launching of the SMOS sakellite, the first
continuous streams of data are being processed and carefully
analyzed in the frame of the SMOS In-Orbit Commissioning
phasz. Results regarding instrument calibration parameters
retrieval, both intenal and external, and brightness tzmpera-
ture imaging are presented. Images of ocean, ice and land are
given as examples.

Index Terms— SMOS, interferometric synthetic apertur:
radiometry

1. INTRODUCTION

SMOS {acronym of Soil Moisture and Ocean Salinity) is a
European Space Agency (ESA) mission designed to provide
global maps of soil moisture over land and sea surface salinity
over oceans [1]. It consists of a satellite in a sun-synchronous
orbit at about 770 km height carrying a passive L-band sensor
called MIRAS (Microwave Imaging Radiometer with Aper-
ture Synthesis) [2]. The satellite was successfully launched
the 2nd November 2009 from the Plesestz cosmodrome in
northem Russia and the payload was switched on on 17th
Movember 2004, Since then, continuous data is regularly me-
ceived by the ground segment data acquisition station located
in Villafranca del Castillo, near Madrid (E).

The SMOS In-Orbit Commissioning Phase (IOCP) started
just after the 3-week long Switch-On and Data Acquisition
Phase {(SODAP), which was mainly focused at testing low
level processes for data acquisition and handling. The IOCP
has an overall duration of & months and the first half part
comprises the characterization, calibration, validation and
verification of the instrument [3]. The main goal is to provide
a "fine une" of MIRAS by means of: - Systematic check of
all instrument modas - Retrieval of iniemal and extemal cal-
ibration parameiers - Computation of @mperature sensitivity

This work was supported by the Furopean Space Agency and EADS-
CASA Space Division under ESTEC contract 17950003/NL/FF-8MOS: and
by the Spanish Ministry of Science and Technology (MOCYT) under project
TECH0E-06T6d-C02-01.

coefficients - Assessment on imaging capability - Assess-
ment on calibration rate requirement and - Instrument overall
performance evaluation: Stability, Radiometric sensitivity,
Radiometric accuracy and Absolute accuracy .

Most of the goals are being successfully achieved on time
thanks to the combined effort of a team formed by EADS-
CASA Espacio (E) as instrument manufacturer; Deimos En-
ginheria (P) developer of the Level | Prototype Processor
(LIPP); the ESA Calibration Expent Center (CEC) dedicaied
to analyze the quality of the calibration data; and the Univer-
sitat Politecnica de Catalunya (UPC) responsible of the dafi-
nition and implementation of calibration and processing algo-
rithms. All of them are efficiently led by the ESA’s principal
engineer of the instrument.

The following sections provide a brief description of the
activities carmied out by UPC in the frame of the SMOS
IOCP and shows the main esults achieved, including deter-
mination of calibration parameters and their stability, as well
as retrieval of brightness temperature images of ocean, ice
and land. Everything has been processed using the MIRAS
Testing Software, an independent software tool developed
by UPC, capable of producing geolocated brightness &m-
perature out of the raw data downloaded from the payload
[4].

1, INTERNAL CALIBRATION

The procedures for MIRAS intermal calibration are fully de-
scribed in [5]. Essentially, calibration is carried out by inject-
ing two-levels of comelaed noise into all rceivers [6] using a
distributed approach to simplify the internal noise distribution
network. The outcomes of the calibration procedure are three
parameters: the power measurement system (PMS) gain (i)
and offset (v,y) and the correlation complex gain (();). Once
these parameters are known, the calibrated visibility during
scene ohservation is computed as
Uk — T,

Miy [Tos Tow
—V " 7 where T, ——*_ T

Vi o o = g
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where vy, is the measured PMS voltage and My, the normal-
fzed correlatiom. Calibration parameters are measured at dif-
ferent times than when used during target observation. In or-
der to accurately predict their values at measurement times, it
is important to carefully assess their stability and temperature
dependance. The following subsections show the main results
obtained in specific iests camried out during the IOCP in order
o measure the calibration parameters and their stability [3].

2.1. PMS gain

Figure 1 shows the rlative PMS gain variation in percentags
with respect to the average value. It has been computed af-
ter analyzing a total of 2499 samples measured during mor
than 24 hours with the instrument continuously in calibration
mode, As seen, most of the receivers have PMS gain varia-
tions below 0.5% rms and all of them are well below the spec-
ified 15, The plot at the right shows the long-femm stability
of the gain. It represents the difference in measured gain for
& different calibration events separated more than one month.
The result is that the PMS mean gain is stable within 1.2%
peak to peak in a period of one month, and about 0.6% mean
drift.

ea, 3ot-m|
m R ®E a W wm A

Fig. 1. Relative PMS gain variation in 24 hours continuous
measurements (left) and betwesn separated calibration events

Mevertheless, there is still 2 small dependance of the PMS
gain with temperature. To characterize this behavior, plots
of PMS voltages as a function of temperatare have been pro-
duced and sensitivity coefficients computed from linear re-
grssion. An example of such plots is given in figure 2 along
with a comparison between the measured gain and the one
predictad from the temperarure measurement. Two values of
sensitivity are shown, one in blue comesponding to on ground
measurement [7] and other in red obtained from flight data in
the frame of the IOCP

1.2 PMS offset

The PMS offset voltages showed unexpecied jumps linked to
the signal controlling the heaters in the lemperature stabiliza-
tion circuitry. Some receivers are more affected than others,
but the effect is general. A corection has been implemented
50 8s to estimate the offset using its mean value, the physical
temperatare and the heater signals. Figure 3 shows the com-
parison between the estimated offset and the measured one for
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Fig 2. PMS Gain sensitivity and estimation from physical
temperature,

two particular rzceivers. The periodical variation corresponds

to the heater signal frequency. It is apparent that the proce-
dure devised is able to follow the actual value of the offsat.
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Fig 3. PMS offset compared with its estimation using the
temperature and the heater signal. Plots comespond to two
sample receivers

2.3 Correlator gain

The correlator gain Gy is a complex valoed parameter. Its
amplitude is always around unity and has small variation with
time. Om the other hand its phase depends on the local oscil-
lator phases which in turn depand on the physical temperature
variation with time. To account for this dependance, frequent
phase calibration events are carried out interspersad with the
normal measurement operation. Several siralegies are being
studied within the commissioning phase in order to decide
the best phase calibration rate. To this end the payload has
been programmed to acquire data with different LO calibra-
tion raes, ranging from 2 minutes to 14 minutes. The final
value will be fixed after 2 complete analysis of the data ac-
gquired, bearing in mind that the final goal is to provide the
maximum quality of the geophysical parameters mirievals.
Figure 4 shows examples of amplitude and phase of G, In
this last case, the estimation baszd on a spline interpolation is
also shown, As for the amplitude, in this particular case the
variation is as small as 0.05% and in general most baselines
present a ripple below 0.3% rms.

2.4, Internal calibration strategy

Once in a month a whole orbit is dedicated to internal cal-
ibration. Then, all measurements of PMS gain and offset as



SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

En Ee

-
i i 412508 e ol

Flg. 4. Sample ﬁgm'es of the amplitude and phase of Gy
showing the phase variation due to local oscillator phase drift

well as amplitude of correlator gain are averaged and saved as
reference. During science measurement operation, the PMS
gain is estimated from this mfeence corrected using the tem-
perature sensitivity coefficients. The off=et is estimated using
bath the temperature snsitivity coefficient and the corection
linked to the heater signal. The amplide of the correlator
gain is used just as measored and finally, the phase of this
parameter is estimated by spline interpolation between inter-
spersd measurements.,

3 EXTERNAL CALIBRATION

Also once every month the platform rotates in order to point
to the cold sky and acquire data for external calibration. The
most important effect that must be corrected is the term of
the PMS gain not included in the nternal calibration proce-
dure, namely the overall loss between the antenna plane and
the switch, including the ankenna ohmic efficiency. Figure 5
shows the difference in percentage between the PMS gain re-
trieved using internal calibration and by an independent pro-
cadure using the cold sky and the internal resistor [8]. At left,
the original results are shown, which have been used o devise
a procedure to comect for this inconsistency. At right the gain
difference is shown after applying the cormection factor. All
differznces remain below than +0.0356 dB.

i A W i 4 S = s

Fig. 5. Comparison between PMS gain retrieved with inter-
nal calibration and with external calibratiom. Left: without
corection. Right: after comection

4. BRIGHTNESS TEMPERATURE IMAGES

Once the instument is fully calibrated, the visibility is in-
jected into the inversion algorithms in order to rtrieve bright-

ness temperature images. Examples have been produced for
ocean, land and ice using the inversion approach number 3 de-
fined in [9]. Figure & shows the average of horizontal and ver-
tical brightness Eemperare for incidence angles below 20°
for a megion of the south pacific overlaying a map of salin-
ity available from NOAA climarological data. According to
the expectad results the brighmess emperature decreases for
regions with higher salinity. At the right of the figure, the
horzontal and vertical brightness emperature for the stable
region of lower latitudes is shown, The consistency with the
theorztical values computed using the Fresnel reflection coaf-
fickent, plot as solid lines, is remarkable, especially in vertical
polariz ation.

Anrunl mawn asliniy (PS5] 2 s nefacs

Fig 6. Brightness emperature images over ocean. Left: map
of (T + Tv)/2 for incidence angles below 20°. Right: In-
cidence angle dependance and comparison with Fresnel theo-

Figure 7 shows the retrieved brightness temperature over
Antarctica. The figure at the left is a map of the average of
horizontal and vertical brightness emperature, The small star
marks the location of the Concordia Station in the Dome-C
areq. At right, there is a plot of the incidence angle depen-
dence for this same area and a comparison with the data mea-
sured in the frame of the DOMEX campaign [10]. The gen-
eral trend is clearly followed, but there is a small bias betwean
both results.

‘i

Fig 7. Brightness temperature images over t]]e Antarctica
Left: map of (T + Ti)/2. Right Incidence angle depen-
dance (dots) and comparison with experimental results of [ 10]
(molid lines)

Finally, figure 8 shows again the average of horizontal and
vertical brightness temperature for incidence angle lower than
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30° in an overpass over South America. The image is super-
imposad to a map downloaded from Google Earth in order
to show the extent of the Amazonian forest matching very
well with the area of higher brightness temperature due to the
shielding effect of the dense vegetation. The Amazon river
irself is perfectly visualzed in the image as a zone with lower
brightness temperature, Other stctures are sen corespond-
ing to different erains and humidities.

Fig. 8 Map of (Ty + Ty )/2 over South America and the
Amazonian forest

5 CONCLUSIONS

MIRAS is aleady providing accurarly calibrated visibility
measurements as a result of using internal calibration cor-
rected with external calibration. All parameters have been
measured and found comsistent with the on-ground character-
ization, showing high stability both in short- and long erms
Quality Brightness Temperature images are then ready to be
retrigved, especially in the alias-free field of view and also
in the extended part, although with some already expected
degradation. Examples over s2a, ice and land are given afier
processing data using the UPC's MIRAS testing software, an
independent processing chain from raw data to geo-located
brightmess temperature. As a general conclusion: SMOS mis-
sion is a snccess and good global maps of Soil Moistore and
Ocean Salinity are expected to be produced in the years to
come
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ABSTRACT

After the successful launch of the SMOS satellite, on
November 2009 at 02:50 CET (01:50 UT) from the Plesetsk
Cosmedrome in northemn Russia, a preliminary evaluation of
the payload calibration strategy has been undertaken in order
to assess the instrument performance and establish the
operational measurement and calibration configuration. With
this objective in mind. this work presents a preliminary study
on the performance of the amplitude calibration strategy. a
key 1ssue m achieving a stable and accurate operation of the
SEensor.

Index Terms— radiometer, interferometer. aperture
synthesis. amplitude calibration, error assessment.

1. INTRODUCTION

This work has been conducted in the framework of a
project devoted to assess the performance of the MIRAS
(Microwave Imaging Radiometer with Aperture Synthesis)
mstrument [1], the single paylead of the ESA-SMOS
mussion  [2]. The MIRAS consists of a Y-shape
interferometric radiometer basically formed by 72 receivers
called LICEF (Lightweight Cost Effective Front End) placed
along the three arms. Cross-correlations of the signals
collected by each recerver pairs “k ;™ give the samples of the
so-called wvisibility function, F;, which develops mto a
brightness temperature map by means of a Fourier synthesis
technique. Amplitude calibration has a major impact 1n the
final performance since amplitude errors in the wvisibility
samples are directly translated into 1mage distortion (the so-
called pixel bias) through this Fourier synthesis process.

MIRAS measures normalized correlations Afy; by means of

1-bit digital correlators. As detailled 1 [3], these
measurements are denormalized according to
T, .7 . v
S5 AR 5T Af Vg Vo
A My. Ty =22 ()

Gy Gi

A PMS (Power Measuring System) in each LICEF 1s used to
measure the equivalent system temperature T, (A=V.H)
at each antenna plane. The PMS gain at the antenna plane
Gf and the offset v, are calibrated by means of the so-
called two-level four-point method [3]. This calibration
procedure makes use of two-level (HOT and WARM) noise
sources (CAS=Calibration System) that mjects the signals to
the LICEF C port by means of the a noise distribution
network. A switch placed at the LICEF front end 1s used to
select the measurement mode.
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Figure 1. The physical temperature of the 72 LICEF/PMS
receivers is well constrained by means of the thermal control.

2. IN-FLIGHT AMPLITUDE CALIBRATION
PERFORMANCE

The orbital temperature dnift of the 72 recewvers 1s well
constramed by the thermal control (fig. 1). However, this
small temperature swing produces a non-negligible PMS
gain drift that must be corrected for. In this sense. PMS gain
i measurement mode at a physical temperature T, is

estimated as ) .
q{ (pr; )= Gf (Tph: )(1 + Sg:h(T o TPP'O 'J @
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PMS gam at the calibration temperature G,;i(Tph) 15

estimated by means of the 4P method during an orbit n
calibration mode to be performed, tentatively, every month.
PMS gain sensitivity to temperature drift has been measured
on-ground and in-flight showing good agreement (fig. 2).

PMS gain LCF-A02
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Figure 2. PMS gain sensitivity to physical temperature has been
measured both on-ground and in-orbit, showing a high degree of
consistency (top). The PMS gain presents low sensitivity to
temperature drift (bottom).

PMS gain 15 foreseen to be calibrated periodically. with an
estimated intercalibration period of about two weeks to be
frozen by the end of the commissioning phase. Currently,
more frequent calibration events dunng commissiomng
phase are showing PMS gamn pk-to-pk residual dmaft
constrained to = 0.6 % with relation to the mean value of
each PMS in an one month period, well within mission
requirements (fig. 3).

3. ONE POINT CALIBRATION

The so-called “one-point calibration™ [4][5] 15 an alternative
PMS calibration method that has been developed. as a nsk
mutigation approach. with two objectives:
+  Evaluate (and correct if required) CAS S-parameter
restdual errors during deep sky calibration.
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+  Alternative method to track PMS orbital gain drift
by means of periodic U-noise mjection
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Figure 3. Mean gain drift for each of the 72 PMS gains with
relation to their mean value along the one month intercalibration
period. Pk-to-pk residual drift below +0.6%, well within mission
requirements.
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Figure 4. LICEF/PMS front-end scheme to illustrate the one-point
calibration scheme.

3.1 Validation of CAS coefficients

Figure 4 gives the block diagram of the PMS front end,
showmng the main “1P calibration™ magnitudes. During
peniodic (one month) deep sky wviews, the PMS s
simultaneously calibrated by means of the internal 4P CAS
system at the calibration plane CIP and by means of the
external 1P calibration at the antenna plane. Tlus last 1s
given by
Gihy — T‘f‘mc—*'isrs}k @)
phi ' SKTk

On the other hand, when translated to the antenna plane, the
internal PMS 4P gain is given by [3]:

1,
VaE T Ve |S“k| |S-\’0|_

“)

4
Gipg 2o _ql 2 S 2 Ay
CASN —“CASy ‘SLQ“ | k0|

As these two gains are computed at the same plane and at
the same temperature, they must be equal:

G =Gipe )
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In order to evaluate the error and compute a correction
coefficient. the magnitudes are rearranged in the so-called
Cyy coefficients. One 15 computed from the on-ground
parameters. The other uses the flight measurements and can
be computed during each external calibration (deep sky
wviews) 1f required:

2

2
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Figure 5. The CAS correction factors, measured at the antenna
plane, show low dependency on polarization configuration (top)
and very good one-month intercalibration stability (botfom).
LICEF numbers correspond to receivers within the HUB (18) or
arm segments (12).

The error in the Chycoefficients can be assigned to a CAS

correction factor to force G]j,,; = Gfﬁ_ In order to check the

consistency of tlus correction. some analysis has been
undertaken. First, it has been shown that the CAS correction
factor presents low dependency on the polanization
configuration of the receiver (horizontal or vertical), proving
that the domumant error mainly comes from the noise

distribution network (fig. 5, top). In second place, the CAS
correction factor shows a good repeatability between one-
month external calibration events (fig. 5. botiom). After
applying the external CAS correction factors the internal 4P
PMS gain and the external 1P PMS gamn match to 0.023 dB
rms error (fig. 6).
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3.2 PMS gain correction by periodic U-noise injection

This method was been devised as an alternative PMS gain
estimation to be used in the case that periodic inter-orbit
calibration was required. On-ground tests revealed some
degree of hysteresis i the behaviour of PMS gain under fast
and/or large temperature swings [5]. Since receiver noise
temperature showed a better behaviour, in-orbit intemnal
calibration was foreseen by periodically switching the
recetver to the mternal matched load (U-noise). In tlus case,
PMS gam at the calibration physical temperature T, 1s

given by
Vig " Vagik

Gilr,, )- 8)
k \ ph; ) Tﬁi LTpJJ,- }_'_ T_p}:_.-

Where, receiver temperature at T, is estimated as

hi
4 A [ | IR

Tka (T_ph,' ) = TRA’ (Tphg)l.l_" STp h(Tph{ - Tp}:g J) (9)

The reference recerver temperature Tji (Ten cl) 15 estimated

by means of the 4P method during external calibration (deep

sky views) at physical temperature T, . Their sensitivity to

temperature (about 0.75 K/°C) was measured during the on-
ground characterization when the instrument was tested at
the Large Space Simulator (LSS) i Nordwyk Holand
(EsA) [5].

Figure 7 (top). shows an example of this calibration
approach applied to vmt 30 ( LCF-B-03), which is one of the
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four outlier umts presenting larger temperature swing (fig.
1). The instrument was in calibration mode dunng a few
orbits to assess the behaviour i temperature of several
calibration parameters. The black line gives PMS gain
calibrations performed every 30 s. The blue line shows the
estimation of PMS gain by means of (2). The reference gamn
has been computed as the mean value for all the orbits,
whereas the orbital dnft i1s tracked by uwsing the temperature
measurements from a thermistor placed in the front end of
each unit, and the sensitivity measured in flight (fig. 2). The
effect of hysteresis is clearly seen i the comparison of the
two plots (black and blue lines).
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Figure 7. While PMS gain orbital drift presents a small amount
of hysteresis, receiver noise temperature 15 well correlated to
temperature drift. This allows a very good track of PMS gain by
periodic (6 min) U-noise injection, aligned to the LO phase frack
mode (Top). However, RMS residual error well within
specifications and correction by means of sensitivity has been
selected to maximize observation mode (bottom).

On the other hand, the red line presents spline inferpolation
from 1P calibration PMS gamn estimations every 6 min (red
dots). In this case, since receiver temperature shows lower
hysteresis [5], PMS gam can be tracked by penodic
measures of the internal matched load (U-nose injection).
Figure 6, bottom, shows the PMS rms gain error for the
three methods analyzed from flight data dunng the first
months of the comnussioning phase:
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a) PMS constant value as the mean value computed from
several orbits in calibration mode (black stars). In this case,
the error 15 caused by orbital temperature swing.

b) PMS estimation  using the previous value and
temperature swing compensation by means of the PMS
sensitivity to temperature (blue stars).

c) PMS estimation by means of periodic (6 min)
measurements of the matched load (U-noise injection).

Although method c) 15 the more accurate, method b) has
been selected since gives an error well below the 1% PMS
system gain error requirement and nummizes the loss of
snap shots (maximum observation mode configuration)

4. CONCLUSIONS

In-orbit MIRAS/SMOS amplitude calibration performs well
within  expectations. Prelimmary results dunng the
commissioming phase show that low orbital temperature
swing, very good stability and careful temperature
compensations keeps PMS gam estimation well below the
1% system error requirement.
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ABSTRACT

After the six-month long In-Orbit Commissioning Phase
(IOCP) the SMOS satellite started to work in its fully op-
erational mode. During the IOCP. the payload MIRAS was
completely characterized. both in short- and long-term, and
the optimum calibration rate for in-flight operation was estab-
lished. The results show that the amplitude of the visibility
is very stable, thus allowing a very low calibration rate, and
that the phase has a systematic and periodic variation, easily
tracked with short but frequent internal calibration sequences.
Absolute calibration for antenna temperature is carried out by
external maneuvers to account for drift in the reference Noise
Injection Radiometer. Brightness temperature images of good
quality are obtained by inverting the calibrated visibility. The
images show features compatible with ocean salinity over
ocean and soil moisture over land.

1. INTRODUCTION

SMOS (acronym of Soil Moisture and Ocean Salinity) is an
European Space Agency (ESA) mission aimed at providing
global maps of soil moisture over land and sea surface salin-
ity over oceans [1]. The mission pavload is the Microwave
Imaging Radiometer with Aperture Synthesis (MIRAS) [2.
3], an L-band, Y-shape 2D interferometric radiometer man-
ufactured by EADS-CASA Espacio (ES) and integrated to a
generic PROTEUS platform manufactured by Thales Alenia
Space. SMOS was successfully launched on 2nd November
2000 from the Plesestz cosmodrome by a launcher from Eu-
rockot. The payload was switched on on 17th November and
since then raw data measurements are being received regu-
larly by the ground segment data acquisition station, located
near Madrid (ES). After due processing, they provide the first-
ever global brightness temperature maps at L-band.

The work was supported by the Furopean Space Agency and EADS-
CASA Space Division under ESTEC contract 17950 03/NL/FF-SMOS; and
by the Spanish Ministry of Science and Innovation and FEDER under
projects TEC2(008-06764-C02-01 and MIDAS-5 ESP2007-65667-C04-0

The first six months of operation were dedicated to make a
complete and systematic check of the payload, including the
retrieval of all calibration parameters and their temperature
dependance [4]. Good brightness temperature images can be
produced by inverting the calibrated visibility, which 1s a good
indicator of the quality of the calibration. This paper shows
some of the results, especially those dealing with the main
calibration parameters and their stability; and the brightness
temperature imaging. All the results have been obtained using
the MIRAS testing software [5]. developed by the UPC team.

2. CALIBRATION

Calibration is needed to provide accurate values of visibility
for all receiver pairs and antenna temperature for at least one
element. Besides, image reconstruction algorithms [6, 7] need
the fringe washing function shape and the flat target response
[8]. MIRAS uses a combination of both external and inter-
nal calibration to estimate all the time varying parameters [9].
Stable parameters such as antenna patterns, S-parameters of
noise distribution network and others, are directly used from
on-ground characterization [10].

The outcome of the MIRAS calibration system consists of
the following parameters: the PMS (power monitoring sys-
tem) gain . and offset v,5 the correlation complex gain
(y,; in amplitude and phase, the NIR source noise temper-
ature Tpy 4 and the the normalized fringe washing function
[11]. All of them are periodically updated during the mission
to account for instrumental drifts. Additionally, the Flat Tar-
get Response [8] is also considered a calibration parameter.

2.1. Internal and External calibration

External calibration is performed by commanding the plat-
form to go into inertial attitude. In this case, the instrument
starts to rotate with respect to the earth-fixed coordinate sys-
tem until the earth disappears from the field of view of the
antenna. At this point, the radiometer is measuring the bright-
ness temperature of a fixed point of the sky, which is chosen
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to be near the galactic pole to avoid influence from the Galac-
tic emission. Since the sky brightness temperature at L-band
is known [12], the calibration parameters of the instrument
are adjusted so as to match the measurements to this abso-
lute reference. External calibration provides the best quality
of calibration and it is the only way to obtain the absolute ac-
curacy of the instrument. However, the pointing maneuvers
cannot be performed too often and the impact in terms of per-
centage of time dedicated to calibration is high.

Internal calibration is carried out by periodically injecting
noise to all receivers using an internal source and a distri-
bution network [11]. It tracks fast variations of parameters,
but for those requiring a known calibration standard, it cannot
provide their absolute values. In this case, the accuracy of the
internal calibration relies on the quality of a secondary stan-
dard, which has to be previously calibrated using the external
view. On the other hand, noise injection is very fast and is
easily interspersed between normal measurement operation.

The calibration method utilized for each of the parameters
1s the following

e PMS gain: External calibration with periodic tracking
by internal calibration

& PMS offset: Internal calibration.

o Correlator gain (amplitude and phase): Internal calibra-
tion.

e NIR internal noise temperature: External calibration

¢ Fringe washing function parameters: Internal calibra-
tion

2.2. Calibration rate

Most of the calibration procedures and measurement se-
quences were precisely defined during the on-ground char-
acterization of the instrument [10]. Then, the in-orbit com-
missioning phase has been essential to adjust the timing of
calibration events in accordance with the real in-flight instru-
ment operation [4]. Particularly, the following general trends
have been observed:

e Flat Target Response: Stable, to be corrected only twice
ayear.

e Fringe washing function shape: The same stability as
the Flat Target Response

e Visibility amplitude: To be updated once every 8 weeks

e Antenna temperature: Needs to be calibrated every 2
weeks

e Visibility phase. A calibration is needed every 10 min-
utes.

Some parameters, as the PMS gain and offsets have been
accurately characterized in terms of temperature variation
though the computation of sensitivity parameters. This, in
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combination with a very low physical temperature drift of the
whole instrument, has allowed to reduce the need for their
frequent calibration updates. New sensitivity parameters
have been derived during the in-orbit commissioning phase
and they are very well in agreement with the ones obtained
during the ground characterization.

As a general rule, the percentage of total time devoted to
calibration must be the minimum, just to ensure that the qual-
ity of the measurements is according to the requirements. In
SMOS, about one percent of the time is used in calibration.
This has been achieved by minimizing the number of exter-
nal calibration maneuvers, using accurate thermal character-
ization and agreeing a compromise value for the parameters
changing the fastest (phase of visibility).

2.3. Calibration parameters trend

Figure 1 shows a plot of the long-term stability of the ampli-
tude of correlator gain (&), along with the short-term vari-
ation of its phase for a baseline having two different local os-
cillators. As seen, the amplitude has negligible variation from
one calibration event to another. On the other hand, the phase
variation is large, but can be easily tracked by frequent inter-
nal calibration sequences: every ten minutes a short burst of
correlated noise is injected during 1.2 seconds to all receivers
to measure this phase.
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Fig. 1. Left: Stability of the amplitude of 7;; along time.
Right: phase of G; variation due to local oscillator phase
drift

Figure 2 shows the measurements of PMS gain during a
specific test carried out to derive its thermal sensitivity. The
figure shows a comparison between the measured gain and the
one derived from the physical temperature and the sensitivity,
demonstrating that the gain can be accurately tracked just by
measuring the temperature sensors.

Figure 3 shows the long-term stability of both PMS gain
and offset. It shows the difference of the averaged values re-
trieved during ten calibration events distributed regularly be-
tween 12th January to 11th May 2010. It turns out that the
long-term drift is lower than (.5 mV for the offset and 0.2%
for the gain, which has led the the proposal of a PMS inter-
calibration period of eight weeks to be conservative.
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Right: Gain

3. IMAGING

Figure 4 shows an example of several snapshots in a pass
over Australia in dual polarization mode. Since the polariza-
tion is mixed in the field of view, the definitions Horizontal
and Vertical refer to the sub-satellite track. These images
were obtained just two weeks after the payload switch-on
with still uncomplete calibration. Nevertheless, they already
show that the instrument is capable of producing good bright-
ness temperature images. Improved images were obtained af-
ter the instrument was fully characterized and calibrated. Fig-
ure 5 shows two images corresponding to four-day cumulated
data over Australia acquired in January 2010 and in Febru-
ary 2010. Between both dates there were strong rain events
in the eastern part of Australia due to the pass of the tropi-
cal storm “Olga”. This is clearly visible in the images, where
lower britghtness temperatures are measured after the pass of
the storms.

Over the ocean the brightness temperature is lower than
in land and has also a much smaller dynamic range than in
land. On the other hand its spatial variation is much smoother,
allowing to perform spatial averages. Figure 6 shows the
averages of 150 consecutive snapshots over the ocean both
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Fig. 4. L-Band brightness temperature maps at instrument
reference frame retrieved over Australia in a descending orbit
Left: H-polarization at satellite track. Right V-polarization
at satellite track
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Fig. 5. Average of horizontal and vertical L-Band brightness
temperature. Four-day cumulated data for ascending orbits.
Left: 22nd to 25th January 2010. Right 18th to 21th February
2010.

for horizontal and vertical channel. The strong dependance
with the incidence angle, characteristic of the ocean bright-
ness temperature is clearly visible in these images. Also,
some artifacts can be seen in the extended alias-free zone, in
which a model is used to estimate the brightness temperature
of the sky alias zone and the result subtracted to the images.
This procedure is not eliminating all the errors in the sky alias
zone. To assess the instrument capability of making bright-
ness temperature images, only the strict alias-free zone has
been considered in subsequent processing.

As an example, figure 7 shows the image of four-day
cumulated first Stokes parameter over the Atlantic. As ex-
pected, it has lower values in those regions where the salinity
is known to be larger according to the NOAA climatological
data.
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Fig. 6. Average of 150 snapshots in for a region of pure ocean.
Left: Horizontal polarization. Right: Vertical polarization.
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Fig. 7. Image of cumulated first Stokes parameter (T +
Ty )/2) over the Atlantic for 6th to 9th May 2010. The vari-
ation 1s compatible with the global maps of salinity available
from NOAA climatological data.

4. CONCLUSIONS

SMOS is producing high quality brightness temperature im-
ages thanks to the accurate characterization and calibration of
the instrument MIRAS, which was performed first on ground
and later in flight conditions during the In-Orbit Commission-
ing phase. Most of the calibration parameters have very small
drift with time and temperature, while the others are accu-
rately tracked using sensitivity coefficients or specially de-
signed internal calibration sequences. The overall time ded-
icated to calibration is slightly larger that 1% of the mea-
surement time, in agreement with the mission requirements.
Images of first Stokes parameter over land and ocean show
geophisical features compatible with soil moisture and salin-
ity respectively.
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ABSTRACT

After the successful SMOS launch on November 2009 a
comprehensive evaluation of the payload calibration
strategy has been undertaken during a six months
commissioning phase. In the frame of the activities
devoted to assess the instrument performance and to
establish the operational measurement and calibration
configuration, this work presents a study on the
performance of the so called “one-point”™ method, an
alternative calibration scheme developed as a risk
mitigation approach.

1. INTRODUCTION

This work has been conducted in the framework of a
project devoted to assess the performance of the MIRAS
(Microwave Imaging Radiometer with Aperture
Synthesis) instrument [1], the single payload of the
ESA-SMOS mission [2]. The MIRAS consists of a Y-
shape interferometric radiometer basically formed by 72
receivers called LICEF (Lightweight Cost Effective
Front End) placed along the three arms. Cross-
correlations of the signals collected by each receiver
pairs “kj” give the samples of the so-called wvisibility
function. ¥ which develops imto a brightness
temperature map by means of a Fourer synthesis
technique. Amplitude calibration has a major impact in
the final instrument performance since amplitude errors
in the wisibility samples are directly translated into
image distortion (the so-called pixel bias) through this
Fourier synthesis process.

MIRAS measures normalized correlations My by means
of 1-bit/2-level digital correlators. As detailed 1 [3],
these measurements are denormalized according to

-T.‘r,ls -T.s',l:s i Vg —V
-“4 = ‘M‘a‘ 2 I.;l:s == 4 < (1)
Gy G

Vb’ =
A PMS (Power Measuring System) in each LICEF is
used to measure the equivalent system temperature
T.,.4 (A=V.H) at each antenna plane. The fringe-wash

5y

term G,; PMS gain at the antenna plane Gf and PMS

offset v, are currently calibrated by means of the so-

called two-level four-point (4P) method [3]. This
calibration procedure makes wuse of the CAS
(CAlibration System) based on two-level noise sources
(hot and warm) that inject the signals to the LICEF
calibration port C by means of a noise distribution
network. A highly stable radiometer called NIR (Noise
Injection Radiometer) measures the hot and warm
signals at the CAS output port N, to be used as
references to calibrate the PMS umts. A switch placed
at the LICEF front end 1s used to select the instrument
operating configuration: measurement mode (V/H) or
calibration mode (C/U).
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Figure 1. The physical temperature of the 72 LICEF
units is well constrained by means of thermal control.

The orbital temperature drift of the 72 receivers 1s well
constramned by the thermal control (fig. 1). However,
this small temperature swing produces a non-negligible
orbital PMS gain dnift that must be corrected for. At
each snap shot, PMS, gamn in measurement mode is
estimated as

G: (7, phic )= G: (Tphm )(1 + S]?:k{?;}:i —T o, )) @

Where 7, phy 15 the measurement physical temperature.

g,
Gf(]"pmk)is PMS gain at the calibration temperature
Tow, Which is estimated by means of the nvo-level
four-point method during an orbit 1n calibration mode to
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be performed every two months. Finally, Sg;ﬁ] 1s PMS

gain sensitivity to temperature drift, which has been Gig =
measured both on-ground and in-flight for each LICEF,
showing good agreement.

V_k _vl.k ‘SU*‘ |SN0|

Sie,| 13k

2 2 I?.»ik (4]'
T CASN — C.{S‘ N

Where T, CIA.M are the CAS hot and warm temperatures

Gi Th C4S | CIP as measured by the reference radiometer (NIR) at CAS
T Me T C[s,] B port N, .5, 8, are the CAS s-parameters from the
H ]
Tsen F 1 A\L (o E V-V noise source to the reference radiometer and PMS,
VA;" H&PP "E U ! Vap. Vi calibration ports, respectively, 4 is the antenna
! 0 isolater *

efficiency (A=V/H) and. finally. Sp, .S are the

switch s-parameters. As the 1P and 4P gamns are
computed at the same plane and at the same
temperature, an error free mstrument would vield:

A ¥
2. ONE POINT AMPLITUDE CALIBRATION G =Gin (5)

Figure 2. LICEF/PMS front-end scheme to illustrate
the one-point calibration scheme.

The so-called one-point (IP) calibration [4][5] 15 an

alternative PMS calibration method that has been CﬂScompanscnUBﬂzfos HORIZOMNTAL vs VERTICAL

. N - . " T ¥ + NEHUE
developed. as a risk mitigation approach, with two main | R :: L Eanza
objectives: :ll o] 4 g A2

11 . + NEAT
Al i enss
- Evaluate (and correct if required) ground CAS S- EER HEE2
parameter residual errors, dunng deep sky © e A fouse
calibration. © ly & & ! o
- Alternative method to track PMS orbital gain drift 2 Do g™ NECE
by means of periodic U-noise mjection % L P
Pr
As an exploratory option, the instrument has also been il
tested to operate in the so-called “all-LICEF” mode. In H e
this mode. the one-point method is used to estimate the L
antenna temperature (zero baseline wvisibility) as the . [ ;
mean value given by the 72 LICEF units. L?CDEF nu‘:"ﬁher oeoomn
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periodic (e.g. one month) deep sky views, the PMS 1s b : © NE-B1
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switching the instrument to the internal matched load (U I : I

port) 15 equivalent to place an absorber at the same e H P :

physical temperature in front of the antenna. In this : ]| : ; l
way. 1P PMS,, gain at the antenna plane is given by L : :
005 ;

B

o 1 20 a0 Al EI ) o

Gl‘;* _ VUV SETR ® - - LICEF number -
-7 Figure 3. Comparison of CAS correction factors computed
phi SETE Jfrom horizontal and vertical amplitude calibrations by
using ground antenna efficiencies (fop) and flight antenna
On the other hand. when translated to the antenna plane. efficiencies (bottom).

the internal PMS 4P gain 1s given by [3]:
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Figure 4. Matching between 1P and 4P PMS
calibration after CAS and antenna efficiency
correction (02/02/2010) for a number of calibration
events. Maiching well below the 1% RMS error
requirement in a three months period.

In order to evaluate the error and compute a correction
coefficient. the parameters in (5) are rearranged in the
so-called Cy; coefficients. One of them 1s computed

from the on-ground parameters.

2
el — ‘ |‘Sﬁf\"0

Nk 7 7 4
‘Sr,cg Sl

The other one uses the flight measurements and is
computed during each external calibration (deep sky
views):

2

S 14,

®

Teusy ~Tessy vupvskm
O ——CASN ~ sy ™

vie =i Doy ~Toam

The error m the Cp; coefficients can be assigned to a

CAS correction factor to be applied to the CAS ground
coefficients. In order to check the consistency of this
correction, some analysis has been undertaken and
presented hereafter.

The C,; coefficients can be computed from horizontal

and vertical PMS gains. Both magnitudes should be
equal. since each LICEF has a single CAS coefficient
related to 1ts calibration port CIP. Fig. 3 (top) shows that
the ground charactenization of the PMS front end i1s
quite good since vertical and horizontal CAS
coefficients match to + 0.14 dB. However, when using
antenna efficiencies computed from the external deep
sky views, the match 1s almost perfect (fig. 3, bottom).
That 1s, external calibration decouples the ground
characterization errors in antenna efficiency (two values
per PMS) from the CAS ground errors (one value per
PMS). The good consistency of CAS coefficients
computed from homizontal and verfical calibration
reveals both the good quality of the measurements and
the front-end model.

In second place, the CAS correction factors have shown
very good repeatability in a three months period. In Fig.
4 the external antenna efficiency and external CAS
factors have been computed from the calibration event
on 02/02/2010  (reference calibration). These
coefficients have then been used to calibrate the internal
4P gam 1n different calibration events from 12/01/2010
to 06/04/2010 to be compared with new 1P external
calibrations. In this period. the match between internal
and external gains remains within + 1% pk-to-pk, well
below the system requirement of 1% RMS error. There
15 a small 0.2% bias i the error that requires further
assessment. In any case, this bias is corrected by the
periodic external calibration events.

2.2. PMS gain correction by periodic U-noise
injection

This method has been devised as an alternative PMS
gain estimation to be used 1in the case that periodic inter-
orbit amplitude calibration was required. On-ground
tests revealed some degree of hysteresis in the
behaviour of PMS gain under fast and/or large
temperature  swings [5].  Since receiver noise
temperature showed a better behaviour, in-orbit internal
calibration was foreseen by perodically switching the
receiver to the internal matched load (U-noise). In this
case, PMSy gain at the calibration physical temperature

T

phi 1S given by

Ven —V
G (T, ]=—(—h4 - ®)
g T-ék TPJ""A +J:DHA

Where. receiver temperature at T, 1s estimated as
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Figure 5. PMS receiver noise temperature is well
correlated to temperature drift. This allows a very
good track of PMS gain by periodic (6 min) U-noise
injection, aligned to the LO phase track mode (Top).
However, the 4P PMS gain calibration method has
been selected since RMS residual error is well within
the 1% rms error requirement (bottom).

. A .
The reference receiver temperamre I (T pml) is

estimated by means of the 1P method [5] durng
external calibration (deep sky views) at the calibration
physical temperature i’;m . T, Ri sensitivity  to

temperature (about 0.75 K/°C) was measured during the
on-ground characterization when the instrument was
tested at the Large Space Simulator (LSS) m Nordwijk,
Holland (ESA) [5].

Figure 5 (top). shows an example of the 1P calibration
approach applied to unit 30 ( LCF-B-03), which is one
of the four outlier units presenting the largest
temperature swing (fig. 1). The mstrument was in
calibration mode during a few orbits to assess the
behaviour in temperature of several calibration
parameters. The black line gives PMS gain calibrations

performed every 30 s. The blue line shows the
estimation of PMS gain by means of (2). The reference
gain has been computed as the mean value for all the
orbits, whereas the orbital drift is tracked by using the
temperature measurements from a thermustor placed at
the front end in each unit. The effect of a certain amount
of hysteresis s clearly seen in the comparison of the two
plots (black and blue lines), yielding a moderate rms
error (red circle in fig. 5. bottom).

On the other hand. the red line presents spline
mterpolation from 1P calibration PMS gain estimations
every 6 mun (red dots). In this case, since receiver
temperature shows lower hysteresis [5]. PMS gain can
be tracked by periodic measures of the internal matched
load (U-noise injection). Figure 5. bottom, shows the
PMS rmms gain error for the three methods analyzed
from flight data during the first months of the
commissioning phase:

a) PMS gamn constant as the mean value computed
from several orbits in calibration mode (black
stars). In this case. the error is caused by orbital
temperature swing.

b) PMS gain estimation using the last calibration
(more than one orbit apart) and temperature swing
compensation by means of the PMS sensitivity to
temperature (blue stars).

c) Inter-orbit PMS estimation by means of periodic
(E.g. 6 min) measurements of the matched load (U-
noise injection).

Although method c) 1s the most accurate, method b) has
been selected since gives an error well below the 1%
RMS system gain error requirement and munimizes the
loss of spap shots (maximum observation mode
configuration).

2.3. AII'LICEF antenna temperature

Fig. 6 shows SMOS antenna temperature -V(0.0)-
computed as the mean antenna temperature estimated by
the 66 LICEF wumts. For each LICEF. antenna
temperature at the antenna plane 1s computed as
s _Vak " Vamr s
Ty =——7§E————I}k
Where PMS gain  Gf.

(10)

offsetv,s and receiver

temperature Tﬁi are computed by means of the external
PMS cold sky calibration directly at VAP/HAP, and
corrected in physical temperature T, for each snap

shot, as given in (9).

All-'LICEF antenna temperature is compared m H'V to
the mean antenna temperature measured by the three
NIR umits. The plots show antenna temperature
evolution (horizontal and wvertical polarizations) within



SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

an orbit on 02/02/2010. As shown in fig. 6. the coarse
behaviour given by the NIR units and the All-LICEF
mode 15 very similar. Some additional analysis reveals
that the performance of each single LICEF unit yields a
moderate error in the estimation of antenna temperature.
however, the average of the 66 LICEF estimations gives
a performance similar to the NIR units. Fig. 6 shows the
capability of both, the NIR and the all-LICEF mode to
track antenna temperature orbital evolution. However,
further analysis is still required to fully assess the
absolute accuracy of the measurements.
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Figure 6. Comparison of anitenna temperatire
(horizental and vertical polarizations) measured by the
all-LICEF mode and by the NIR units on 02/02/2010,
showing similar performance.
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Figure 7. Brightness temperature map retrieved from

one orbit in all-LICEF configuration (11-01/2010 all-
LICEF fest).

-60

In order to illustrate the capability of the one-point
calibration method in retrieving V(0,0), fis. 7 presents

the brightness temperature retrieval from data collected
on January 2010 within the “all-LICEF™ test.

3. CONCLUSIONS

In-orbit MIRAS/SMOS amplitude calibration performs
well within expectations. Furst analysis performed
during the commissioning phase show that low orbital
temperature swing, very good stability and careful
temperature compensations keep PMS gain estimation
well below the 1% rms system error requirement.

The one point method has proved to work properly both
to check (and fine tune) the performance of the current
Sfour point two level amplitude calibration method and
as a risk mitigation altemnative to be used, if required. to
retrieve the antenna temperature (all-LICEF mode) or to
track orbital PMS gain drift.
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ABSTRACT

An intense activity has been carried out during the in-
orbit commissioning phase of the SMOS (Soil Moisture
and Ocean Salinity) mission. Concerning the payload
MIRAS (Microwave Imaging Radiometer with Aperture
Synthesis) it has been fully characterized using specific
orbits dedicated to check all instrument modes. The pro-
cedures, already defined during the on-ground character-
ization, have been repeated so as to obtain realistic tem-
perature characterization and updated internal calibration
parameters. External calibration maneuvers have been
tested for the first time and have provided absolute in-
strument calibration, as well as corrections to improve
the internal calibration data.

Key words: SMOS; MIRAS; Interferometric Radiome-
ters; Calibration; Imaging.

1. INTRODUCTION

The ESA SMOS satellite was successfully launched on
the 2nd November 2009. The six-month long in-orbit
commissioning phase started just after launch and in-
cluded a complete and systematic check of the payload
MIRAS, the retrieval of all calibration parameters and a
thorough thermal characterization. The mission is now in
the operational phase and data products are continuously
being generated by the data processing ground segment
using the selected algorithms and payload modes of op-
eration.

This paper is focused on the work performed during the
payload commissioning. It describes some tests carried
out during this phase and the results obtained. All results
have been obtained using the MIRAS-Testing Software
(MTS) [1], an independent processing tool able to ingest
SMOS raw data and produce calibration parameters, cal-
ibrated visibility (compatible with level 1A SMOS data)
and geolocated brightness temperature (equivalent to the
SMOS level 1C).

2. MIRAS CALIBRATION OVERVIEW

A complete description of the MIRAS calibration sys-
tem can be found in [2]. In general, calibration of an
interferometric radiometer such as MIRAS is needed to
provide accurate values of visibility for all receiver pairs
and antenna temperature (zero baseling visibility) for at
least one element. Besides, image reconstruction algo-
rithms [3, 4] need additional calibration parameters, such
as the fringe washing function shape and the flat target
response [3]. MIRAS uses a combination of both exter-
nal and internal calibration procedures to estimate all the
time varying parameters. On the other hand, stable pa-
rameters such as antenna patterns, S-parameters of noise
distribution network and others, are directly used from
on-ground characterization.

The visibility is derived by the level 1 processor using the
following equation

! .
. “I}"J V T‘."-‘k T’T‘"J Uk — Uag,
1‘}4-_?' = T where T‘."-"k = T []}

where v, is the measured voltage of the PMS (power
measurement system) and M;.; the normalized correla-
tion measured by the on-board digital correlator. On the
other hand, antenna temperature is measured by three
noise-injection radiometers (NIR's) [6] located near the
center of the array using

Ty=Ty —nTya 2

where Ty; is the physical temperature in kelvin measured
by a sensor placed in a reference resistor near the antenna,
7 is the measured Dicke pulse fraction (raw NIR mea-
surement) and Ty 4 the noise equivalent temperature of
the internal noise source.

The brightness temperature is computed out of the cal-
ibrated visibility (1) by inverting the visibility equation
[7].

Vig = [ Tig(&m) T - 2532m) e 72704y (3)
2rntel
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where T4;( ) is the fringe washing function normalized
to its value at the origin and T};j the modified brightness
temperature:

, _ VD5 Ty(én) - T, .
Tig(&om) = —— N T Fo (& (€m)
4

where T’z is the brightness temperature to be retrieved. In
this equation, the only parameter that has eventually to be
updated is the normalized fringe washing function, which
is approximated by the following analytical expression.

Tri~ Asind B(r — ) ed(DT°+ET) (5

In summary, the outcome of the MIRAS calibration pro-
cedure is made of the following parameters: the PMS
gain (7. and offset v,5. the correlation complex gain G
in amplitude and phase, the NIR source noise temperature
Ty 4 and the five parameters A to E of the fringe wash-
ing function. All calibration parameters are planned to
be periodically updated during the mission to account for
possible instrumental drifts. Additionally, the Flat Tar-
get Response, which is essentially the calibrated visibil-
ity measured when the instrument is pointing to the cold
sky, 1s also considered a calibration parameter.

3. INTERNAL AND EXTERNAL CALIBRATION

External calibration is performed by commanding the
platform to go into inertial attitude. In this case, the in-
strument starts to rotate with respect to the earth-fixed co-
ordinate system until the earth disappears from the field
of view of the antenna. At this point, the radiometer is
measuring the brightness temperature of a fixed point of
the sky, which is chosen to be near the galactic pole to
avold influence from the Galactic emission. Since the sky
brightness temperature at L-band i1s known [8]. the cali-
bration parameters of the instrument are adjusted so as to
match the measurements to this absolute reference.

External calibration provides the best quality of calibra-
tion and it is the only way to obtain the absolute accuracy
of the instrument. However, the pointing maneuvers can-
not be performed too often and the impact in terms of
percentage of time dedicated to calibration is high.

Internal calibration, on the other hand, is carried out by
periodically injecting noise to all receivers using an inter-
nal source and a distribution network [9]. Tt tracks fast
variations of parameters, but for those requiring a known
calibration standard, it cannot provide their absolute val-
ues. In this case, the accuracy of the internal calibration
relies on the quality of a secondary standard, which has
to be previously calibrated using the external view. On
the other hand, noise injection is very fast and is easily
interspersed between normal measurement operation.

The calibration method utilized for each of the parame-
ters is the following

® PMS gain: External calibration with periodic track-
ing by internal calibration

o PMS offset: Internal calibration.

o Correlator gain (amplitude and phase): Internal cal-
ibration.

# NIR internal noise temperature: External calibration

o Fringe washing function parameters: Internal cali-
bration

4. CALIBRATION RATE

Most of the calibration procedures and measurement se-
quences were precisely defined during the on-ground
charactenization of the instrument [ 10]. The in-orbit com-
missioning phase has been essential to adjust the timing
of calibration events in accordance with the real instru-
ment operation. Particularly, the following general trends
have been observed:

» Flat Target Response: Stable, to be corrected only
twice a year.

® Fringe washing function shape: The same stability
as the Flat Target Response

s Visibility amplitude: To be updated once every 8
weeks

s Antenna temperature: Needs to be calibrated every
2 weeks

o Visibility phase. A calibration is needed every 10
minutes.

Some parameters, as the PMS gain and offsets have been
accurately characterized in terms of temperature variation
though the computation of sensitivity parameters. This,
in combination with a very low physical temperature drift
of the whole instrument, has allowed to reduce the need
for their frequent calibration updates. New sensitivity pa-
rameters have been derived during the in-orbit commis-
sioning phase and they are very well in agreement with
the ones obtained during the ground characterization.

As a general rule, the percentage of total ime devoted
to calibration must be the minimum, just to ensure that
the guality of the measurements is according to the re-
quirements. In SMOS, about one percent of the time is
used in calibration. This has been achieved by minimiz-
ing the number of external calibration maneuvers, using
accurate thermal characterization and agreeing a compro-
mise value for the parameters changing the fastest (phase
of visibility)

5. CORRELATOR CALIBRATION

Calibrating the corrrelator gain means measuring the
complex parameter (7.; and its evolution with time and
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temperature. This is achieved by processing the internal
calibration data using a straightforward method described
in [9, 11]. The absolute value of G5 is nearly one by def-
inition and it has been observed having negligible varia-
tion from one calibration event to the other. However,
the phase of (i for some baselines shows large and rel-
atively fast variations with time that must be tracked by
frequent calibration events. The reason is that the &y,
phase for two receivers not sharing a common lecal oscil-
lator is roughly equal to the phase difference between the
signals generated by the oscillators, which vary indepen-
dently as a function of their local temperature variation.
This effect is the main driver for the intercalibration pe-
riod: every ten minutes a short burst of correlated noise
is injected during 1.2 seconds to all receivers just to com-
pute this phase. Figure 1 shows a plot of the amplitude
stability of 7y, ; and the large phase variation in a baseline
having two different local oscillators.
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Figure 1. Left: Stability of the amplitude of Gy; along
time. Right: phase of G}; variation due to local oscilla-
tor phase drift

6. PMS CALIBRATION

According to (1), the PMS parameters (gain and offset)
are directly responsible of the amplitude of the calibrated
visibility. For this reason, accurate PMS calibration has a
strong impact on the quality of the final brightness tem-
perature image. In general, errors in the PMS gains and
offsets increase the pixel bias, defined as the spatial stan-
dard deviation of an image in the director cosines coordi-
nates [12, 13].

The measurements carried out during the commissioning
phase have shown that the PMS offset has a periodic vari-
ation linked to a control signal used to drive the heaters
of the instrument thermal control system. This effect is
general but particularly noticeable in some receivers, and
has been solved by applying a software correction based
on a meticulous process of characterization. The results
are given in figure (2) where plots of the offset and the
heater signal are drawn superimposed to demonstrate this
effect. At the right the same plot after applying the soft-
ware correction is given. The effect of the correction is
apparent.

On the other hand, the PMS gain is extremely stable and
very well characterized in temperature. In fact, several
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Figure 2. Effect of heater signal in the PMS offset and its
carrection

retrievals made in different calibration events show high
consistency among them. It is calibrated by external cal-
ibration using the sky as cold standard and an internal re-
sistor at known physical temperature as hot standard [11].
Inde pendently, their values are monitored by internal cal-
ibration using the method described in [9, 11, 14], based
on using the NIR, working in a specific mode of opera-
tion, to measure the noise power injected to the receivers.
This implies that the NIR has to be previously calibrated
during the cold sky views. One key result of the in-orbit
payload characterization is the computation of correction
factors to be applied to internal neise distribution network
parameters and antenna efficiencies so as to make these
two PMS gain measurements consistent with each other.
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Figure 3. PMS gain calibration. Difference between ex-
ternal and internal calibrations once correction factors
applied. The results are for H-pol and for six calibration
events spanning three months

Figure 3 shows the difference in percentage between
gain retrievals from both external and internal calibration,
once the correction factors have been applied. The differ-
ent traces correspond to six calibration events carried out
respectively on 12th January, 2nd February, 2nd, 16th and
23rd March, and 6th April 2010, that is spanning about
three months. The peak to peak differences in individ-
ual gains is always lower than +1% and the drift of the
average values is as low as 0.2%.

The PMS gain variation between calibration events is
very well tracked by means of the measured physical tem-
perature and the sensitivity parameter derived during the
in-orbit commissioning phase. Figure 4 shows the mea-
surements of gain during a specific test carried out to
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derive this sensitivity. During this test, several orbits of
continuous gain retrievals using internal calibration were
commanded. The gain sensitivity parameter to tempera-
ture was computed by using linear regression of the data
acquired. The figure shows a comparison between the
measured gain and the one derived using the sensitivity
parameter and the physical temperature, so demonstrat-
ing that the gain can be accurately tracked just by mea-
suring the temperature sensors, and there is no need for
frequent calibration updates.
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Figure 4. PMS gain tracking using the sensitivity param-
eter

Finally, figure 5 shows the long-term stability of both
PMS gain and offset. It shows the difference of the
averaged values retrieved during ten calibration events
distributed regularly between 12th January to 11th May
2010. It turns out that the long-term drift is lower than
0.5 mV for the offset and 0.2% for the gain, which has
led the the proposal of a PMS intercalibration period of
eight weeks to be conservative.
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Figure 5. Long term PMS calibration. The test numbers
correspond to different calibration events carried out ina
4-month span, from 19th January 2010 to 11th May 2010.
Left: Offset, Right: Gain

7. CONCLUSIONS

Calibration and performance of MIRAS, the SMOS pay-
load, has been accurately assessed during the in-orbit
commissioning phase. By careful analysis of the mea-
surements performed in specific tests, all the parameters

related to internal and external calibration have been re-
trieved and found to be very well in consistency with the
ones obtained during the on-ground characterization. The
rate of calibration events, both internal and external, has
been established as a result of the analysis made during
the commissioning phase.
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Abstract

After the successful launching of the SMOS satellite in November 2009, continuous streams of data
started to be regularly downloaded and made available to be processed. The first six months of operation
were fully dedicaied to the In Orbit Commissioning Fhase, with an intense activity aimed at bringing the
satellitz and instrument into a fully operational condition. Concerning the payload MIRAS (Microwave
Imaging Radiometer with Aperture Synthesis) it was fully characterized using specific orbits dedicated to
check all instrument modzs. The procedures, already defined during the on-ground characterization, were
mpeated so as to obtain realistic temperature characterization and updated internal calibration parameters.
External calibration maneuvers were ested for the first time and provided absolute instrument calibration,
as well as comections to internal calibration data. Overall performance parameters, such as stability,
radiometric sensitivity and radiometric accuracy were evaluated. The main results of this activity are
presented in this paper, showing that the instrument delivers stable and well calibrated data thanks to
the combination of extemal and internal calibration and to an accuraie thermal characterization. Finally,

the quality of the visibility calibration is demonstrated by producing brightness temperature images in
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the alias-free field of view using standard inversion techniques. Images of ocean, ice and land are given

a5 examples.

Index Terms

SMOS, interferometric synthetic aperture radiometry, calibration, imaging

L INTRODUCTION

SMOS {acronym of Soil Moisture and Ocean Salinity) is a European Space Agency (ESA)
mission designed to provide global maps of soil moisture over land and sea surface salinity
over oceans [1]. It consists of a satellilz in a sun-synchronous orbit at about 7700 km height
carrying a passive L-band sensor called MIRAS (Microwave Imaging Radiometer with Aperture
Synthesis) [2], [3]. The satelliie was successfully launched the 2nd November 2009 from the
Plesestz cosmodrome in northern Russia and the payload was swilched on on 17th November
2009, Since then, continuous data is regularly received by the ground segment data acquisition
station located in Villafranca del Castillo, near Madrid (E).

The SMOS In-Orbit Commissioning Phase (I0CP) started just after the 3-week long Switch-On
and Data Acquisition Phase (SODAP), which was mainly focused at testing low level processes
for data acquisition and handling. The IOCP had an overall duration of 6 months and the first
half part comprised the characterization, calibration, validation and verification of the instrument.
The main goal was to provide a fine twne of MIEAS by means of: Systematic check of all
instrument modes, retrieval of internal and exiernal calibration parameters, computation of tem-
perature sensitivity coefficients, assessment on imaging capability, assessment on calibration rate
requirements, and instrument overall performance evaluation: Stability, Radiometric sensitivity,
Radiometric accuracy and Absolute accuracy.

Most of the goals were successfully achieved on time thanks to the combined effort of a
team formed by EADS-CASA Espacio (E) as instrument manufacturer; Deimos Enginheria
(P} developer of the Level 1 Prototype Processor (L1PP); the ESA Calibration Expert Center
(CEC) dedicated to analyze the quality of the calibration data; and the Universitat Politecnica de
Catalunya (UPC) responsible of the definition and implementation of calibration and processing

algorithms. All of them were efficiently led by the ESA’s principal engineer of the instrument.
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The following sections provide a brief description of the activities carried out by UPC in
the frame of the SMOS I0OCP and shows the main results achieved, including determination of
calibration parameters and their stability, as well as retrieval of brightness temperature images
of ocean, ice and land. Everything has been processed using the MIRAS Testing Software,
an independent software tool developed by UPC, capable of producing geolocated brightness
temperature out of the raw data downloaded from the payload [4].

II. MIBAS CALIBRATION

A complete description of the MIRAS calibration system can be found in [5]. In general,
calibration of an interferometric radiometer such as MIRAS is needed to provide accurate values
of visibility for all receiver pairs and antenna temperature (zero baseline visibility) for at least one
element. Besides, image reconstruction algorithms [6], [7] need additional calibration parameters,
such as the fringe washing function shape and the flat target response [8]. MIRAS uses a
combination of both external and internal calibration to estimate all the time varying parameters.
On the other hand, stable parameters such as antenna patterns, S-parameters of noise distribution
network and others, are directly used from on-ground characterization.

The visibility is derived by the level 1 processor using the following equation

My Toe Tois —
'L.-J:J_ % where Tﬁ]’lk % { 1)

where v is the measured voltage of the PMS (power measurement system) and My; the
normalized correlation measured by the on-board digital correlator. On the other hand, antenna
temperature is measured by three noise-injection radiometers (NIR's) [Y9] located near the center
of the array using

Ta=Ty —nqlna (2)

where Tjr is the physical temperature in kelvin measured by a sensor placed in a reference
resistor near the anienna, 5 is the measured Dicke pulse fraction iraw NIR measurement) and
T 4 the noise equivalent temperature of the internal noise source.

The brightness temperature is computed out of the calibrated visibility (1) by inverting the
visibility equation [10].

Vis = [[T,(6,m) T ~g2m) 2044 ey 3)
<l
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where 7;( ) is the fringe washing function normalized to its value at the origin and Ti; the

modified brightness iemperature:

VOED; T(e,n) - T,
TJ:_;il:é-. n) FE {2 = ’-'i‘?

Fo (& mFy (€m) (4)

with T is the brightness temperature to be retrieved. In this equation, the only parameter that
needs eventually to be updated is the normalized fringe washing function, which is approximated

by the following analytical expression.
‘Fj.-_fﬂzi A Si“ﬂ:HI:T o C” E.J'[DT!+H1-‘.I .

In summary, the outcome of the MIRAS calibration procedure is made of the following
parameters: the PMS gain 5 and offset v,y the correlation complex gain y; in amplitude and
phase. the NIR source noise temperature Ty 4, and the five parameters A to E of the fringe
washing function. All calibration parameters are planned to be periodically updated during the
mission o account for possible instrumental drifts. Additionally, the Flat Target Response, which
is essentially the calibrated visibility measured when the instrument is pointing to the cold sky,

15 also considered a calibration parameter.

I[1I. INTERNAL CALIBRATION

Internal calibration is carried out by periodically injecting noise (o all receivers using an
internal source and a power distribution network. Two-levels of power are injected so as to
cancel the internal noise coming from the distribution network [11], [12]. Also, in order to
simplify this network, a distributed approach is used [13].

Internal calibration is used to monitor the power measurement system (PMS) (gain &' and
offset v,g), the correlator complex gain (Gy;). both in amplitude and phase and the fringe washing
function parameters. It is also used to measure the residual visibility offset by switching all
receivers’ inpuls to internal resistors, so producing uncorrelated noise injection. This offset is

very small and was very well characterized on ground [14].

A. PMS gain

Figure 1 shows the relative PMS gain variation in percentage with respect to the average value

for all 72 receivers. Both the standard deviation and the peak to peak deviation are shown. It
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is computed after analyzing a total of 2499 samples measured during more than 24 hours with
the instrument continuously in internal calibration mode. Most of the receivers have PMS gain
variations below 0.5% rms and all of them are well below the specified 1%. These variations

are dominated by the thermal noise inherent to the measurements due to the limited integration

time.
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Fig. 1. Relative PMS gain variation in 24 hours of continuous measurements

Nevertheless, there is still a small dependance of the PMS gain with temperature. To charac-
terize this behavior, plots of PMS gains as a function of temperature have been produced and
sensitivity coefficients have been computed from linear regression. An example of such plots is
oiven in figure 2 along with a comparison between the measured gain and the one predicted from
the temperature measurement. Two values of sensitivity are shown, one in blue corresponding
to on ground measurement [14] and other in red obtained from flight data in the frame of the
In Orbit Commissioning Phase.

Figure 3 shows the long-term stability of the gain. It represents the difference in the measured
eain at six different calibration events spanning more than three months. At each event, the
eain is compuied by averaging 45 individual retrievals, saving the result as a calibration product

to be used during the measurement mode (see section 1II-D). To make the plot of figure 3 all
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gains were corrected in temperature as described above. The main result is that the overall PMS
gain is stable within 0.4% peak to peak in a period of three months, provided the temperature
correction is applied.

B. PMS offset

The PMS offset voltages showed small jumps linked to the signal controlling the heaters in
the payload temperature stabilization circuitry. Some receivers are more affected than others, but
the effect is general. Plots of the offset voltage and the heater signal are drawn superimposed
in figure 4 (left) to demonstrate this effect. To cancel this variation, a software correction was
implemented based on an accurate characterization carried out with the data acquired during
a test sequence specifically designed for it It consisted of continuously driving the voltage
detectors at four levels, so as to make continuous measurements of PMS offsets using the four-
point technique [15]. The result is seen in the plot at the right of figure 4, showing the offset
once the correction is applied. There are still some points where it is not perfect, but in general
most of the points show only the random fluctuation due to thermal noise. A better insight on the
quality of this correction is given in figure 5 where for all the receivers, the standard deviation of
the measured offset is plot as a function of the receiver number. Three traces are given: without
heater correction and with two different retrievals of the correction parameters measured at two
different operations of the special sequence of calibration. The correction clearly reduces the
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Fig. 3. PM35 gain differences between separated calibration events

rms values of the offset and the resulis are very consistent with each other for both retrievals.

The residual offset rms error is well below the 1 mV specification.

C. Correlator complex gain

The correlator gain Gy; is a complex valued parameter. Its amplitude is always around unity
and very stable: only a negligible variation with time has been detected (see the plot at the left
of figure 6). On the other hand, in baselines formed by two receivers not sharing a common
local oscillator, the phase of (y; has a significant variation. This phase is roughly equal to the
phase difference between the signals generated by the oscillators, which vary independently as
a function of their local temperature variation [16]. To account for this dependance, frequent
phase calibration events must be carried out interspersed with the normal measurement operation.
Several strategies were studied within the commissioning phase in order to decide the best phase

calibration rate. To this end the payload was programmed to acquire data with different LO
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for heater signal dependance.

calibration rates, ranging from 2 minutes to 14 minutes. The final value was fixed after a complete
analysis of the data acquired, bearing in mind that the final goal is to provide the maximum
quality of the geophysical parameters retrievals. It was finally established in ten minutes to keep
residual rms phase error below the 1 deg requirement. Figure 6 shows an example of the phase
of Gy; along with its estimation based on a spline interpolation.

D. Internal calibration strategy

Two different sequences are used for internal calibration purposes. The so-called “LOcal”
consists of injecting a short burst of noise (1.2s duration) just to record the phase of the
correlation. which is equal to the phase of Gy;. Due to the distributed approach of the network
[13], this is actually done twice, one with the “even” sources and other with the “odd™ sources.
For baselines not sharing noise source, their phases are estimated by solving a system of
equations. The LOcal sequence is repeated once every ten minutes and has a total duration
of 6 seconds to allow for signals to stabilize afier changing the input power so drastically. This
is the main coniribution to an overall ratio of calibration to measurement slightly above 1%.

The second internal calibration sequence is the “Long-cal™. As described in [17] it uses a whole
orbit (actually two half-orbits) continuously dedicated to internal calibration alternating between
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two-level correlated noise and uncorrelated noise injection. Figure 7 shows the schematic time
ling of this sequence. The whole orbit of 5K seconds is divided into 15 segments of about
400 seconds each. Each one includes three subsegments of correlated noise injection and a
longer one of uncorrelated noise injection (abbreviated “U-noise™). This provides a total of 45
individual measurements of PMS gain. offset and amplitude of Gy, (its phase is ignored). All of
them are averaged to obtain a calibration product that is saved and used later for correcting the
science measurements as explained below. All the U-noise measurements are averaged together to
estimate the visibility offset to be subtracted to all the subsequent measurements. Finally, using
part of the correlated noise injection with time delays, the parameters of the fringe washing
function are estimated. The long calibration sequence is performed once every eight weeks,
which is enough to track the small variation of the retrieved parameters.

Dwuring science measurement operation, the PMS gain is estimated from the calibration product
just described but corrected in temperature using the temperature sensitivity coefficients derived
during the commissioning phase (see figure 2). The offset is estimated from the calibration

product and the correction of the heater signal. The amplitude of the correlator gain is just the
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one measured and its phase is estimated by spline interpolation between measurements of the

LOcal sequence.

IV. EXTERNAL CALIBRATION

External calibration is performed by commanding the platform to go into inertial attitude.
When this command is received, the instrument starts to rotate with respect to the earth-fixed
coordinate system until the earth disappears from the field of view of the antenna. At this point,
the radiometer is measuring the brightness temperature of a fixed point of the sky, which is
chosen to be near the galactic pole to avoid influence from the Galactic emission. Since the sky
brightness temperature at L-band is known [18], the calibration parameters of the instrument are
adjusted so as to match the measurements to this absolute reference.

External calibration is used to calibrate the Noise Injection Radiometers (NIRs), which means
computing the equivalent noise temperature of their internal source [9]. For each NIR, two
parameters are obtained (Ty4 and Ty g). the first one used in equation (2) to measure the
antenna temperature and the second one as a secondary standard for the PMS gain calibration
in the internal calibration procedure [12].
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Fig. 7. Long calibration sequence

External calibration is also used to correct for the term of the PMS gain not included in
the internal calibration, namely the overall loss between the antenna plane and the noise input
port. This is achieved by comparing the PMS gain derived from internal calibration with the
ong obtained using the one-point approach described in [12], [19] and using the sky as cold
standard and an internal resistor at known physical temperature as hot standard. Figure 8 shows
the measured difference in percentage between both PMS gains. The comparison is made by
translating the internal gain to the antenna reference plane using the 5-parameters of the switches
measured on ground and a rough estimation of the antenna ohmic efficiencies. The plot shows

that the gains have a discrepancy of about 4%, which is completely out of requirements.

Correction factors were computed during the in-orbit payload characterization to be applied
to internal noise distribution network parameters, switches and antenna efficiencies so as (o
make these two PMS gain measurements consistent with each other. The correction factors were
computed once for a particular external calibration data set and saved as fixed parameters to
use in subsequent calibrations. Eventually, during the mission lifetime these parameters could

be updated. Figure 9 shows the difference in percentage between gain retrievals from both
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Fig. 8. Comparison between PMS gain retrieved with intemal calibration and with extemal calibration

external and internal calibration, once the correction factors have been applied. The different
traces correspond to eight calibration events carried out at the dates specified in the figure, that
15 spanning about five months. The peak to peak differences in individual gains is always lower
than +1% and the drift of the average values is as low as 0.6%.

The gain derived from external calibration is more accurate than the one from internal cali-
bration since it uses directly well known standards. The gain from internal calibration is based
on using the NIR working in a specific mode of operation to measure the noise power injected
to the receivers, which is then used as a secondary standard. This implies that the NIR has to
be previously calibrated during the cold sky views. Figure 14 shows the long term stability of

the PMS gain derived from external calibration using the one-point approach.

V. SYSTEM PERFORMANCE

Two parameters have been used to define the overall system performance of the instrument
[20]. The first is the radiometric sensitivity, defined as the temporal standard deviation of the
brightness temperature, a function of the spatial direction. The second is the pixel bias, defined
as the spatial standard deviation across the image in the director cosines coordinates. Both of

them have been obtained afier analyzing in detail the data retrieved from ocean scenes. Figure
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(11} at the left shows an image of the radiomeiric sensitivity as a function of the director cosines
coordinates. At the right of the figure there is a plot of a cut for £ = 0 and a comparison between
the measured values and those predicted by the following theoretical formula derived in [21]:

VIR Ta+Tg (U,
1-£ —pla,vN
T [y eV T VN

where T4 is the antenna temperature measured by the NIRs, Tg is the average receiver noise

ATg(&,m) = (6)

temperature measured while in external calibration, B is the noise equivalent bandwidth measured
through the B parameter of the fringe washing function, 7 is the effective integration time taking
into account the one-bit correlator [20], «., is a coeficient that depends on the window used in
the inversion process ((.45 for Blackmann window), {1, is the antenna equivalent solid angle
and #(£,7) is the normalized antenna power pattern, these last two obtained from the accurate
antenna measurements carried out on ground. The plot shows an excellent agreement between
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the measurement results and the theoretical predictions.

Figure 12 gives the same results but for the measurement of the cold sky during an external
calibration maneuver. The agreement is also good, although not as perfect as for the ocean
scenes. One of the reasons for this discrepancy might be associated to the back lobes of the
antennas that when the instrument is looking upwards are collecting the power emitted by the

Earth and are thus contaminating the measurements.

Figure (13) shows an image corresponding to the average of about 60 consecutive snapshots
of pure ocean after compensating for the incidence angle dependance. The pixel bias is estimated
by the spatial standard deviation of this image in a circle of radius 0.3 inside the alias-free field
of view. According to the labels of the images, this turns out to be 1.2 K and 1.35 K respectively
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for horizontal and vertical polarization. It should be noted that the predicted value given in [20]
was of 1.8K in the worst case, well in line with the values obtained with the real instrument,
and it is a good indicator of the quality of the calibration and the inversion. The structure of
the image and thus the corresponding standard deviation, is highly increased if the extended
alias-free region is considered, although it is not shown here.
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V1. BRIGHTNESS TEMPERATURE IMAGES

Brightness temperature images are obtained by inverting the calibrated visibility using equation
(5). Examples are presented here for ocean, land and ice using the inversion approach number 3
defined in [6] and implemented in the MIRAS Testing software [4]. The images correspond to
maps of half the first Stokes parameter, that is (Ty + T3-) /2 to make them independent of the
rotation angles between the instrument frame at each pixel and the ground frame. In the case
of ocean images, the theoretical variation due to specular reflection, directly computed from the
fresnel reflection coefficients, has been compensated so as to obtain fairly constant images in
all the field of view. Only the data in the true alias-free zone is considered since it is the one
of which its quality depends only on the quality of the visibility calibration.

Figure (14) shows a four-days cumulated image over ocean corresponding to data from 6th
to 9th June 2010 using both ascending and descending orbits. The image shows low brightness
temperature values on the Atlantic compatible with a known increase of salinity in this area.
Other stable spatial structures are observed at certain locations over the globe, particularly at
high latitudes, although no scientific assessment has been made about them in the frame of
this work. They could be caused by RFI sources, particularly in Southern Greenland and North
of Canada. What is apparent from this figure is the increase of brightness temperature at the
Amazon river plume, which is due to the mixing of fresh water. This is confirmed by a zoom
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Fig. 14. Cumulated brightness temperature in occan from 6th to 9th May 2010 for both ascending and descending orbits

of the image shown in figure 15. There is a clear negative gradient of brightness temperature
that enters to the ocean just at the point where the river Amazon flows into the Atlantic ocean.

Fig. 15. Zoom of the Amazon river plume showing the influence of higher brightness temperature of fresh water entering into

the occan.

Figure 16 shows the retrieved brightness temperature over Antarctica. A fairly constant value
of about 200K is seen at the right of the image and in particular at the Dome-C area, but higher
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values are measured in other zones.

Fig. 16. Brightness temperature image over the Antarctica in 9th May 2010

Brightness temperature over land is expected to be more variable in time since it depends
on the amount of water in the soil, which can have important variations when strong rain
events are present. Also, differences from ascending to descending orbits are expected since
they correspond respectively to the dawn and dusk times of the day. In any case, in order to
have a global view of the L-band brightness temperature of the land areas, Figure 17 shows the
cumulated brightness temperature for the same four days (6th to 9th May 2010), but separating
ascending and descending orbits. Clear features are observed, which in general coincide with
the zones of the planet where there are changes in soil moisture. However, there are zones of
the planet, particularly in Europe and Asia, that are highly contaminated by RFI, making the

brightness temperature images to saturate.

VII. CONCLUSIONS

MIRAS provides accurately calibrated visibility as a result of using a combination of internal
and external calibration. During the in-orbit commissioning phase, all calibration parameters were
measured and found consistent with the ones obtained during the on-ground characterization of
the instrument. The visibility amplitude shows a high degree of stability both in short- and
long terms, which allows to space apart the external calibration events. On the other hand, the
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phase has significant variations, requiring to perform updates every fen minutes using internal
calibration. The main overall system performance parameters, such as radiometric accuracy and
pixel bias have been found well in accordance with the expected values. Brightness Temperature
images of good quality in the alias-free field of view have been demonstrated using the UPC's
MIRAS ifesting software, an independent processing tool able to ingest SMOS raw data and
provide calibrated visibility and geo-located brighitness temperature. Examples over sea, ice and
land are given. As a general conclusion: SMOS mission is a success and good global maps of
Soil Moisture and Ocean Salinity are expected to be produced in the years to come

REFERENCES

[1] H. Barré, B. Duesmann, and Y. Eem, “SMO5. the mission and the sysem.” [EEE Transactions on Geoscience and Remore
Sensing, vol. 46, no. 3, pp. 587-593, March 2008,

[2] M. Martin-Meira and J. M. Goutoule, “MIEAS a two-dimensional aperture-sy nthesis radiometer for seil moisture and
ocean salinity observations,” ES4 Bullefin, no 92, pp. 95-104, November 1997

[3] K. McMullan, M. Brown, M. Martin-Meira, W. Rits, 5. Ekholm, 1. Marti, and J. Lemameyk, “SMOS: The payload,” JTEEE
Transactions on Geoscience and Remote Sensing, vol. 46, no. 3, pp. 594605, Manch 2008,

[4] L Corbella, E Torres, M. Duffo, V. Gonzdlez, A, Camps, and M. Vall-llossera, “Fast processing tool for SMOS data” in
Internarional Geoscience and Remote Sersing Symposium, IGARSS 2008, no. I Boston(Ma), USA: TEEE, 7 - 11 July
2008, pp. 1152-1135.

[5] M. Brown, E Tomes, L Corbella, and A, Colliander, “SMOS calibration,” [EEE Transactions on Geoscience and Remote
Sensing, vol. 46, no. 3, pp. 646-658, March 2008,

[6] L Corbella, F. Tomes, A, Camps, M. Duffo, and M. Vall-llossera, “Brightness temperature retrieval methods in sy nthetic
aperture radiometers,” IEEE Transactions on Geoscience and Remote Sensing, vol. 47, no. 1, pp. 285-294, January 2009,

[7] A. Camps, M. Vall-llossera, L Corbella, M. Duffo, and E Tomes, “Improved image reconstruction algorithms for aperture
synthesis radiometers,” IEEE Transactions on Geoscience and Remote Sensing, vol. 46, no. 1, pp. 146-158, January 2008,

[8] M. Martin-Meira, M. Sucss, and J. Kainulainen, “The flat target transformation.” JEEE Transactions on Geoscience and
Remate Sensing, vol. 46, no 3, pp. 613-620, March 2008

159



SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

%]

(1o

[

(7]

[13]

[14]

[13]

[15]

[171

[15]

[19]

[20

[21]

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING VOL. 88, NO. £ MM YYYY

A Colliander, L. Ruckokoski, 1. Suomela, K. Veijola, J. Kettunen, V. Kangas, A. Aalto, M. Levander, H. Greus, M. T.
Hallikainen, and J. Lahtinen, “Development and calibration of SMOS mference radiometer” JEEE Tranzacrions on
Geoscience and Remaore Sensing, vol. 45, no. 7, pp. 1967-1977, July 2007.

L. Corbella, M. Duffo, M. Vall-lossera, A. Camps, and F Torres, “The visibility function in interferometric aperure synthesis
radiometry,” [EEE Transacions on Geoscience and Remote Sensing, vol. 42, no. 8, pp. 1677-1682, August 2004.

I. Corbella, F. Tormes, A. Camps, A. Colliander, M. Martin-Neira, 5. Ribd, K. Raotiainen, N. Duffo, and M. Vall-llossera,
“MIRAS end-to-cnd calibration. Application to SMOS L1 processor” TEEE Transacrions on Geoscience and Remore
Sensing, vol. 43, no. 5, pp. 11261134, May 2005,

F. Tomes. L Corbella, A, Camps, N. Duffo, M. Vall-llossera, 5. Beraza, C. Gutierrez, and M. Martin-Meira, “Denommaliz ation
vol. 44, no. 10, pp. 2679-2686, October 2006,

F. Tomres, A. Camps, J. Bari, L Corbella, and B Fermro, “On-board phase and modulus calibration of large ape riure
synthesis radiometers: Study applied to MIRAS” TEEE Transacrions on Geoscience and Remore Sensing, vol. GRE-34,
no 4, pp. 1000-1009, July 1996,

L. Corbella, F. Tomes, M. Duffo, M. Martin-Meira, V. Gorzilez-Gambau, A. Camps, and M. Vall-llossera, “On-ground
characterization of the SMOS payload” JEEE Transactions on Geoscience and Remore Sensing, vol. 47, no. 9, pp. 3123
3133, Scptember 2009,

F Tomes, N. Duffo, L Corbella, A. Camps, M. Vall-llossera, and L. Sagués, “Dynamic range and linearity tradeodT in
detectors for interferometric radiometers,” TEE Elecrromics Lemers, vol. 39, no. 25, pp. 1852-1854, 11th December 2003.
V. Gonzéler-Gambau, F. Tormes, and M. Duffo, “Phase calibration temperature track in interferometric rediometers devoled
to earth observation.” in Proceedings of SPIE Furope Remote Sensing 2008, Cardiff. Wales, United Kingdom: SPIE
Europe Remote Sensing 2008, Sensors, Systems, and Mext-Generation Saiellies XI1., 15-18 september 2008

L. Corbella, F. Tomes, M. Duffo, A. Camps, M. Vall-llossera, and V. Gonzélez, “MIRAS in-orbit calibration.” in frrernarional
Geoscience and Kemore Sensing Svnposium, IGARSS 2007, no. I1SBN DVID-ROM: 1-4244-1212-9.  Barcelona, Spain:
IEEE, 23 - 17 July 2007, pp. 3622-3625.

D M. Le Vine and 5. Abraham, “Galactic noise and passive microwave mmole sensing from space at L-band)” FEEE
Transacrions on Geosclence and Remaore Sensing, vol. 42, no. 1, pp. 119-129, January 2004.

F. Tomes, ¥. Gonrdlez-Gambao, and C. Gomedlez-Haro, “One-point calibration in interferometric radiometers devoled to
carth observation,” in Proceedings of SPE Furope Remore Sensing 2008,  Cardiff. Wales, United Kingdom: SPIE Europe
Remote Sensing 2008, Sensors, Sysems, and Mext-Generation Satellies K11, 15-18 sepiember 2008,

I. Corbella, E Tomes, A. Camps, J. Bard, N. Duffo, and M. Vall-llossera, “L-band aperture synthesis radiometry: hard ware
requirements and system performance.” in frermarional Geoscience and Remore Sensing Svnposinm, FTGARSS 20660, vol. 7.
Homolulu {Hw), USA: IEEE, 24-28 July 2000, pp. 2975 - 2977.

A, Camps, “Application of interferometric radiometry to Earth observation,” Ph.I). dissertation, Universitat Politcnica de
Catalunya, November 1996,

160



SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

Bibliography

[1] European Space Agency web: http://www.esa.int/esal P/LPsmos.html

[2] Remote sensing laboratory group web:
http://www.tsc.upc.edu/rslab/index.php?option=com content&view=article&id=
79&Itemid=165

[3] Camps, A., “Application of Interferometric Radiometry to Earth Observation”;
PhD Thesis. Barcelona November 1996. Universitat Politecnica de Catalunya.

[4] Ulaby, F.T.; Moore, R.K.; Fung, A.K; “Microwave Remote Sensing Active and
Passive Vol. I Fundamentals and Radiometry”; Norwood, MA: Artech House,
1981.

[5] Eurorockot Launch Service Provider web:
http://www.eurockot.com/alist.asp?cnt=20040811&main=3&subm=97

[6] Barcelona Expert Centre on Radiometric Calibration and Ocean Salinity web:
http://www.smos-bec.icm.csic.es

[71 McMullan. K.D.; Brown. M.A.; Martin-Neira. M.; Rits. W.; Ekholm. S.; Marti.
J.; Lemanczyk. J.; “SMOS: The payload”. Geoscience and Remote Sensing. vol.
46. Pages: 594-605. IEEE Transactions March 2008.

[8] Gonzalez-Gambau. V.; “Caracterizacion y calibracion de radiémetros
interferométricos por Sintesis de Apertura”; Final Project. Barcelona June 2006.
Universitat Politécnica de Catalunya.

[9] Camps. A.; Corbella. I.; Duffo. N.; “Temas de formacion SMOS”. Training
course for INDRA Espacio. San Fernando de Henares March 2006. Universitat
Politécnica de Catalunya.

[10] Corbella. I.; “Interferometric aperture synthesis radiometry for Earth
Observation”. Seminar. Estec January 2008. Universitat Politécnica de
Catalunya.

[11] Sanz. J.A.; Rubiales. P.; Lamela. F.; Liozondo. J.L.; Borges. A.; “Heater
Controls Law Definition”. Ref: SO-TN-CASA-PLM-0657. January 2007. EADS
Casa Espacio.

[12] Brown. M.A.; Torres. F.; Corbella. I.; Colliander. A.; “SMOS Calibration”.
Geoscience and Remote Sensing. vol. 46. Pages: 646-658. IEEE Transactions
March 2008.

[13] Corbella. 1.; Torres. F.; Duffo. N.; Camps. A.; Vall-llossera. M.; Gonzalez-
Gambau. V.; “MIRAS In-Orbit Calibration”. Geoscience and Remote Sensing
Shymposium. IGARSS 2007. IEEE International. Universitat Politécnica de
Catalunya.

[14] Corbella. I.; Torres. F.; Camps. A.; Colliander. A.; Martin-Neira. M.; Ribo. S.;
Rautiainen. K.; Duffo. N.; Vall-llossera. M.; “MIRAS End-to-End calibration:
application to SMOS L1 Processor”. Geoscience and Remote Sensing. vol. 43.
Pages: 1126-1134. IEEE Transactions May 2005.

161


http://www.esa.int/esaLP/LPsmos.html
http://www.tsc.upc.edu/rslab/index.php?option=com_content&view=article&id=79&Itemid=165
http://www.tsc.upc.edu/rslab/index.php?option=com_content&view=article&id=79&Itemid=165
http://www.eurockot.com/alist.asp?cnt=20040811&main=3&subm=97
http://www.smos-bec.icm.csic.es/

SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

162

[15] Gonzélez-Haro. C.; “Power detector of second order correction stydy applied to
MIRAS/SMOS mission”. MERIT Master Thesis. Barcelona. February 2010.
Universitat Politécnica de Catalunya.

[16] Torres. F.; Corbella. I.; Camps. A.; Duffo. N.; Vall-llossera. M.; Beraza. S.;
Gutierrez. C.; Martin-Neira. M.; “Denormalization of visibilities for in-orbit
calibration of interferometric radiometers”. Geoscience and Remote Sensing. vol.
44. Pages: 2679-2686. IEEE Transactions October 2006.

[17] Torres. F.; Gonzalez-Gambau. V.; Gonzalez-Haro. C.; “One point calibration in
interferometric radiometers devoted to Earth observation”. SPIE Europe Remote
Sensing 2008. Barcelona. Universitat Politécnica de Catalunya. SMOS Barcelona
Expert Centre.

[18] Torres. F; Corbella. I.; Duffo. N.; Gonzalez-Gambau. V.; “One point calibration in
interferometric radiometers: Error assessment”. Geoscience and Remote sensing
Symposium. IGARSS 2009. IEEE International. Universitat Politécnica de
Catalunya.

[19] Duffo. N.; Corbella. I.; Torres. F.; Gonzélez-Gambau. V.; Martin-Neira. M.;
“Interferometric Radiometers: Fringe Washing Function Estimation”. Geocience
and Remote Sensing Symposium. IGARSS 2008. IEEE International. Universitat
Politécnica de Catalunya. SMOS Barcelona Expert Centre.

[20] Torres. F.; Corbella. I.; Duffo. N.; Camps. A.; Vall-llossera. M.; Gonzalez-
Gambau. V.; “Analysis of PMS temperature correction on IVT test data”. Internal
technical note. Ref: SO-TN-UPC-PLM-0061 v1.0. 18" September 2007.
Universitat Politecnica de Catalunya.

[21] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; “Review of
PMS sensitivity analysis in LSS tests”; Internal technical note. Ref: SO-TN-UPC-
PLM-0079 v1.1. 10™ February 2009. Universitat Politécnica de Catalunya.

[22] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; “Review of
PMS sensitivity analysis in LSS tests”; Internal technical note. Ref: SO-TN-UPC-
PLM-0079 v2.0. 10™ February 2009. Universitat Politécnica de Catalunya.

[23] Pablos. M.; Gonzélez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. 1.; “Assessment
of PMS offset track in LSS tests”; Internal technical note. Ref: SO-TN-UPC-PLM-
0084 v1.0. 15™ May 2009. Universitat Politécnica de Catalunya.

[24] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. 1.; “Review of
PMS offset calibration parameters”; Internal technical note. Ref: SO-TN-UPC-
PLM-0110 v1.0. 7" June 2010. Universitat Politécnica de Catalunya.

[25] Duran. I.; “SMOS flight external calibration and monitoring”; Final Project.
Barcelona September 2010. Universitat Politécnica de Catalunya.

[26] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. 1.; “Estimation
of PMS gain sensitivity of SMOS flight data”; Internal technical note. Ref: SO-TN-
UPC-PLM-0098 v1.1. 15™ April 2010. Universitat Politécnica de Catalunya.

[27] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; “Electrical
stability test 2: PMS gain sensitivity”; Internal technical note. Ref: SO-TN-UPC-
PLM-0104 v1.0. 7" May 2010. Universitat Politécnica de Catalunya.



SENSITIVITY ANALYSIS OF MIRAS/SMOS INSTRUMENT CALIBRATION PARAMETERS

[28] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. 1.; “PMS
HEATER offset correction”; Internal technical note. Ref: SO-TN-UPC-PLM-0102
v1.0. 10" May 2010. Universitat Politécnica de Catalunya.

[29] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. 1.; “Electrical
stability test 2: PMS HEATER offset correction verification”; Internal technical
note. Ref: SO-TN-UPC-PLM-0103 v1.0. 12" May 2010. Universitat Politécnica de
Catalunya.

[30] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; “Review of
PMS offset calibration parameters”; Internal technical note. Ref: SO-TN-UPC-
PLM-0110 v1.0. 7" June 2010. Universitat Politécnica de Catalunya.

[31] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I;
“Preliminary assessment on PMS flight gain calibration”; Internal technical note.
Ref: SO-TN-UPC-PLM-0095 v1.0. 1% January 2010. Universitat Politécnica de
Catalunya.

[32] Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; Camps. A.; Vall-
llossera. M.; “LO Phase track analysis”; Internal technical note. Ref: SO-TN-UPC-
PLM-0070 v1.1. 19" February 2009. Universitat Politécnica de Catalunya.

[33] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. 1.; “Rough
prediction of visibility phase drift”; Internal technical note. Ref: SO-TN-UPC-
PLM-0092 v1.1. 20" November 2009. Universitat Politécnica de Catalunya.

[34] Pablos. M.; Gonzalez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; “LO phase
track analysis of SMOS flight data”; Internal technical note. Ref: SO-TN-UPC-
PLM-0094 v1.0. 12™ January 2010. Universitat Politécnica de Catalunya.

[35] Pablos. M.; Gonzélez-Gambau. V.; Duffo. N.; Torres. F.; Corbella. I.; “Assesment
of LO phase tracking by interpolation on LSS”; Internal technical note. Ref: SO-
TN-UPC-PLM-0089 v1.0. 13 November 2009. Universitat Politécnica de
Catalunya.

163



SENSITIVITY ANALYSIS OF MIRAS/ SMOS INSTRUMENT CALIBRATION PARAMETERS

164



