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ABSTRACT

In recent years, the demand for image analysis applicatio-
ns of video surveillance has grown rapidly. The latest ad-
vances in video surveillance have aimed at automating the 
monitoring itself, so that it is a computer (not the security 
personnel) what observes the images and detects suspicious 
behavior or events. In this context, we present system for the 
automatic detection of suspicious behavior in public buil-
dings, that obtains high resolution image of the individual 
or individuals who have activated the alarm in the system.

1. INTRODUCTION

Most current video surveillance systems share one cha-
racteristic: they need human operator to constantly watch 
monitors that show the images captured by the cameras [1]. 
The effectiveness of these systems is not determined by their 
technological characteristics but by the person who is mo-
nitoring the system [2]. Today, thanks to advances in many 
fields of computer vision, these systems are evolving to be-
come virtually automatic. It is not human observer who de-
tects suspicious situations, but algorithms that process the 
captured images and detect suspicious behavior or events [3].

The purpose of this article is to describe semiautomatic 
video surveillance system that is able to detect suspicious 
situations using artificial vision, as well as to facilitate the 
operator’s work by generating visual and audible alerts. 
Most surveillance cameras installed today have static loca-
tion and capture low quality images (we all have once seen 
on television news the images of an assault at shop where 
the action and the individual appears in small area of the 
image). Despite the high quality of the available tools for 
image processing, typical captured images are not very use-
ful for crime investigation. The increasing need for securi-
ty in public spaces makes real-time detection of suspicious 
behavior essential, rather than simply recording them [4].

This system aims to control the camera movement and 
zoom in order to obtain higher quality pictures for further 
investigations. The system relies on two physical compo-

nents: security camera to get pictures of the monitorized 
environment and motorized Pan-Tilt.

The motorized Pan-Tilt allows the use of patrol	 mode. 
This patrol mode is sequence in which the camera remains 
static during configured time monitorizing defined area/po-
sition. When this time is over, the system changes the po-
sition of the camera and re-starts the monitorization (of the 
new area). Figure 1 represents the patrol mode described.

Section 2 describes the image processing, behavior analy-
sis and alerting methods developed. Then, Section 3 shows 
the results obtained with the system. Finally, Section 4 de-
tails the most important conclusions.

2. DEVELOPED SYSTEM

2.1 Image Processing

During the initial processing of the images obtained by 
the surveillance camera, the system performs a segmen-
tation of objects in order to obtain a data set that provide 
the position and movement they make. In order to get the 
data set, we use back-ground subtraction techniques ([5], 
[6]) and motion analysis ([7]), using the OpenCV library [8].

Figure	1.	Patrol	Mode	Representation.

2.1.1 Background Subtraction

For modeling and object detection the system uses the 
background subtraction method known as Running Avera-
ge. This method involves the creation of a background mo-
del from the average of the n previous frames, as described 
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in [9]. Although this method is highly sensitive to changes 
in light and noise, it requires little memory and processing 
time, which is ideal for real-time operation.

In order to clean up the raw segmented image obtained 
during this process, the system realizes a connected-compo-
nents analysis, in which it takes in a noisy image and then 
uses the morphological operations of opening and closing to 
eliminate noise and segment the objects that are large enough. 
After the analysis it is possible to nd the contours of the ob-
jects and retrieve all contours of size above a dened threshold.

2.1.2 Motion Detection

After object segmentation, the system analyzes the mo-
tion generated during the sequence captured by the ca-
mera. The technique used is Motion Templates[8], which 
allows recording the movement generated by the displa-
cement of the object’s dierent shapes. This generates a 
motion history image (MHI) of the dierent silhouettes of 
the object in motion.

Figure	2.	Motion	direction	(360x288).	(a)	Original	Image.	
(b)	Foreground.	(c)	MHI.

Thanks to the intensity information provided by the times-
tamps in the MHI, it is possible to calculate the motion gra-
dient. That is, by analyzing the pixel values of the MHI the 
system is able to extract a vector indicating the flow of move-
ment. This topic is described in detail in [10], with an analy-
sis of the calculation of speed and orientation histograms.

This technique allows the system to obtain data that can 
be used for further behavioral analysis.

These data include:

1. Object’s position.
2. Orientation angle.
3. Movement direction.

Figure 2 shows the results of background subtraction pro-
cesses (b) and the motion template (c).

2.2 Behaviour Analysis

After obtaining the data referring to all objects that are in 
each frame, the system analyzes the data looking for suspi-
cious actions such as:

Trespassing of imaginary lines.
Fights.
Running people or Riots.

2.2.1 Restricted Area Detection

The trespass detection consists of the constant evaluation 
of the moving objects that are detected from MHI. This 
makes use of simple planar geometry, namely the equations 
of the line, the relative positions and the intersection point 
between two lines.

The data that allow the system to make these checks are, 
rst, the restricted crossing lines stored in a XML congu-
ration le (created during system conguration), and second, 
the motion lines of the objects detected during the motion 
history processing.

The rst step is to obtain information from both the con-
guration le and the history of motion, then estimate the line 
parameters and analyze, line by line, the possibility that one 
of the lines detected intersects with one of the restricted cros-
sing lines. If there is any chance of intersection, the system 
checks whether the trespass direction is allowed or prohibited 
(this is also specied in the conguration). If it detects a for-
bidden trespass, it calculates the exact spot of intersection.

If the intersection point is within the detection limits (start point 
and end point) of the restricted line drawn, the motion detected is 
considered suspicious and, therefore, there is a trespass risk. In this 
case, the system generates an alert only when the moving object 
is at a distance less than a dened threshold. Moreover, with the in-
formation of the object that triggered the alarm, a region of interest 
(ROI) is established around this object and tracking is activated.

•
•
•
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2.2.2 Races, Fights and Riot Detection

The detection of races, ghts and riot consists of the evalua-
tion of positions and motion angles of the moving objects. In 
order to do this, for each frame captured by the surveillance 
camera, the system calculates the change, from one frame to 
the next, the po sitions of every object and the change of mo-
tion angles associated with those objects. To perform these 
calculations we made use of the Hausdor metric.

The Hausdor metric measures the distance between two 
compact subsets of a metric space. This metric basically 
represents the maximum distance of a set of points with 
the closest point of another set. The formal denition of the 
Hausdor distance, dH (X, Y), is as follows:

Where X and Y are two subsets of points in the metric space M.

This metric has many applications in computer vision and can 
be used to locate a particular template (pattern) in an image [11], 
in tracking and classifying objects, in comparison of 2D images 
with 3D objects. In this work we use it to obtain the degree of 
movement of an object in an image sequence. More specifically, 
the Hausdor distance is used for calculating the deviation of the 
positions and motion angles of the moving objects detected with 
the Motion Templates algorithm. The system uses a modied ver-
sion of the Hausdor algorithm, where the values are normalized 
by calculating the average of the minimum distances obtained.

When the distance measured by this algorithm is small, it 
means that the positions and directions of movement com-
ponents have not changed much from one frame to another. 
When the distance is large, the variation is abrupt and may be 
indicative of rapid linear movement and/or changing direction, 
which we considered indicative of possible run, riot or ght.

2.3 Alert Generator

In the case that suspicious activity is detected, either an 
trespass of prohibited areas, ght, riot or run, the system will 
manage a series of alarms in order to store a record of the 
action, and alert the operator of the system. Four types of 
alerts have been dened.

2.3.1 Visual Alerts

Visual alerts are divided into two groups. First we have real-
time alerts, where a circle is drawn around by the individual 

who caused the suspicious action, as well as a line indicating 
its motion direction. These alerts are useful for the operator to 
pay attention to the area of interest in the images of the video 
sequence. Secondly, we have storage alerts, which are images 
in high resolution and with more zoom than the typical video 
capture. These images may be useful for further investigation.

2.3.2 Sound Alerts

The sound alerts consist of a brief sound reproduction that 
alerts the operator, so that he can focus on the monitor. The 
sound is played whenever the system detects a suspicious action.

2.3.3 Logs

Besides the generation of visual and audible alerts, when 
the system detects suspicious behavior it stores a record in-
dicating the date and time, as well as the type of behavior 
that has been detected. This is useful because the date and 
type of action facilitate the reconstruction of events from 
the images stored as visual alerts.

2.3.4 Tracking

If the action detected is a trespass, the system enters a 
state in wich tracks the object that generated the alert. Du-
ring this period, the system estimates the new position of 
the object relative to the center of the image, perform the 
necessary movement of the Pan-Tilt to center the object in 
the image, and, then, increases the camera zoom and per-
forms a high resolution capture of the image. Tracking is 
done via the mechanism of Camshift Tracking (Continuo-
usly Adaptive Mean-Shift) [12]. In Figure 3 it is shown a 
sequence of images obtained during the tracking process.

3. EXPERIMENTAL RESULTS

The images below show some of the results obtained during 
the operation of the monitoring system. For those examples 
we have used images obtained from a FireWire surveillan-
ce camera and a video from the IEEE International Wor-
kshop on Performance Evaluation of Tracking and Survei-
llance (PETS), that refers to a train station monitorzation.

First, Figure 4 shows the result of a trespass (a), in which a 
man is crossing the imaginary line defined, the template of 
motion (b), the region of interest dened on the individual be-
fore start tracking on this individual (c) and, nally, the high-
resolution image stored as a log for further investigation(d).
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Figure	3:	Tracking	a	moving	object	(512x384).

Figure	4.	Trespass	detected.(a),(b)	y	(c)	(360x288).	(d)	(720x576).

In Figure 5 it is observed a trespass detected by the sur-
veillance camera. Image (a) shows a snapshot of the mo-
ment in which the trespass occurs. The sequence of images 
(b) through (e) shows the zoom progress during tracking. 
After the tracking, the system also stores a high resolution 
image as it is shown in image (f). In this image we can ob-
serve that the individual appears at the center of the image.

Finally, Figures 6 and 7 show the results obtained using the 
Hausdor distance for the detection of runs and ghting, respecti-
vely. As shown in the images, the system stores images as evi-

dence that the action has been identied as suspicious. In Figure 7 
we can observe that the individuals who have activated the alarm 
appears at the center of the image with an increasing zoom.

Figure	5.	(a)	Overrun	(512x384).	(b),	(c),	(d)	y	(e).	Tracking	(512x384).	
(f)	Detection	Proof	(1024x768).

4. CONCLUSION

We built a prototype of video surveillance hardware-soft-
ware system to detect potentially dangerous events in real 
time and alert the human operator.

In addition, we have successfully fullled the goal of obtai-
ning a view with more detail of the area or individual that has 
generated an alarm thanks to the pan-tilt-zoom mechanism.

The system deployment is very simple, since it enables real-
time threshold setting that allow to modify the degree of detec-
tions made by the system during its execution, thus adapting 
the system to the conditions of the dierent surveillance areas.
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Figure	6.	(a)	Detected	run	(360x288).	(b)	Proof	image	(720x576).

Figure	7.	(a)	Detected	ght	(512x384).	(b)	MHI	(512x384).	
(c)	Stored	proof	(1024x768).
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