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Abstract

In this paper, a methodology to obtain a set of fuzzy rules for classification
systems is presented. The system is represented in alayered fuzzy network, in
which the links from input to hidden nodes represents the antecedents of the
rules, and the consequents are represented by links from hidden to output
nodes. Specific genetic algorithms are used in two phases to extract the rules.
In the first phase an initial version of the rules is extracted, and in second
one, the labels are refined. The procedure is illustrated by applying it to two
real-world classification problems.

Keywords: Classification Systems, Systems based on Fuzzy Rules, Genetic
Algorithms.

1 Introduction

Two kinds of classification system may be distinguished: those designed to work
autonomously and those whose main objective is to be used as tool to assist the user
in a decision making process. In the first case, the main ---and possibly the only---
issue of importance is the performance of the system, namely, the hit rate in the
classification task. In the second, in addition to a good success percentage, other
properties such as comprehensibility, interpretability, robustness, etc. are required
for the system to be accepted.

In this paper, a method of construction of easily interpretable classification
systems is presented. It is based on the application of two fundamental tools: a fuzzy
rule-based system (FRBS) (Man75, Pal92, Zad75) which provide easily interpretable
models, and genetic algorithms (Gold89, Her95, Cor97a) as methods for the search
of solutions. A descriptive approach is pursued in the construction process, so the
labels for each linguistic variable are the same across all the rules.
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Feldman [Feld93] proposed a FRBS construction model method which he applied
to control problems. In his method the number of rules of the FRBS and the
definition of the linguistic labels are preset . The FTBS is represented in a fuzzy
network (see figure 1), and a classic binary genetic algorithm is used to obtain the
Rule Set.
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Figure1: Structuresof the fuzzy network

In the Figure 1, unit Ri represents the whole antecedent of a fuzzy rule of the
type

IF X, isAjand X, isA,and ....and X, isA, THEN y,isB;andy,isB,and....
and Y, is Bp,

where Aj; and By are linguistic labels and w;; are real-valued weights associated to
each term of the consequent.

In this work, taking as a starting point this method by Feldman, a new method to
construct FRBS applied to classification problems is developed. To achieve it, an
output y, is assigned to each class. When sample inputs are applied to the
classification system, it will conclude that the sample belongs to the class
corresponding to the output with the highest value. In case no rule is fired, the
sample will be assigned to class corresponding to output y;, applying a default
reasoning scheme.

To search the rule space a real-coded genetic algorithm will be employed.
Special genetic operators will be deployed which can modify the initial number of
rules (set of rules that define the system), so that the effective number is determined
by the search process. The application of a mutation operator yielding a decreasing
number of changes as the algorithm advancesis also studied.

Two kinds of rules are considered:
a) Classic fuzzy rules, like:

IFXx; isAjand x;isAsand ... and X, isA,  THEN y1isB;andy,is B, and
.. @Nd yp, is By,

b) Ruleswith certainty degrees in the consequents:

IFX, isAjand X, isA,and ....and X, isA, THEN y1 isclass, degreer;
and.... .. and y,, is class,, with degree ry,,
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In both cases, Aj; and B, are linguistic labels, and a weight w;; is assigned to
each term of the consequent, which gives the relative importance of the term. The
difference between a) and b) is that, in a), the output is a fuzzy set (label) and so
must be defuzzified in order to obtain the class (y; ), but in b), the output is directly
areal number.

The construction of the model is carried out in two phases:

Phase 1. Once the linguistic label definitions have been established (usually by an
expert), a genetic algorithm will search for a base of rules that obtains a good
percentage of successes. This phase can also be used as feature selection process,
because the methodology consider the possibility of eliminating variables which do
not participate in the rules.

Phase 2. Starting from the bases of rules obtained in the stage above, and using
another genetic algorithm, the definition of the linguistic rules will be refined but
keeping the global semantic across the rulesin the base.

Now, we proceed to describe the method in detail.

2. Phase 1. Construction of therule base

The definition of the linguistic labels is fixed a priori, being C; the number of labels
for the variable i. The search of the base of rules will be carried out with a genetic
algorithm, in which each chromosome codes a base of rules, and the evaluation
function is the success percentage in the classification of atraining set.

Each rule will be coded like a t-uple Ri: (Aiq, ..,A1; B, Wig, ..., Bap, Wyp), in
which the antecedent A;; will take values in the set {0,.., C;} (the value O indicates
that the variable doesn't participate in the rule), the consequent By, in the set {1,..,
Ci}, and the weights wj, in the interval [0,1]. In the case of rules with degrees of
certainty in the consequent, the degrees of certainty r; will take values in the interval
[0,1]. Theinitial population will be generated randomly.

The mutation operator will act on a rule from the chromosome to which is
applied, modifying the values of some i
variables in the rule according to a uniformly P
defined random variable: If the variable is an  jgiheri
input or output, the label is changed randomly
by another label . The degrees of certainty in fatherd
the consequent, and the weights, will be
modified respectively, according to w;(t+1) =
Wij(t) + U Wij(t); I'ij(t+1) = I'ij(t) + U rij(t)
(where u~U([-0.1, 0.1]) ):

If the value is out of the interval [0,1], arebound effect is applied:

If Wij(t+1) >1, Wij(t+1) = 1'(W|J(t+1)'1), if Wij(t+1) <0, Wij(t+1) = 'Wij(t+1)

The number of values to change in each mutation, can be fixed a priori or can be
variable, decreasing as the number of iterations increases.

pe

The crossing operator will be classic, with two crossing points, p; < p, with
exchange of complete rules, which are selected randomly in the set {0, 1, ... N},



188 J.M. Ferndndez Garrido & |. Requena

where N is the fixed rule number [for the case of chromosomes with a variable rule
number, N= min (length(parentl), length(parent2)), and length(parentl) is the rule
number in parentl,]. The length of the new chromosome is the one of the first
parent.

To modify the length of the chromosomes, the operators “add_rule”, that chooses
a chromosome randomly and adds it a rule of the best chromosome (randomly), and
“delete_rule”, that eliminates a rule of the chromosome chosen randomly according
to an uniform distribution, are introduced.

The genetic algorithm will be an elitist model, always conserving the best
chromosome, using as selection strategy a model of steady state according to which
the chromosomes generated by crossing, add rule and delete rule replace to the
worst in the population and the mutation transforms the chromosome on which it is
applied. The size of the population is fixed. As stop criterion, a fixed number of
generations is used.

EXPERIMENTAL RESULTS

To test the behaviour of this algorithm, it has been applied the problems of IRIS
and PIMA. In each problem, five randomly partitions have been generated (a
training set with 2/3 of the samples, and the rest for test). Ten indepen-dent
executions of the algorithm have been run on each partition, carrying out a total of
50 executions for experiment.

The experiments carried out, for each model (linguistic label and degrees of
certainty) are:

Change Number in mutation

Rules Number Fixed Decreasing
Fixed Experimentl | Experiment2
Variable Experiment3 | Experiment4

The parameters we have used are:

* G =C;=3(3labels for variable) in the Iris and C; = C; = 5 in the Pima.
Number of iterations = 500. Population size = 100.

* The probabilities: For crossing is 0.5 ; for mutation is 0.3, and for apply the
add_rule or delete rule is0.2.

* For the prefixed rule number we have used 5, 7 and 8 with IRIS, and 7, 8
and 10 with PIMA. For variable rule number, we have fixed a minimum
and maximumof 2—-10 inlIRIScase, and 4 —15in PIMA case.

* The number of changes in mutation was fixed to 2 in IRIS, and in the
decreasing case, 2 for the 250 initial iterations and 1 for the following 250
iterations. In PIMA, 3 prefixed, and in the decreasing case, 4 in 1-100
iterations, 3 in 1001-200 it., 2 in 201-300 it. and 1 in the last 200 iterations.

The obtained results can be seen in the following tables and figures, where in the
bars, the media of success percentage on the 50 runs carried out is represented for
each experiment, both to training and test set. In the legend of the figures appears
the mean number of used rules and the results of the best execution for each
experiment (learning, test)
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A) IRIS PROBLEM

LING. LABEL Media Best
Experiments | % Training Set | % Test Set | N.Rules| % Training Set | % Test Set [ N.Rules

Exper.1 99.1 94.5 7 99 98 7
Exper.2 99.3 94.5 7 98 100 7
Exper.3 98.8 93.0 4.2 100 96 4
Exper.4 98.6 93.2 3.9 100 96 5

CERT. DEGR. Media Best
Experi. % Training Set | % Test Set [ N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 99.3 94.7 7 99 100
Exper.2 99.3 94.8 7 100 98 7
Exper.3 99.1 93.5 4.2 100 98 6
Exper .4 98.9 934 41 99 98 4

Table 1. Experimental resultsfor IrisProblem

Linguistic Label Model

100 199.1 99.3 988
99 +
98 1
97 1
96 1
95 1
94 +
93 1
92 1
91 4
90 +
89 —
Experimentl Experiment 2 Experiment 3 Experiment 4
7 rules 7 rules 4.2 rules 3.9 rules
Best: (99% ,98% ) (99% ,98% ) (100% ,96% ) (100% ,96% )
Certainty Factor Model
100 99.1
99
98
97 A
96
95 A
94 -
93
92
91 A
90
Experimentl Experiment2 Experiment 3 Experiment 4
7 rules 7 rules 4.2 rules 4.1 rules
Best: (99% ,100%) (100% ,98%) (100% ,98%) (100% ,98%)
‘ O Training Set Il Test Set ‘

Figure 2.- Experimental results for Iris Problem
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As can be observed (Table 1 and figure 2), success percentages are obtained
above 99% on training set and around 94.5% on test set. Several executions, just
with 1 error on training + test, have been obtained. (100% + 98% or 99% +100% of
successes) . If the number of rules is not preset, the process begin with 8 rules. At
the end of phase 1 (about 4 rules), the mean results of successes descend lightly,
although it is no so when the initial number of rulesis fixed to 4 rules.

Let us see as an example, agroup of rules with linguistic labels in the consequent
(after the labels, between parenthesis, the weights appear). In this group of rules
that makes 2 errors in the classification of the total set of samples, three of the four
entrance variables are only used (x; isnot used ). So, a characteristic selection have
been made.

R;: Xz ishigh and x4 ishigh =2 y; isregular (0.589), y, is high (0.401)
eyszislow (0.185)

Ro:xzisregular =y, islow (0.833), y, isregular (0.201) e ys is high
(0.884)

Ra:xzishigh =y, isregular (0.703), y, is high (0.180) e ys islow
(0.185)

R4, isregular and xs isregular =y, islow (0.869), vy, is regular
(0.201) eys ishigh (0.980)

B) PIMA PROBLEM

In the Pima Problem (Table 2 and Figure 3), results near to 80% of successes for
the training and to 76% for the test are obtained. As better executions results are
obtained above 80% so much envelope the set of training like on the test set. In the
experiments 3 and 4 we can see that, leaving of 8 rules initials, they don't decrease
in general the number of rules, at least in a significant way. The results stay
basically

LING. LABEL Media Best
Experiments | % Training Set | % Test Set | N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 79.91 76.19 8 79.49 82.03 8
Exper.2 79.63 75.98 8 80.47 81.64 8
Exper.3 79.52 75.08 7.14 80.66 77.73 6
Exper.4 79.79 75.84 7.66 78.52 81.25 6
CERT. DEGR. Media Best
Experi. % Training Set | % Test Set | N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 79.93 75.22 8 81.44 78.52 8
Exper.2 80.06 75.77 8 80.86 80.08 8
Exper.3 79.80 75.20 8 77.54 82.81 6
Exper.4 79.99 74.89 8.24 80.86 77.34 9

Table 2. Experimental resultsfor Pima Problem
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Linguistic Label Model

80 7 7 7

79

78

77
76
75
74

73

72
Experimentl Experiment 2 Experiment 3 Experiment 4

8 rules 8 rules 7.14 rules 7.66 rules
Best: (79.5% ,82.0% ) (80.5% ,81.6% ) (78.3% ,80.8% ) (78.5% ,81.2%)

Certainty Factor Model

Experimentl Experiment2 Experiment3 Experiment 4
8 rules 8 rules 8 rules 8.24 rules
Best: (78.7%,80.5%) (80.8%,80.1%) (81.0%,78.1%) (77.5%,81.6%)
‘ @ Training Set [ Test Set

Figura 3.- Experimental results for Pima Problem

3. Phase 2. Optimization of thelinguistic labels

The objective in this phase is to refine the linguistic labels of the variables in the
problem, maintaining the interpretability of the rules. The used algorithm will also
be genetic, where each chromosome will code the definition of the linguistic labels
that use the bases of rules. The inputs will be the M better sets of rules obtained
with the previous algorithm, and it will use as evaluation function the expression

M-
f,(C) = m%x f(Rj1Ci!X)
i

with f(R,C,X) the success percentage in the classification of the set of samples X
with the set of rules R and the definition of the linguistic labels C.
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Each chromosome codes all linguistic labels that participate in the combined M
of rules, and as we use triangular fuzzy numbers, each label is represented by 3 real
numbers (&, b, ¢) that should complete certain restrictions:

a) Limitsinferior (@) < (Fashion (b) < Limits superior (c)
b) a, b, ¢ belongs to the domain of values of the variable.

For the initial population, the first chromosome will be built with the labels
obtained by the previous algorithm (phase 1), and the other chromosomes will be
generated starting from this, modifying the parameters p of the labels according to
the expression: p(t+1l) =p@{) +u anch with u~U(-0.2, 0.2]) and anch
=lim_sup - lim_inf

The mutation operator will carry out several changes, and each one will consist
on selecting, according to an uniform random variable, a parameter p of afuzzy set
(label) of avariable, and modify it, verifying the restrictions described before, and
using the previous expression with u ~ U([-0.1, 0.1]).

The crossing operator, classic for 2 points, it exchanges complete linguistic
variables. The genetic algorithm will be an elitist model, always conserving the best
chromosome, using as selection strategy a model of stable state (“steady state”) as
before. The stop criteria is a fixed number of generations and also the population
sizeisfixed.

EXPERIMENTAL RESULTS

The results obtained when applying it on the executions of the previous
algorithm, can be seen in the following figures, where the improvement got with the
algorithm of optimisation is also indicated.

A) IRIS PROBLEM

LING. LABEL Media Best
Experi. % Training Set | % Test Set | N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 99.8 96.9 7 100 100 7
Exper.2 99.9 96.5 7 99 100 7
Exper.3 99.6 96.0 4.2 100 98 4
Exper.4 99.3 95.5 3.9 100 100 6
CERT. DEGR. Media Best
Experi. % Training Set | % Test Set | N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 99.8 97.0 7 100 100 7
Exper.2 99.8 96.6 7 100 98 7
Exper.3 99.7 96.1 4.2 100 100 5
Exper.4 99.6 95.9 4.1 100 98 3

Table 3. Resultsfor IrisProblem, after Optimisation Phase

After running the optimisation algorithm, an improvement of the previous
results takes place (see table 3 and Figure 4), getting near 100% successes on the
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training set and around 97% on the test set. As better result, it has been obtained in
several executions 100% success, both on training and test sets.

With the definition of the linguistic labels made a priori, it made 3 errorsin
the classification of the total group of samples (training + test). The same group of
rules, with a definition of the linguistic labels obtained with the algorithm of
optimisation doesn't make any error in the classification of the total group of
samples.

Linguistic Labels Model

100 7

99 +

98

97

96 A

95

94 4

93 -

Experiment 1 Experiment 2 Experiment 3 Experiment 4
7 rules 7 rules 4.2 rules 3.9 rules
Best: (100% ,100%) (99% ,100% ) (99% ,100% ) (100% ,100% )

Certainty Factor Model

9

Experimentol Experimento2 Experimento3 Experimento4
7 rules 7 rules 4.2 rules 4.1 rules
Best: (100%,100%) (100%,98%) (100%,100%) (100%,98%)

[] Training Set

B TestSet [ ]| Improvement

Figure 4.- Results for Iris Problem, after Optimisation Phase
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In the following table 4, the definitions of the linguistic labels (triangular fuzzy
numbers) of some variables, can be seen before and after the optimisation. If a label

is not used in the rules, then it is no optimised (it is say “no used”).

Variable/ labels apriori after optimisation

X1 Low 4.000000,5.000000,6.000000 No used

Regular 5.000000,6.000000,7.000000 5.075925,5.684425,7.415382

High 6.000000,7.000000,8.000000 6.072806,7.268104,7.795695

X2 Low 2.000000,2.750000,3.500000 2.453243,2.653426,3.326715

Regular 2.750000,3.500000,4.250000 2.554554,4.070342,4.270333
High 3.500000,4.250000,5.000000 No used

Xa Low 0.000000,0.750000,1.500000 0.197051,0.740059,1.716486

Regular 0.750000,1.500000,2.250000 0.817952,1.133237,2.096435

High 1.500000,2.250000,3.000000 1.606774,2.432081,2.881521

Y2 Low 0.000000,1.000000,2.000000 0.093782,1.104570,1.866771

Regular 1.000000,2.000000,3.000000 1.396730,1.671366,2.790037

High 2.000000,3.000000,4.000000 2.486762,2.584316,3.798983

Y3 Low 0.000000,1.000000,2.000000 0.006532,0.683632,2.150017
Regular 1.000000,2.000000,3.000000 No used

High 2.000000,3.000000,4.000000 1.914575,2.832996,3.713253

Table 4. Labels definition of some variables, before and after of optimisation
phase

As an example of the result of the optimisation one can observe the following
group of rules:
Ry
Ry:
Ras:

Xz isregular and x4 isregular 2 y; islow(0.709), y, is high (0.407), y3 is low(0.337)
X3z ishigh 2 y; islow(0.009), y, isregular (0.350), y; ishigh (0.218)

Xz ishigh and x4 isregular 2y, isregular(0.039), y, isregular (0.351), yz is high
(0.218)

Xz islow and x4 is high 2 y; islow(0.663), y, islow (0.222), y; is high (0.967)

X, ishigh and xz ishigh and x4 islow = y, isregular(0.721), y, islow (0.051), y; is high
(0.342)

Rs: X1 isregular and x, isregular and x; is high and x, isregular 2 y; islow (0.975), y» is

low(0.39), ys islow (0.622)

Ry:
Rs:

B) PIMA PROBLEM

The values of the parameters used in the phase 2, are basically the same ones that
in the phase 1.

After the algorithm of optimisation, in the PIMA an improvement also takes
place, getting results above 82% on the set of training and around 76.5% on the test
set. As better result, in all the experiments they have been obtained so much in
several executions percentages of success superiors to 80% in the set of training like
on the test set, as can be seen in the following table 5 and figure 5.

LING. LABEL Media Best
Experi. % Training Set | % Test Set | N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 82.40 76.70 8 81.64 82.42 8
Exper.2 82.16 76.52 8 82.23 81.64 8
Exper.3 82.37 75.71 7.14 80.08 82.42 7
Exper .4 82.25 76.47 7.66 81.64 82.03 5
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CERT. DEGR. Media Best
Experi. % Training Set | % Test Set | N.Rules| % Training Set | % Test Set | N.Rules
Exper.1 82.27 76.12 8 83.20 80.08 8
Exper.2 82.48 76.54 8 82.617 82.81 8
Exper.3 82.51 75.72 8 80.47 82.81 6
Exper.4 82.60 75.66 8.24 80.08 82.03 7

Table5. Resultsfor Pima Problem, after Optimisation Phase

Linguistic Label Model

84 1

82

80

78

76

74+

72

Experiment 1 Ex

8 rules

Best: (81.6%,82.4%) (82

periment 2

8 rules

2% ,81.6%)

Experiment 3
7.14 rules
(80.0% ,82.4%)

Certainty Factor Model

Experiment 4
7.66 rules
(81.6% ,82.0%)

84 +

82+

80 +

78 4

76 4

74+

72

Experiment 1

8 rules

Best: (83.2%,80.1%)

Experiment 2

8 rules

(82.6%,82.8%)

Experiment 3
8 rules
(80.5% ,82.8%)

Experiment 4
8.24 rules
(80.1%,82.0)

[ Training Set [l Test Set

] iImprovement

Figure 5.- Results for Iris Problem, after Optimisation Phase
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In order to show that the proposed methodology obtains good results, in the
following table 6, are showed the results of other methodologies, that have been
published.

IRIS PIMA
Methodology | Training Test N. rules Methodology | Training Test N. rules
[Ben9g] 100% 96.6% 3 [Ben9s] 83.2% 78.2% 13
CN2 [Clar86] 98.92% | 94.16% 6.4 CN2 [Clar86] 85.4% 74.5% 38
[Cor97b] 99.63% | 95.63% 38.2 [Cor97b] 82.56% 75.3% 103
[Per97] 97.51% | 96.21% 4.0 [Per97] 79.37% 80.9% 23

Table 6. Results published, obtained with some methodologies

4. Conclusions

In this work, a methodology for the construction of FRBS for classification has
been presented, represented as a fuzzy network. The method allows to develop
FRBS, using two types of rules: rules with linguistic labels and rules with degrees of
certainty in the consequent.

A method has been implemented for the obtaining of a set of rules, once fixed the
definition of the linguistic labels that participate in the problem that obtains good
initial results in the problems Iris and Pima. Specific genetic operators have been
used for the algorithm, i.e., the one used to modify the number of the initial rules,
or the one that considers for mutation a variable number of modifications as the
execution of the algorithm advances.

A method for refinement the linguistic |abels has been implemented, based on the
evaluation of several groups of rules, with the objective of avoiding a possible
overlearning of the training set and, simultaneously, giving to the resulting label a
meaning of a more global search. When applying this method to the IRIS and PIMA
problems we have obtained very good results that are comparable to the best
published ones.

With each example, different experiments have been carried out, using a fixed or
variable number of rules, or using linguistic variables instead of degrees of certainty
in the consequents of the rules. As can be observed in the experiences carried out,
not all the problems with the same characteristics have the best results. Although in
a classification problem it seems reasonable not to use linguistics labels in the
consequents of the rules the obtained results indicate that in the problem of the
Pima, this type of rules behave lightly better than the certainty factor model, mainly
in the generalisation (test group).

A line for future works will be to apply the model with degrees of certainty for
obtaining fuzzy classifications, to improve the used genetic algorithms, to uses
similarity measures in the selection of the combined sets M of the rules in the phase
of optimization, so that these sets are “sufficiently different”, and finally to consider
the first algorithm as a characteristic selection method and then to apply methods of
direct construction of the linguistic labels in the second phase.
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