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ABSTRACT

We present a methodology to assess objective vipuaity of multi-view and light-field displays. Weonsider the
display as a signal processing channel and stedahility to deliver a signal while introducing tigiple distortions.
We start by creating a model of a display, whighresents its output as a set of rays in a speifig, 0) coordinate
space. We created a simulation framework that cantibe model and render the expected output ofigmay for a
given observation position. The framework employsmaage analysis block, which aims to predict thecpptual effect
of the introduced distortions and judge if the oréd signal is still predominant in the output. kigithe framework, we
can try a large set of test signals against thelajsmodel and find the ones, which are representddsufficiently low
distortion levels. We use test signals, which cong@adually changing frequency components, andheseesults of the
tests to build the so-calle2D passband of the display. The 3D passband can be used as@titptive measure of the
display’s ability to faithfully represent image di$. The size of the passband is indicative ofdpatial and angular
resolution of the display.

We created two display models to serve as an exaogde for out framework. One model representpiaalymulti-
view display, and the other is representing a Blpfojection-based light-field display. We estim#te passband for
each display model and present the results. Thdtires passbands suggest, that for a given “raygetid the ray
distribution typical for light-field displays redalon a wider and more uniform passband than ircése with multi-
view displays.

Keywords. autostereoscopic displays, light-field, multi-viewaead-parallax, 3D displays, visual quality, signa
distortions, display passband

1. INTRODUCTION

The family of displays known &8D displays aim to generate realistic representation of a 3&hdc They achieve this
by providing separate image to each eye of therebsewhich allows creation dfinocular depth cues’. The first
generation of 3D displays requires the observevear special glasses, in order to separate theeisnagended for each
eye. The second generation is the so-cadl@tdstereoscopic displays. Such displays can provide stereoscopic image
without the need of glasses. The most common arasicopic displays are theilti-view displays®. They cast a set of
distinctive images, known agews, and each image is seen from different directfim.autostereoscopic display with
two views requires the observer to stay at a pdeic'sweet spot”. Displays with larger number edws provide better
angular resolution, but suffer a spatial resolutmss. The 3D displays from the third generatiom ale to cast a dense
set of views seen from a fairly large range of obetion directions. Apart from being stereoscopiech displays can
providehead parallax — i.e. to allow the observer to move around andisescene from various perspectives. The third
generation of displays is known head-parallax displays, quasi-holographic displays' or light-field displays®. In this
work we will use the terrhead-parallax display as a term that covers both display types, anettoi a display, which
provides continuous parallax as a function of theeovation direction.

The ability of a light-field display to deliver aithful reproduction of a 3D scene is characteribgda multitude of
parameters, such as spatial resolution, angulatutgsn, 3D-crosstalk, etc. It is difficult for theeverage consumer or to
directly compare two displays, or to judge whetB& content matches a given display. In a previowskwwe
introduced the concept of display passband, which characterizes the display as a signal-fssing channel, and
measures the ability of this channel to delivenalg with various frequencies, while introducingylingible distortions.
We demonstrated that such passband could be uszd iadicator for the objective visual quality ofraulti-view 3D
display. In this work, we aim to extend the passbemncept towards the general case of a head-pamibplay, so it
can be applied to a wide range of stereoscopidj+vielw and light-field displays.
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2. HEAD-PARALLAX DISPLAYS
2.1 Multi-view 3D displays

The most common approach to build a multi-view ligps to use a TFT-LCD matrix, and have an addéldayer in
front of the displa}; The TFT matrix emits light trough red, green dnge-colored components, known sab-pixels.
The layer on top acts as an optical filter thagraltthe intensity of each sub-pixel and makesigibility a function of
the observation angle. Two types of optical filters most commonly used. One is knowenticular sheet - an array of
magnifying lenses that is designed to magnify déffé sub-pixels depending on the observation doecit redirects
the light of the sub-pixels towards a set of digtt as shown in Figure 1a. The other typpaiallax barrier, and it is
essentially a mask, which blocks the light in der@irections as shown in Figure 1b. The differebeéwveen the two
approaches is in the amount of light that is pas#iimough — in the case of parallax barrier, pathe light is blocked

by the layer, and from any given observation anlgeeimage on the display exhibits stripes of dadxelg, as seen in
Figure 2a.
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Light source Light source

Figure 1. Optical separation in multi-view displays: a) uslanticular sheet, b) using parallax barrier

As a result of the filter for every sub-pixel thésea certain angle, from which it is perceivedhaitaximal brightness —
that angle we calbptimal observation angle for the sub-pixel. The vector, which leaves the-pixel in the direction of
the optimal observation angle, is thytimal observation vector for the sub-pixel. The optimal observation vectoirsall
sub-pixels of the same view are designed to inte@ea narrow spot in front of the multi-view disyp From this spot,
the view will be perceived with its maximal brigkss. That spot is referred to as beingdgbtémal observation spot of
the view. As stereoscopic depth cues are perceivastly in horizontal direction, most multi-view gigy designs do
not allocate pixels for extra views in verticaladitior?. The impact of the layer on the brightness ofuthéerlying sub-
pixels can be modeled awsibility - the ratio between the relative brightness ofeavwand the maximum brightness of
the display as seen from the same angle. For a gilsservation direction, the visibility values dfferent sub-pixel
vary in the range between 0 (not visible) and lffuisible). Example visibility values as measufedan 8-view multi-
view display can be seen in Figure®2&he visibility of each view is as a function tietobservation angle, which has
peak at the optimal observation angle, and lowkregafor the neighboring observation points. Thegeaof observation
directions for which a view is still visible is ¢adl thevisibility zone of a view. In order to ensure smooth transition
between the neighboring views, their visibility zsnoverlap, and at any observation directions a ¥@ws are
simultaneously visible, as seen in Figure 2b.
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Figure 2. Angular visibility of multi-view displayl@ments: a) visibility values for neighboring pixels seen from the same observation
direction, b) angular visibility functions of differeviews across the observation directions
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Multi-view displays have two characteristic featréhe first isspatial-multiplexing — only part of the TFT sub-pixels is
visible from a given observation direction. The@®tis the grouping of the sub-pixels into viewthere are distinctive
groups of sub-pixels, which have identical vistilfunction and share the same optimal observatot. Multi-view
displays that generate a large number of viewspcavide limited head parallax.

2.2 Projection-based light-field 3D displays

The so-called light-field displays aim to provide@ntinuous head parallax over a wide range of masien directions.
They do so by generating a large set of light thgs originate at the screen surface and traveaiious directions. One
approach uses a set of digital image projectorsaasygecial screen surface, as shown in Figure éhnidogically, this
two-stage process (scene representation and seeoestruction) can be implemented by using an asfgyrojection
modules emitting light rays toward a custom-madgtiield reconstruction surface (screen). Theelathakes the
optical transformation that composes rays into mtinaous light-field*. The LF display can generate a set of rays,
which travel in multiple directions, as if they weemitted from points of 3D objects at fixed sdati&ations. This
gives the illusion of points appearing either behihe screen, on the screen, or floating in frdnit,as illustrated in
Figure 3. In general, this requires a departurenfithe ‘discrete view’ formalism. Instead, a certaiontinuous
reconstruction of the light-field emanated or retibel from the 3D visual scene is targeted. Cormedipgly, the scene is
represented by a discrete set of light rays, whilve as generators for the subsequent processtficous light-field
reconstruction. This technology can generate dniiafamount of rays by adding more ray generatams, can be used
to create images with both horizontal and vertgaahllax. For most visualization setups, horizoptaiallax is sufficient
to create stereoscopic and parallax depth cuegriotical reasons, light-field displays provideihontal parallax only.

The main feature of light-field displays is theKaaf discrete pixels. The set of rays visible frangiven observation
direction do not cross the display surface at doetds on a rectangular grid. Additionally, lighefl displays lack
discrete set of views with distinctive optimal ob&gion spots. Instead, the optimal observatiortorscof each ray are
evenly distributed across the whole observatiogean

Apparent object
positions

Figure 3. Light-field display architecture. Adapfeom *

3. MODELLING OF 3D DISPLAYS
3.1 Ray-based scene representation

One way to represent a 3D scene is to describett@unt of light passing through each point in 3@cgpby a
continuous 7-dimensional function, also knownpkanoptic function. The function is given by’(@, o4, t,Vx,Vy,VZ),
where(V,, 1, ;) describe a location in the 3D spa@®,9) describe angles (directions) of observatibis wavelength,
andt is time. An example for a ray of light describedhathese 7 parameters is shown in Figure 4a. Agpthnoptic
function is a high dimensional continuous functiiris not practical due to the large amount ofadatequires. Head-
parallax displays provide limited observation asgland can show only scenes where the radianceg aoy ray is
constant. Consequently for multi-view and lightdi@D displays, the 7-dimensional plenoptic funci@an be replaced
by a 4-dimensional function, also known ta®-plane representation. The two-plane representation describes a set of
raysL(u,v,s,t) between two parallel planes, where the orientatibeach ray is determined by the coordingtes)
and (s, t) where the ray is crossing each plane. An exampkich representation is given in Figure 4b. Findibr
displays that provide horizontal parallax only, aran use a 3-dimensional functidéKix, y, o), where each vector is
described by crossing a poifi, y) on a plane and a poi@bd) on a line. The plane is the plane of the displayese,
and the line is the so-callethservation line — a horizontal line, parallel to the display sagfaas shown in Figure 4c.
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Figure 4. Ray based scene representations: a) TiDpile function, b) two-plane representation, c) 3B-piane representation

In this work, we use the 3-dimension(al y, 0) space to describe the output of a light-field Rigplt can be used to
represent the image on the display as seen froem af ¥irtual cameras on the observation line,rass in Figure 5a.
The (x, y) coordinates represent points on the display seréacabsolute distances from the corner of thdagispame.
The third coordinate(o) represents the observation direction as absolastante along the observation line. The point
0=0 appears where the orthogonal vector leavingctrger of the display crosses the observation Rienes with
different (o) coordinates represent images on the display asfsma different directions, as exemplified in Figlbb.
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Figure 5. 3-dimensional ray description(iny y, 0) space: a) Multiple observations of the screen frdferint positions along the observation
line, b) the same observations “stacked-up” in comtisx, y, o) space

3.2 Ray-based models of 3D displays

We created two display models - one to represanulii-view display and another to represent a higbid display.
Each model is represented as a set of poins,in o) space, where each point describes one ray thdbegenerated
by the display. A subset of the points, used to@hoéla multi-view display is shown in Figure 6.8 model assumes a
display size of 20cm x 20cm, and observation lih@@m being positioned 50 cm away from the dispieye (x, y)
coordinates of the points appear on a grid of 512x%vhich represents a TFT matrix of 512x512 pix&lse points of
the grid appear on 8 differeft) coordinates, which represents a multi-view displé 8 views. Each group of points
represents the sub-pixels that belong to one ofiénes, and are optimally visible from observatfwosition (o). There
are no two points with the sane y) coordinate that are optimally visible from morartone(o) position. A subset of
the points from a light-field display model is showm Figure 7. The model assumes a display siZ0ofm x 20cm, and
observation line of 20cm being positioned 50 cmyafram the display. Théx, y) coordinates of the points in that set
appear on a grid of 181x181. However, as the mmatces of light-field displays do not appear orequidistant grid,

the (x, y) position of each point is randomized by addinqlue in the rang(é:]—l/z - i.e. the maximum displacement of

each point from the regular grid is equal to hdlfhe step of the grid. The optimal observationifpmss of each point
appear in 8 sections. However, since a light-fitikplay does not have a distinctive set of views,(b) coordinates
have been randomly distributed in each sectioreath observation position there is approximatetystime number of
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observation points, and as the observation pos{#gnincreases, random set of points disappear, ardbnarset of
points appear into view. Both display models uspraximately the same amount of rays — the “muléwiset” has
262144 and the “light-field set” has 262088 poits 0.02% difference.
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Figure 6. Set of rays modeling a multi-view displayx versus y plot, b) x versus o plot, ¢) 3D scatténpl the set
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Figure 7. Set of rays, modeling a light-field displayx versus y plot, b) x versus o plot, ¢) 3D szatbt of the set

3.3 Rendering of an arbitrary viewpoint

We have built a simulation framework, which can diate the appearance of a test signal on a lighd-filisplay, and
render the image on the display, as it would b& $e®n an arbitrary position on the observatioreliithis is done in
four steps, as shown in Figure 8. The test signdkfined as a continuous function in fbey, o) space and a model in
the same space describes the display. The fistist® sample the test signal at {hey, o) points which exists in the
display model. Then, the angular visibility funcatiof each ray is applied. That function “spread& visibility of each
ray to a range of observation directions, and asta weighted average filter alog) direction. For visibility weights
we used the results from previous measurementsnafila-view display®. The angular visibility function is shown in
Figure 9a. The output image for a given observatioaction(o) is a plane in théx, y, 0) space. For each point in the
model, we calculate the distance between the pwidtthe plane, and project all points onto the al&keight for each
point is calculated using the distance and the langusibility function. This procedure “blurs” thgoints, stretching
them in(o) direction, as shown in Figures 9b (for the muléw model) and 9c (for the light-field model). Theéa each
projected point we apply the point-spread functibm pixel, which defines the height and width lné pixel, as well as
the effect of any optical diffusor in front of tipéxels. Finally, the plane with elevatign) is sampled on an equidistant
grid and an output bitmap image is produced. Exaniplages produced by the framework are shown inrgigo.
Figure 10a shows the simulation of a uniformly whitnage as seen on a multi-view display from thénod
observation position of one of the views. Figurd Ebows the same image as seen on the same disptafypm an
observation point between the optimal points fop taeighboring views. Figures 10c and 10d show thailated
uniformly white image for a light-field display. €hintensity fluctuation of that image is a consemee of the
randomized and partially overlapping rays, aftengdransformed by the optical diffusor of the streThe image is
comparable to the real output of a back-projedtgu-iield display.
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Figure 9. Angular visibility function: a) weightingefficients as a function of the)(distance, b) multi-view display with the weighting
coefficients applied, c) light-field display model withe weighting coefficients applied.
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Figure 10. Example outputs of the simulation frameuwsimulated output for a uniformly white imagefaj) a multi-view display and for
0=0, b) for a multi-view display and for 0=1.75cm)ight-field display and 0=0, d) light-field displayd 0=1.75cm

4. PASSBAND OF LIGHT-FIELD DISPLAYS
4.1 Passband evaluation methodology

In this article, we propose a methodology to evalube levels of distortion introduced by a ligheld display. Multi-
view displays suffer from masking distortions aned pattern noise, caused by image being prodogedset of pixels
on an irregular grid. Projection based light-fie@plays suffer from similar problems, as the sketrays used to
reconstruct the light-field are irregularly posited in space. In both cases horizontal, verticdl amgular resolution
cannot be directly expressed in terms of ray dgngitlditionally, the visibility of such distortiondepends on some
properties of the human visual system, such agastngensitivity function (CSF) and its abilityestract the dominant
spatial frequency of an imaféa.k.a.gestalt principle) .

In a previous work, we proposed tHisplay passband as a measurement of the display performaroeessence, the
idea is to consider the display as a signal pracgshannel and to measure the distortions, intedby the channel.
The level of such distortions depends on interachietween the spectrum of the visualized contedttha display’s
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transfer function, and it is conveniently expressedhe frequency domain. As CSF is also expressetdrms of
frequency, one needs to study the performanceeofligplay in frequency domain. In an earlier wark, evaluated the
2D passband of the display by using a set of teages and measuring the level of introduced distwtfor each caée
The images are sinusoidal gratings with varyingmtation and density, built by rendering combinagiof horizontal
and vertical sinusoidal frequency. For each case,measured the amplitude of the dominant frequeamay the
amplitude of the second highest peak. If the rbgbwveen the dominant peak (intended signal) andséltend peak
(introduced by distortions in the channel) excead=ertain thresholds, we deem the distortions fgh,rand the test
signal not belonging to the passband of the disfgyscanning all combinations of horizontal andtieal frequencies,
and doing a pass/fail analysis for each case, weé the 2D passband of the display.

In this work, we aim to extend the concept of passhto include signals that change with the obsienvalirection. In
order to do so, we create a set of test signalb thitee sinusoidal components — horizontal, vdrtaad angular
frequency. We update our pass/fail analysis tosastie perceptual impact of distortions of signh# vary with the
observation direction. By trying a set of test signagainst the model of a light-field display, aten derive a 3-
dimensional passband of the display (for horizontattical and angular components), which we ¢sBD passband.

4.2 Pass/fail analysis

The aim of the pass/fail analysis is to determirtbe distorted signal bears the same visual in&tion as the intended
one. When presented with a set of overlapping apftquencies, the HVS is able to isolate the dami one, and
reconstruct missing details from a structure. F@naple, a human observer is aware that the imagEgures 11a and
11b represent the same slanted sinusoidal gratireg though there is a second grating superimpmgedthe first one.
In our analysis, we try to estimate if the domin&lejuency component in the original signal isl stdminant in the
distorted one. If the amplitude of the second-lstgmak exceeds 25% of the amplitude of the largest we assume
that the dominant frequency is lasif for a given test signal, the dominant frequens masked by the distortions
introduced by the display then the display caneptesent that signal properly, and the signal aif ftequency does not
belong to display’s passband.

7

d) e) f)

Figure 11. Intermediate stages of the pass/fail armalg) input signal, b) output signal, c) CSF weightvindow, d) spectrum of the input
signal, e) spectrum of the output signal, f) weiglgeectrum of the output signal.

Our pass/fail analysis has the following steps.e@ia particular input signal we calculate its speot(magnitude of the
2D FFT). We find the largest peak in the spectrdrthe input signal (disregarding the DC componemt)l record its
amplitudeRef , and positiorRef,,;. We calculate the spectrum of the output signad, model the contrast sensitivity
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function by applying a circular weighting windowhd weights in the window change as a function efdistance to the
center of the coordinate system, the shape ofuhetibn follows the shape of the spatial CSF attgbic (daylight)
level as described ify and the scale of the window is calculated fomhgeervation distance of 50cm. After applying
CSF weights to the output spectrum, we measurkdrsaime positionRef,,s) and record the amplitud@1,,,. Then,
disregarding the DC component and the peak atipostef,,s, we find the biggest of the remaining peaks armdne
its value02,,;. If the ratio01,,,/02,4 is higher than 4 (e.g@2,,,; is less than 25% a?1,,,;) we deem the input
frequency to belong to passband. As an exampleddle in various stages of such test can be seBigure 11. An
input signal under test is shown in Figure 1la, émdrequency spectrum is given in Figure 11d. Digput signal
simulated for a multi-view display is shown in Figullb, and its frequency spectrum — in Figure Itee CSF
weighting coefficients for observation distance58cm are shown in Figure 11c, and the weightedtspacof the
output signal is given in Figure 11f.

4.3 Passband estimation framework

In order to obtain the full 3D passband of a digptane would need to test input signals contaigith@gombinations of
spatial and angular frequencies. In our experimaemésused a set of test signals with varying haiab vertical and
angular frequency. Each test signal is a 3D volimg, y, o) space, and the intensity of each point in the melts
described by

1. 1
Ix’y]o:—sm(;r-x-fx+;r-y-fy+;r-o-fo)+E 1)
where f,, f, are expressing the number of cycles per centimeteross the display surface in x and y directaon
foexpresses the number of cycles per centimeter alengbservation line.

We created a passband estimation framework andiusederive the 3D passbands of the “multi-vieawid the “light-
field” display models described earlier. The framekvhas the following stages, as shown in Figure\WW2 select a
triplet of f,, £, f, frequencies. Using these frequency values, astgatl is being rendered. The rendering is done two
times — once simulating the output of the displagiar test, and once directly with the full outpesalution. The output
resolution is chosen to be sufficiently higher ¢lfies) than the highest frequency under test. Timalation of the
display output has three steps — first the testadigs sampled in the position of rays in the digpmodel, then the
angular visibility and ray point-spread functionme applied, and finally the image is rendered wlith output resolution.
These steps simulate the ray generation, LF reagrigin of the image, and capturing the output eetipely. The
direct rendering branch is sampling the test sigvithh the full output resolution. The simulationabch simulates the
display image for particular observation angle, levtihe direct rendering branch produces the referenutput for the
same observation angle. The display output is coatpto the reference output in a pass/fail tests Tbmparison is
done for a number of positions on the observatiog, lwith a step of 2mm. We have selected 3mm agepeing the
typical size of the pupil of the human eYelf the pass/fail test has a positive result fibohservation positions inside
the display field-of-view, the, f,, f, frequency triplet is deemed to belong to the 3Bspand of the display — i.e. for
that triplet the dominant frequency is preserved dlh observation positions. The 3D passband idt tnyi testing
differentf,, f,, f, combinations. In our experiments, we scannedahgef, € [-5;5], f, € [-5;5],f, € [-1/1].

—_——— e e e — o
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Figure 12. Passband estimation framework
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5. RESULTS

We used the passband estimation framework to dénee3D passbands of the multi-view and the lighidf display
models. Both models use approximately the same anwuays (0.02% difference) but they differ irettvay the rays
are distributed along the observation line. Thetavikw display model has 8 groups of rays, whdteagys inside one
group cross the observation line at the same spotthie optimal observation position of the viewhe light-field
display model has its rays randomly distributechglthe observation line. The estimated passbantstbfmodels are
substantially different, as it can be seen in FedlL8.
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Figure 13. Derived 3D passbands: a)-c) Simulated pasistf multi-view display, d)-f) Simulated passbanfdight-field display

The multi-view display passband (Figure 13abc) hasasymmetric shape. In the x/y plane (represergjpeial
resolution) the passband has an anti-symmetriceshamage details with certain orientation are mfesorably”
represented. This effect matches our previous ghsens that the display is better at represensiagted lines with
orientation matching the one of the parallax bargsee Figure 2&) There is also asymmetry along (o) direction @f th
passband — for example lines with positive slamuk positive parallax pass through with fewer distors than the same
lines with negative parallax. This is an effecttloé parallax barrier. The sub-pixels which beloagwo neighboring
view appear on identical, but shifted gridBor an observer moving along the observation tlireegrid of visible sub-
pixels exhibits slight apparent shift (see Figulbg. Input signals with certain parallax values arfgetter “match” to the
apparent shift of the parallax barrier —thus theyrapresented with fewer distortions.

The light-field passband (Figure 13def) has symimetnd compact appearance. It has a toroid shdpe spatial

frequencies with high angular component exhibithbiglevel of distortions than medium spatial freggies with the
same angular component. The reason for that i€8fe of the vision. Due to rays appearing on a mmtangular grid,
the introduced by the light-field display appearvdde-spectrum noise (see Figure 10c). Given twmals with the
same amplitude, and a constant level of distortiarsignal with medium frequency would be moreblesithan another
one with very high or very low frequency — thugrsls with frequency of 1 to 3 cycles per degreemaore “robust” to
distortions. The comparison between the passbanmsismmarized in Table 1. The passband of the figlt-model has
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more uniform and compact shape, and the numbevinfgbelonging to the passband is 2.2 times higbempared with
the passband of the multi-view display.

Table 1 — Comparison between the simulated 3D pastsbof multi-view and light-field displays

X range y range 0 range Passing points Distrihbutia
Multi-view model -4.1..+4.1 -2.8..+2.8 -0.06..+0.06 5904 Non-uniform
Light-field model -3.6..+3.6 -3.6..+3.6 -0.08..+8.0 13253 Uniform

6. CONCLUSIONS

We have presented a methodology for deriving theadled 3D passband of any 3D display that provides horizontal
head parallax. We proposed to represent the oofmuch displays as a set of rays in a specifig,(») coordinate. We
created a simulation framework, which can use #yeset models to render the expected output of diggiay for a
given observation position. We proposed an anabjgigrithm, which can assess the perceptual effettte distortions
introduced by a light-field 3D display. We use #gimulation framework to “scan” a large set of teiginals and derive
the passband of the display model.

We created two display models — one to represetypi@al multi-view display, and another to represantypical

projection-based light-field display. We have deduheir passbands. The results suggest, thatvatigiven budget of
rays, the ray distribution of a typical light-fieldisplay results on a better bigger passband abdtter ability to

represent diverse 3D content.
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