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Gaze Augmented Hand-Based Kinesthetic 
Interaction: What You See Is What You Feel  
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Abstract— Kinesthetic interaction between the user and the computer mainly utilizes the hand-based input with force-feedback 

devices. There are two major shortcomings in hand-based kinesthetic interaction: physical fatigue associated with continuous 

hand movements and the limited workspace of current force-feedback devices for accurately exploring a large environment. To 

address these shortcomings, we developed two interaction techniques that use eye gaze as an additional input modality: 

HandGazeTouch and GazeTouch. HandGazeTouch combines eye gaze and hand motion as the input for kinesthetic interaction, 

i.e. it uses eye gaze to point and hand motion to touch. GazeTouch replaces all hand motions in touch behavior with eye gaze, 

i.e. it uses eye gaze to point and gaze dwell time to trigger the touch. In both interaction techniques, the user feels the haptic 

feedback through the force-feedback device. The gaze-based techniques were evaluated in a softness discrimination 

experiment by comparing them to the traditional kinesthetic interface, HandTouch, which only uses the hand-based input. The 

results indicate that the HandGazeTouch technique is not only as accurate, natural, and pleasant as the traditional interface but 

also more efficient. 

Index Terms— Kinesthetic interaction, gaze tracking, hand-eye coordination, force-feedback device, workspace, fatigue. 

——————————   ◆   —————————— 

1 INTRODUCTION

ur everyday interactions in the physical world are inherently 

multimodal [1]. Touch is one of our most important 

interaction senses, and it normally utilizes the visual sense in 

parallel [2]. Humans normally look at their target before a touch-

based operation [3], [4] and typical touch manipulation involves 

close hand-eye coordination. Using the two senses 

simultaneously to inspect objects can help estimate many 

important properties. For example, visual cues can be used to 

know the shape and color of the object and, more importantly, to 

determine where to touch. Likewise, haptic cues can be 

employed to identify texture and hardness, for example.  

In our typical everyday object manipulation tasks, we tend to 

look at the object, specifically at the landmark points on the 

object we will touch, as we initiate our hand movements for 

reaching. Further, we maintain our gaze on the location as our 

hands contact the target for touching. The visual feedback 

provided by our eyes helps guide our hands toward the target and 

monitor task progress [3], [4], [5]. In this process, the reaching 

and touching operations are necessary and interlinked because 

touch is a proximal sense that detects haptic cues from objects 

close to or in contact with us. 

Providing kinesthetic cues in Human-Computer Interaction 

(HCI) follows a similar model to our everyday physical 

interactions. Virtual objects are modelled by the computer and 

displayed on the screen, and kinesthetic cues are produced by 

various force-feedback devices, such as SensAble Phantom [6] 

and Novint Falcon [7]. These hand-based devices have a 

mechanical arm that can be moved along three degrees of 

freedom within the physical workspace [8], and they allow 

natural hand-based reaching and touching behaviors. For 

example, a user can control the mechanical arm of the device 

along the x-y plane to indirectly control the onscreen Haptic 

Interaction Point (HIP) and then push the arm along the z-axis to 

touch the virtual object and feel the haptic response. 

Two major issues limit the usability of current-generation 

force-feedback devices. First, force-feedback devices have a 

limited workspace, which practically limits the area of the 

onscreen objects that can be interacted with. Second, prolonged 

use of the device is associated with physical fatigue of the hand 

due to the frequent hand movements required to perform the 

touch interaction.  

Unlike in real-world physical interactions, in HCI it is possible 

to decouple and replace the reaching and touching operations of 

hand-based interaction with other input modalities. We naturally 

look at the object that we are going to physically touch [2]. It is 

hence possible to use the gaze of the user as a pointing and 

triggering mechanism to augment traditional kinesthetic 

interaction.  

We developed two interaction techniques that use the gaze of 

the user as an input. HandGazeTouch is an interaction technique 

that employs gaze input to substitute for the reaching operation. 

The user simply looks at the point of interest and moves the 

mechanical arm of the device along the z-axis for touching. 

GazeTouch uses the user’s gaze to substitute for both reaching 

and touching operations. The user looks at a point of interest and 

stares at it to progressively touch the point. In both techniques, 

force feedback is felt using the mechanical arm that the user is 

holding (see Figure 1 for an indicative diagram of the user 

interaction). 

There are multiple motivations for studying gaze in the 

context of kinesthetic interaction. First, human eyes can move 

very quickly in comparison to limbs [9]. Using eye movements 

to substitute for the reaching operation can potentially enable 

faster kinesthetic interaction, and more importantly it can reduce 

hand fatigue and the potential for injuries associated with the 

prolonged operation of force-feedback devices [10], [11]. 

Second, using the eyes as a complementary input modality to 

control the position of the HIP can help achieve an infinite 

workspace. Reaching and even touching the target object can be 

done using the gaze instead of hand movements with the 
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mechanical arm, which overcomes the limited workspace of 

current kinesthetic interface and has the potential to reduce the 

build complexity of traditional tabletop force-feedback devices. 

Third, thanks to technological advancements and a drop in price, 

eye tracking is no longer a niche technology used in the 

laboratory; it is widely available in the market [12]. The growing 

popularity and availability of eye tracking devices makes this a 

feasible input modality. 

Gaze modality has been widely studied in non-haptic 

applications as a mean to improve user performance for target 

pointing and selection using a normal 2D display [9], [13], [14], 

[15] or a Virtual Reality (VR) head-mounted display [16], [17], 

[18]. In haptic applications involving tactile input devices such 

as touch screens, eye gaze has been used to improve object 

acquisition and manipulation, by completely replacing the hand 

motion [19], [20] or integrating with the hand input [21] to reach 

targets. Other studies in tactile interaction have investigated user 

performance while combining gaze input with tactile output [22], 

[23]. In kinesthetic interaction, gaze modality has been 

developed as an auxiliary function for solving technical and 

safety issues in tasks such as robotic surgery [24], [25], [26].  

Replacing the reaching component of manual input with eye 

gaze to improve interaction has been studied for tactile 

interaction using the touch screen [19], [20]. However, no study 

extended this concept to kinesthetic interaction and used eye 

gaze to directly substitute for hand motions of kinesthetic input. 

Thus, the effects and performance of gaze in this research area 

have remained unexplored. Our study focused on the following 

research questions:  

• RQ1: Is gaze a feasible input to substitute for hand-based 

reaching and touching operations in kinesthetic interaction? 

• RQ2: How does the combination of gaze and hand 

modalities influence task performance in terms of efficiency? 

• RQ3:  Is there an effect on the accuracy of touch feeling, 

or are there other “side effects” to human perception? 

We conducted an experimental study to evaluate two gaze-

based interaction techniques, with the conventional hand-based 

technique (HandTouch) as the baseline. We compared the three 

interaction techniques in a softness discrimination test and 

focused on objective results, such as the efficiency of task 

completion and the accuracy of softness detection. In addition, 

we also recorded the participants’ subjective responses, such as 

naturalness, pleasantness, and physical and mental difficulties, 

through a questionnaire and interviews.  

Our research has the following key novelties: 

• The study explored the design space of combining eye gaze 

and hand motions as the input modality in kinesthetic interaction 

by developing two gaze-based interaction techniques 

(HandGazeTouch and GazeTouch).  

• We experimentally compared HandGazeTouch and 

GazeTouch to the conventional kinesthetic interface that only 

uses hand-based input (HandTouch). 

• Our study provides further theoretical understanding of 

human kinesthetic perception in identifying softness, and it 

extends a previous physical study [27] to a virtual environment 

using a force-feedback device. 

The organization of the article is as follows: we first introduce 

the relevant previous studies in this research area, and then 

describe the two new interaction techniques (GazeTouch and 

HandGazeTouch) in greater detail. This is followed by the details 

of the experiment and the results. We finish with the discussion 

and practical implications of our results.  

2 BACKGROUND 

2.1 Hand-eye Coordination 

In terms of hand-eye coordination, the eyes serve two distinct 

functions: locating the relevant task objects and guiding the 

appropriate motor actions [3]. The eyes and hands work in close 

synchrony in our everyday physical tasks. Foulsham [28] has 

noted that our eye movements are modulated by task 

characteristics, and the eyes fixate on the relevant objects at 

critical time points during the task. Bowman et al. [3] have 

observed that in tasks that require object manipulation, we look 

at the specific location of touch points before the contact 

happens. Land et al. [2] have found that human eyes fixate on the 

target object roughly half a second before its manipulation using 

the hand. 

Similarly, previous studies have noted the systematic 

coordination between the hand and eyes when using indirect 

pointing devices such as a mouse [29]. However, few previous 

studies have leveraged natural hand-eye coordination to improve 

the kinesthetic interaction, and this is the focus of the current 

work. 

2.2 The Limitations of Current Kinesthetic 
Interaction 

As mentioned before, the mechanical arm of a force-feedback 

device not only allows the user to freely navigate a 3D 

environment, but also transfers force and torque to simulate the 

feeling of touch. However, the workspace of current force-

feedback devices is limited by the length of the mechanical arm. 

Massie and Salisbury [8] have noted that a desktop force-

feedback device such as Phantom only has a small wrist-centered 

workspace and the forearm is allowed only limited movement. 

Several studies [30], [31] have argued that for tasks requiring 

accurate positioning in a large environment, reaching the target 

is physically challenging using the current kinesthetic interface. 

To overcome the problems caused by the limited workspace of 

force-feedback devices, Conti and Khatib [30] have proposed the 

Workspace Drift Controller, which progressively centers the 

physical workspace of the device during the interaction. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1: Indicative diagram for gaze-based kinesthetic interaction. 
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Dominjon et al. [31] have proposed Bubble, which utilizes a 

spherical area around the HIP with a hybrid position and rate 

control for accurate and efficient haptic exploration in a large 

virtual environment.  

Physical fatigue is another important issue in interactions that 

involve repetitive physical actions. Previous studies have shown 

that multiple factors cause fatigue in the use of force-feedback 

devices. For example, Ott et al. [10] have found that muscular 

fatigue could be caused by uncomfortable postures when using 

force-feedback devices. Hamam and Saddik [11] have 

demonstrated that repetitive kinesthetic tasks with a larger force 

or higher distance result in greater user fatigue.  

Physical fatigue not only influences the user’s experience but 

also negatively affects performance during interaction. Allen and 

Proske [32] have shown that muscle fatigue disturbs our sense of 

position and makes users commit more errors in estimating 

spatial positions. Cortes et al. [33] have demonstrated that the 

ability of users to perform a smooth and controlled physical 

action is influenced by physical fatigue. It is therefore important 

for designers of kinesthetic interfaces to strive to reduce user 

fatigue. 

Another intuitive method to extend the workspace is to use 

gaze as an interaction modality. We normally look at the objects 

we are trying to touch [2]. We can practically achieve an infinite 

workspace by dynamically redefining the position of the HIP to 

the location of the gaze, and simultaneously hand fatigue may be 

reduced by replacing hand motions with eye gaze. 

In addition, mental effort is not correlated with muscle 

movements, so most studies, such as [10], [11], had less concern 

for mental effort in haptic manipulation. Mental effort is 

considered in this study. We used both perceived physical and 

mental difficulty as measures to evaluate the development of the 

kinesthetic interaction techniques. 

2.3 Tactile Interaction with Eye Gaze as An Input 
Modality 

Tactile interaction focuses on applying cutaneous sensation to 

human-computer interactions [34]. The related studies with eye 

gaze can be categorized into two research areas: tactile output 

(e.g. vibration) and tactile input (e.g. touchscreen).  

In the studies involving tactile output, some studies have 

addressed the value of eye gaze with vibrotactile feedback in a 

variety of devices, such as computers, mobile phones, and 

smartwatches [35]. Kangas et al. [22] have shown that gaze 

interaction with vibrotactile feedback increases the efficiency of 

interaction. Akkil et al. [23] have noted that vibrotactile feedback 

is a clearer and more noticeable modality for gaze events than 

visual feedback in small-screen devices such as smartwatches. 

With tactile input devices, many have attempted to combine 

eye gaze with hand gestures onscreen as the input to improve the 

functions of object manipulation. Pfeuffer et al. [19] have 

developed Gaze-touch: an interaction technique that uses eye 

gaze for remote selection and touch gestures onscreen for object 

manipulation. This method decouples the reaching component 

from the hand-based input and replaces it with eye gaze, so users 

can remotely manipulate the objects without using their hands to 

reach for the target. In their following study [20], they developed 

Gaze-shifting: a generic mechanism for switching direct and 

indirect input modes in touch-based interaction based on the 

relative position of the gaze location and the touch operation. In 

addition, Stellmach and Dachselt [21] have developed Look and 

Touch, which integrates eye gaze with manual input instead of 

completely replacing it. Eye gaze is employed for coarse 

reaching, and the user selects the target by fine hand-based 

reaching, similar to the method used in Magic pointing [9]. 

Eye gaze as an input modality has been widely considered as 

a fast pointing and selection mechanism [13], [14], [15], and 

Pfeuffer et al.’s work [19] has demonstrated that using gaze to 

replace hand motions as the input is promising for tactile 

interaction. Our study extends this concept to kinesthetic 

interaction. 

2.4 Kinesthetic Interaction with Eye Gaze as An 
Input Modality 

Kinesthetic interaction is another important branch of haptic 

interaction, concentrating on motion sensations originating in the 

muscles, tendons, and joints [34]. Force-feedback devices (e.g. 

the Phantom device) are commonly used as haptic interfaces for 

kinesthetic interaction. Their mechanical arms often have three 

or six degrees of freedom [8], which is suitable for hand motions 

as the kinesthetic input, and they simultaneously transfer the 

haptic cues of virtual objects as kinesthetic output to the hand. 

Eye gaze has been considered an auxiliary input channel for 

kinesthetic interaction, e.g. to enhance safety in critical surgical 

tasks [24], [25], [26] or foster remote collaboration [36]. 

Previous studies [24], [25], [26] have employed a technique 

called Gaze-Contingent Motor Channeling (GCMC) for robotic 

surgery, which uses the gaze to set safety boundaries for the HIP 

in order to prevent the instrument from inadvertently penetrating 

the tissue during surgery. The safety boundaries were established 

by employing a spring force on the HIP toward the eye fixation 

point, with a magnitude based on the distance between the eye 

fixation point and the HIP.  

Another study combining gaze and force-feedback devices 

was conducted by Leff et al. [36]. They developed a collaborative 

system that provides gaze awareness between remote partners 

during kinesthetic interaction. They used gaze as a channel to 

foster collaboration. 

The focus of our study is to understand the utility of gaze in 

the reaching and touching operations of kinesthetic interaction. 

Can gaze be used to replace the reaching operation? Can gaze be 

used as a mechanism to initiate the touching operation? What are 

its effects on human kinesthetic perception? The objective of our 

study is to answer these questions.  

3 INTERACTION TECHNIQUES AND RESEARCH 

HYPOTHESES  

3.1 Interaction Techniques 

The prototype system we developed supports three different 

interaction techniques: HandTouch (H), HandGazeTouch (HG), 

and GazeTouch (G). (The abbreviations are used in some of the 

figures and tables.) Figure 2 shows the three interaction 

techniques. In HandTouch, the user controls and manipulates the 

mechanical arm of the force-feedback device along all three 

degrees of freedom (x, y, z). In HandGazeTouch, the gaze of the 

user controls the position of the interaction point along the x-y 

plane. The user controls the touch behavior by manipulating the 

mechanical arm of the device along the z-axis (see also Figure 

1). In GazeTouch, the gaze controls the interaction point along 

the x-y plane and the duration of gaze fixation controls its 
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movement along the z-axis. The details of the three interaction 

techniques are shown in Table 1. 

3.2 Hypotheses 

Based on our research questions, we focused on the analysis of 

the three interaction techniques from five aspects: efficiency, 

accuracy, naturalness, fatigue, and pleasantness. We formulated 

the following hypotheses: 

H1: HandGazeTouch and GazeTouch will be faster than 

HandTouch. 

o The eyes are faster at reaching the target object than the 

hand [2]. GazeTouch and HandGazeTouch, which use 

eye gaze, may hence be faster than HandTouch.  

 

H2: HandTouch will be better than both HandGazeTouch and 

GazeTouch in the terms of the accuracy of kinesthetic perception. 

o Since people are used to employing the hands to touch 

objects, haptic cues caused by eye gaze may be 

unfamiliar to users. Users may be worse at 

discriminating differences in softness using 

HandGazeTouch and GazeTouch.  

 

H3: HandGazeTouch and GazeTouch will cause less tiredness 

of the hand than HandTouch. However, HandTouch will be 

considered more natural and pleasant than the alternatives. 

o In both the gaze-based conditions, hand activities are 

replaced by eye gaze. This may lead to less fatigue of the 

hand for HandGazeTouch and GazeTouch. However, 

since the eyes are naturally used for perception and not 

for intentional control, HandGazeTouch and GazeTouch 

may be considered less natural, less pleasant, and more 

cognitively demanding by the users. 

4 EXPERIMENT 

4.1 Method 

To test our hypothesis, we designed a controlled lab experiment 

that followed a within-subject design. Three interaction 

techniques were examined as the experimental conditions in a 

softness discrimination task. Softness discrimination was 

selected as the experimental test because softness is one of the 

important properties of physical objects and perceiving a change 

in softness could be an appropriate method to examine the effect 

of different interaction techniques in kinesthetic perception. In 

addition, common force-feedback devices such as Phantom only 

support single-point interaction, which is adequate for accurate 

softness discrimination [27]. Each experimental condition 

involved 36 repetitions of the softness discrimination task, and 

every task involved discriminating the softness between two 

onscreen square-shaped skin models presented as 2.5D models 

without considering the thickness. The participant had to touch 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Concept map of the three interaction techniques. The hand movement coordinates respectively are x, y and z on the three axes. The eye 
gaze coordinates are x and y, and z' is the dwell time of the eye gaze. 

  
TABLE 1. 

SPECIFICATION OF INTERACTION TECHNIQUES. 
 

Techniques 
Interactive steps from the 
perspective of the users 

Force-feedback 

device usage 
Eye tracker usage 

Input operating 

dimension 

HandTouch 
Uses the hand to reach and touch 

the target. 
Yes No 

Hand: x, y, z 

Eyes: - 

HandGazeTouch 
Uses eye gaze to reach the target 

and the hand to touch. 
Yes Yes 

Hand: z 

Eyes: x, y 

GazeTouch 
Uses eye gaze to reach and dwell 

time to trigger the touch. 
Yes Yes 

Hand: - 

Eyes: x, y, z' 
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the two skin models and identify the harder of the two, then 

communicate the answer using the appropriate arrow key on the 

keyboard.  

Since we are interested in both interaction efficiency and 

kinesthetic perception, a Fitts’s Law [37] type of experiment only 

measuring pointing efficiency was not suitable for this study. 

Accurate kinesthetic perception may require participants to touch 

the same object repeatedly or compare the two models multiple 

times. Another experimental setup was motivated by the Fitt’s 

Law study setup. The difficulty of touch behavior in softness 

discrimination relies on two factors: difficulty in reaching the 

target and difficulty in perceiving the difference in softness. 

Therefore, we designed the tasks to include two difficulty levels 

for reach (difficult and easy) and two difficulty levels for 

perception (difficult and easy).  

The difficulty for reach was manipulated by controlling two 

variables of the skin models: the size of the skin models and the 

distance between two models displaced on the screen. The two 

skin models had the same size set at three possible levels: 2.8 cm, 

4.8 cm, or 6.8 cm. The distance between the two models had 

three possible values: 8.1 cm, 16.2 cm, or 24.3 cm (measured 

from center to center). Each condition involved four occurrences 

of every combination of the size and distance levels (3 x 3 x 4 = 

36 tasks). We used the Index of Difficulty (ID) of Fitts’s Law as 

the tool to categorize the nine unique combinations of size and 

distance into the two distinct levels of difficulty. The grouping 

threshold was set at 1.75, with Fitts’s ID calculated by the 

medium size (i.e. 4.8 cm) of the skin models and the small 

distance (i.e. 8.1 cm) between the models. The combinations 

with a higher ID belonged to the difficult level for reach, and the 

combinations with a lower or equal ID belonged to the easy level 

for reach.  

The difficulty for perception was implemented by controlling 

the softness difference between the two skin models. The 

softness of each skin model is controlled by manipulating the 

stiffness coefficient (k) of the Spring Model used to implement 

the skin models, which is a variable with a range (i.e. 0.065–

0.145) used in the software. The difference in values (Δk) of the 

stiffness coefficient for both the onscreen skin models (k1, k2) 

was manipulated to result in six different levels with varying 

difficulties for identifying the softness difference between the 

two skin models. The lowest value of the difference level was 

identified such that it is barely perceivable and requires close 

inspection to identify the harder model (i.e. k1 = 0.09, k2 = 0.12: 

Δk = 0.03). The highest value of difference level was chosen such 

that the difference is easy to perceive (i.e. k1 = 0.065, k2 = 0.145: 

Δk = 0.08). The six difference levels (i.e. 0.03–0.08) occurred six 

times in each condition (6 x 6 = 36 tasks). The six levels of 

difference were then categorized into two levels of perception 

difficulty (i.e. difficult: 0.03–0.05 and easy: 0.06–0.08) for ease 

of analysis. 

For each task, the difficulties for reach and perception were 

independent of each other and randomly chosen from the list of 

possible combinations.  

In the gaze-based conditions, the position of the HIP was 

dependent on the point of the user’s gaze. Using raw gaze points 

caused the HIP to be jittery. We hence used a simple recursion-

based filter to smoothen the gaze point, before displaying it 

onscreen, as also used in a previous study [38]. 

𝑦(𝑖) = 𝑊 ∗ 𝑥(𝑖) + (1 −𝑊) ∗ 𝑦(𝑖 − 1).  (1) 

where 𝑦(𝑖) is the ith smoothened gaze position and 𝑥(𝑖) is the ith 

actual gaze position produced by the eye tracker. The percentage 

weight for the actual gaze position W was selected as 0.1 in the 

study. 

In the GazeTouch condition, the position of the HIP along the 

x- and y-axes was controlled by the gaze position onscreen, and 

the fixation duration was translated to the z-axis movement of 

the HIP. The user had to fixate for 1 second to initiate touch 

behavior and another second to reach the maximum touch force. 

During this process, the output force was linearly increased with 

time and continuously transferred to the mechanical arm. After 2 

seconds of dwelling, the output force saturated and further 

dwelling did not lead to any changes. In addition, a large gaze 

movement (i.e. >1.4 cm) can reset the touch operation in 

GazeTouch, allowing the user to touch the same place again or a 

different place. 

For the HandTouch and HandGazeTouch conditions, the 

position of the HIP along the x-y plane was respectively 

controlled by the hand and eye gaze. The distance to initiate 

touch in the z-axis for both conditions was set at a maximum of 

6 cm, which is variable (normally < 6 cm) depending on how and 

where the user initially held the mechanical arm.  

The study used both objective and subjective measures to 

understand the strengths and weaknesses of each interaction 

technique. The objective measures were the task completion time 

and the number of errors made in softness discrimination. The 

subjective measures were captured using a custom questionnaire. 

Table 2 shows the four questions with a 7-point Likert scale 

based on the subjective assessment questions used in NASA-

TLX [39]. In addition, we used a post-test questionnaire in which 

the participants ranked the three interaction techniques based on 

the tiredness of their eyes and hand. Furthermore, the participants 

selected the preferred technique(s) from the three interaction 

techniques. 

4.2 Apparatus and Environment 

The experiment was conducted on a Dell T3600 Windows 7 

desktop computer with an Intel E5-1600 processor, NVIDIA 

Quadro 4000 graphics, and 8GB 1600MHz of memory. The 

experiment environment is shown in Figure 3. We used a 

Phantom Desktop [6] as the force-feedback device and a Tobii 

T60 [12] as both the display and the eye tracker. The software 

development kits were the open-source H3DAPI [40] for haptics 

and Tobii SDK for eye tracking. We also utilized TraQuMe [41], 

a tool to measure gaze data quality. A keyboard was used to select 

and record the answer for each task and move to the next task, 

and headphones were utilized to block out noise.  

TABLE 2. 
STATEMENTS IN THE QUESTIONNAIRE. 

 

No. Description 

Q1 This interaction technique is mentally difficult. 

Q2 This interaction technique is physically difficult. 

Q3 With this interaction technique, it is natural to touch. 

Q4 This interaction technique is pleasant. 
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4.3 Pilot Study 

A pilot study was conducted at first, employing six participants 

(three female and three male) aged between 24 and 42 years 

(Mean (M) = 31.8, Standard Deviation (SD) = 6.46) who had 

experience of using eye trackers and/or force-feedback devices. 

Based on the pilot tests, we further calibrated the system.  

• In all conditions, six softness difference levels for the skin 

model (Δk: 0.03–0.08) were chosen, such that all were 

perceivable by the participants considering the sensitivity of the 

force-feedback device and human kinesthetic perception. 

• In the HandTouch and HandGazeTouch conditions, the 

movement of the mechanical arm was transferred to the 

movement of the onscreen HIP without any scaling, e.g. in the 

HandTouch condition, a 1 cm lateral movement of the 

mechanical arm resulted in a 1 cm lateral movement of the HIP 

onscreen.  

• In the HandGazeTouch and GazeTouch conditions, the 

weight of the current gaze position in the recursion filter used to 

smoothen the gaze position was chosen to be 0.1 based on the 

good balance between jitteriness and the responsiveness of the 

gaze point. 

• In the GazeTouch condition, the parameters for translating 

fixation duration to the z-axis movement of the HIP were 

selected. The values (1s initiation and 1s dwelling) were selected 

such that they overcome the Midas Touch problem [42] and at 

the same time do not require staring for too long for touching. 

4.4 Procedure 

The participants were first introduced to the study and the 

equipment used. The force-feedback device was placed in 

position based on the user’s dominant hand. All participants 

signed an informed consent form and then filled in the 

background questionnaire. Each question in the questionnaire 

was explained to clarify its meaning, such as the difference 

between mental difficulty and physical difficulty, before 

proceeding to the experiment.  

 Before each of the gaze-based conditions, the eye tracker was 

calibrated using nine-point onscreen calibration. The quality of 

eye tracking was measured using a nine-point TraQuMe 

evaluation [41]. We defined an objective criterion for 

recalibration. If any of the nine points showed more than 2 cm 

eye tracker offset, the participants were asked to recalibrate. The 

2 cm threshold was defined considering the smallest size of the 

skin model used (i.e. 2.8 cm). If any of the tracking offset values 

were still beyond this threshold after multiple recalibration, the 

test was discontinued, and the data were not included in the 

analysis.  

The participants were asked to finish each experimental task 

as accurately and efficiently as they could. Participants pressed 

the appropriate arrow key to record their answer for each softness 

comparison task, after which the system presented the next 

discrimination task. We did not present the participants with the 

feedback regarding the accuracy of their discrimination during 

the experiment.  

There were three experimental conditions with 36 tasks in 

each condition. Before each condition, the participants had up to 

five minutes to familiarize themselves with the operation of each 

interaction technique. The order of the experimental conditions 

was counter-balanced. In the experiment, no hand-rest or elbow-

rest equipment was used, and the height of chair/table was 

adjusted for the participants to make them face the screen and 

hold the mechanical arm of the force-feedback device 

horizontally. In addition, the participants were asked to wear 

headphones to block out the noise generated by the force-

feedback device, because the noise level may indicate the 

magnitude of force and, thus, the softness of the onscreen skin 

models. 

4.5 Participants 

We recruited 24 participants from our university community (13 

female and 11 male) aged between 19 and 42 years (M=26.5, 

SD=6.13). All participants had normal touch sensitivity. Seven 

participants had corrected vision and the remainder had normal 

vision. Only two participants used the left hand as their dominant 

hand; the remainder were right-dominant. Seven participants had 

used a similar eye tracker before (≤ two times), and one 

participant had used the force-feedback device before (one time). 

Since their experience was limited, we included their data in this 

study.  

The data for one of participants had to be replaced because of 

issues in gaze tracking. The participant could not pass the gaze 

tracking accuracy check using the TraQuMe tool, and thus could 

not complete the test. Another participant was invited to replace 

the original participant.  

The mean gaze tracking accuracy for the 24 participants was 

0.56 degrees (SD=0.17 degrees), which translated to 0.62 cm in 

screen distance (SD=0.19 cm). 

5 RESULTS 

5.1 Test Completion Time 

For each condition with 36 tasks, we calculated the mean value 

of the task completion time for the different levels of reach 

difficulty and perception difficulty. The Shapiro–Wilk Normality 

test was conducted first. Since the data were not normally 

distributed (p < .001), we analyzed the data using a 3x2x2 

Aligned Rank Transform (ART) repeated measures non-

parametric ANOVA [43], and the post-hoc analysis was done 

using the Wilcoxon Signed-Rank test with Holm-modified 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: The experiment setup involved a Tobii T60 gaze tracker and 
a Phantom force-feedback device. The two skin models on the screen 
have the medium size of 4.8 cm (out of the three size levels) and the 
large distance of 24.3 cm between them (out of the three distance 
levels). 
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Bonferroni correction [44] to control for family-wise type-1 

error. All the p-values presented are after Holm-modified 

Bonferroni correction.  

Table 3 shows the overall p-values for the completion times 

based on the conditions (HandTouch, HandGazeTouch, and 

GazeTouch), difficulty of reach (difficult and easy), and 

difficulty of perception (difficult and easy) through the repeated 

measure. 

The ART ANOVA test results showed statistically significant 

main effects for all three factors: condition, reach, and 

perception. In addition, the ART ANOVA showed a statistically 

significant interaction effect for condition and reach as well as 

condition and perception. Other effects were not statistically 

significant. 

Figure 4 shows the boxplot for overall completion time for the 

three interaction techniques. The mean value of task completion 

time, visualized as the y-axis in the boxplot, for HandGazeTouch 

(M = 5.92, SD = 2.21) was approximately 15% lower than for 

HandTouch (M = 6.82, SD = 2.92) and 29% lower than for 

GazeTouch (M = 7.61, SD = 1.86).  

The Wilcoxon Signed-Rank test showed that HandGazeTouch 

was statistically significantly faster than both HandTouch (Z = -

2.200, p = .048) and GazeTouch (Z = -3.743, p < .001). 

HandTouch and GazeTouch were not statistically significantly 

different from each other (Z = -1.914, p = .056), but the 

difference approached significance. 

Unsurprisingly, reach and perception difficulty had a 

significant effect on the result. When the skin models were 

further apart or smaller in size, users took more time in 

movement (Z = -3.514, p < .001). Similarly, when the difference 

in softness between the two skin models was low, participants 

took more time in perception (Z = -4.200, p < .001). However, 

we are more interested in the interaction effect of these factors 

on the conditions to understand if the task completion times for 

the conditions were differentially affected by the perception and 

reach difficulty levels. Next, we analyze the interaction effects in 

detail.  

Condition & Reach: Post-hoc analysis 

Figure 5 demonstrates the completion time based on the 

condition and reach. Table 4 shows the mean completion time for 

the three interaction techniques based on the difficulty levels in 

the reach operations.  

We analyzed the simple effect of reach difficulty for the three 

techniques using the Wilcoxon Signed-Rank test.  

• HandTouch was significantly faster when the reach 

difficulty was low compared to when the reach difficulty was 

high (Z = -4.143, p < .001). 

• The simple effect of reach difficulty was not statistically 

significant for the gaze-based conditions HandGazeTouch (Z = -

1.057, p = .58) and GazeTouch (Z = - .029, p = .977).  

Condition & perception: Post-hoc analysis 

The completion time based on condition and perception is shown 

in Figure 6. Table 5 gives the mean completion time for each 

technique based on the perception difficulty levels. 

We further analyzed the simple effect of perception difficulty 

levels for the three interaction techniques using the Wilcoxon 

Signed-Rank test.  

• HandTouch was significantly faster when the perception 

difficulty was low than when the perception difficulty was high 

(Z = -2.371, p = .018): the mean value of task completion for 

HandTouch with a low perception difficulty was 6.63 seconds. 

This increased to 7.13 seconds, (a 7.5% increase) when the 

perception difficulty was high.  

• The simple effect of perception difficulty was statistically 

significant for HandGazeTouch (Z = -3.600, p < .001): the mean 

 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 4: Completion time for the three interaction conditions. The line 
in the boxplot is the median value and the cross mark is the mean 
value (the following figures use the same marks). 

 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5: Task completion time of the three interaction techniques, 
based on reach difficulty levels. 

TABLE 4. 
MEAN TASK COMPLETION TIME USING THE THREE INTERACTION 

TECHNIQUES BASED ON REACH DIFFICULTY LEVELS. 
 

Mean time 

(seconds) 

Conditions 

H HG G 

Easy to reach 
6.01 

(SD=2.77) 

5.95 

(SD=2.45) 

7.67 

(SD=2.02) 

Difficult to reach 
7.51 

(SD=3.16) 

6.26 

(SD=2.49) 

7.72 

(SD=2.01) 

 

TABLE 3. 
TESTS OF WITHIN-SUBJECTS EFFECTS ON COMPLETION TIME. 

 

Sources df   F  Sig. 

Condition 2, 46 10.3 <0.001 

Reach 1, 23 31.3 <0.001 

Perception 1, 23 42.2 <0.001 

Condition & Reach 2, 46 13.9 <0.001 

Condition & Perception 2, 46 4.60 0.016 

Reach & Perception 1, 23 0.41 0.52 

Condition, Reach, & Perception 2, 46 0.60 0.54 
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value of the task completion time increased by 19%, from 5.58 

seconds for low perception difficulty to 6.65 seconds for high 

perception difficulty. 

• Similarly, the simple effect of perception difficulty was 

statistically significant for GazeTouch as well (Z = -3.943, p < 

.001): the mean value of the task completion time increased 20%, 

from 7.04 seconds for low perception difficulty to 8.45 seconds 

for high perception difficulty. 

5.2 Error Analysis 

Errors occurred when participants selected the wrong option after 

comparing the softness of the two skin models. Overall, there 

were a total of 109 errors, which is an average of 4.54 errors per 

participant, from a total of 108 tasks per participant (36 tasks per 

condition x 3 conditions). Of the total 109 errors, 85 errors 

occurred in tasks with the high perception difficulty. Since the 

number of errors were so few and most of them occurred in tasks 

with the high perception difficulty, we concentrated on the 

analysis of the three conditions with the perception difficulty.  

The ART repeated measure 3x2 factorial ANOVA for error 

analysis showed a significant main effect of interaction 

techniques on error (F (2, 46) = 8.15, p = .001). The effect of 

perception difficulty was also statistically significant (F (1, 23) = 

47.16, p < .001). There was no significant interaction effect 

between the perception difficulty and the conditions on the error 

rates (F (2, 46) = 2.26, p = .116).  

Figure 7 provides the error distribution based on each 

technique. HandTouch had the least number of errors (median 

value below 1), followed by HandGazeTouch (median = 1), and 

GazeTouch (median = 2). The Wilcoxon Signed-Rank test 

showed that the difference between HandTouch and GazeTouch 

approached significance (Z = -2.251, p = .061). In addition, 

HandGazeTouch was not different from both HandTouch (Z = -

1.452, p = .292) and GazeTouch (Z = -1.204, p = .229). 

5.3 Results of Subjective Data 

Subjective data from the questionnaire was evaluated to explore 

the results, including perceived mental and physical difficulties, 

naturalness, and pleasantness. Figure 8 shows the subjective 

results of the questionnaire; the data was analyzed with the 

Wilcoxon Signed-Rank test.  

Mental difficulty: HandTouch was better in terms of mental 

difficulty than HandGazeTouch (Z = -3.241, p = .003) and 

GazeTouch (Z = -3.002, p = .006). There was no difference 

between HandGazeTouch and GazeTouch (Z = -.049, p = .961). 

Physical difficulty: There were no differences in terms of 

physical difficulty among three interaction techniques 

(HandTouch-HandGazeTouch: Z = -1.677, p = .188; HandTouch-

GazeTouch: Z = -.579, p = .563; HandGazeTouch-GazeTouch: Z 

= -1.064, p = .574). 

Naturalness: Both HandTouch (Z = -2.485, p = .026) and 

HandGazeTouch (Z = -2.912, p = .012) were considered more 

natural than GazeTouch. There was no difference between 

HandTouch and HandGazeTouch (Z = -1.010, p = .313).  

Pleasantness: HandTouch was considered more pleasant than 

GazeTouch (Z = -2.535, p = .033). However, HandGazeTouch 

was not statistically significantly different from the others 

(HandGazeTouch-HandTouch: Z = -1.311, p = .190; 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
Figure 7: Error distribution of the three interaction techniques. 

 
Figure 8: Subjective results of the study. 

 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6: Task completion time of the three interaction techniques, 
based on perception difficulty levels. 

TABLE 5. 
MEAN COMPLETION TIME OF EACH TECHNIQUE BASED ON 

PERCEPTION DIFFICULTY LEVELS. 
 

Mean time 

(seconds) 

Conditions 

H HG G 

Easy to perceive 
6.63 

(SD=2.82) 

5.58 

(SD=2.20) 

7.04 

(SD=1.72) 

Difficult to 

perceive 

7.13 

(SD=3.23) 

6.65 

(SD=2.85) 

8.45 

(SD=2.11) 
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HandGazeTouch-GazeTouch: Z = -1.849, p = .130). 

5.4 Overall Evaluation of the Interaction 
Techniques 

At the end of the study, all 24 participants ranked the techniques 

based on the tiredness of the hand and eyes while using the 

techniques. Overall, GazeTouch was ranked to be the least tiring 

for the hand (21 votes), followed by HandGazeTouch (19 votes). 

HandTouch was considered the most tiring for the hand (21 

votes). 

In terms of eye tiredness, HandTouch was voted the least tiring 

for the eyes (22 votes), followed by HandGazeTouch (19 votes). 

GazeTouch was considered the most tiring for the eyes (18 

votes). 

For overall preference, the participants could select more than 

one choice if they liked more than one condition equally. Overall, 

15 of the 24 participants preferred HandTouch, and an almost 

equal number of participants (14) preferred HandGazeTouch. 

GazeTouch was the least preferred interaction technique; it was 

preferred by only 4 participants. 

The users’ preferences and the reasons behind them were 

revealed in the free-form comments provided by the participants: 

P1: “I can sense the differences in softness better with it 

[HandTouch]. I make a circular motion on the tissue to better 

understand the softness.” (User preferred HandTouch.)  

P11: “[I prefer GazeTouch] because I did not have to make 

much physical effort. The HandTouch method made my hands 

ache. The HandGazeTouch method felt too complicated because 

there was too much to do at the same time.”  

P18: “HandGazeTouch was the fastest and most pleasant to 

use, with a little practice.” (User preferred HandGazeTouch.) 

P20: “[I prefer HandTouch] because it is the closest to real life 

when we touch real objects.” 

P24: “The HandGazeTouch method felt reasonably natural 

and really fascinating.” (User preferred HandGazeTouch.)  

6 DISCUSSION 

This study investigated the use of eye gaze in kinesthetic 

interaction. It demonstrates that eye gaze is a feasible and 

beneficial input modality in this context. We will now discuss the 

findings of the study in relation to our initial research hypotheses 

and state of the art.  

6.1 H1: HandGazeTouch and GazeTouch will be 
faster than HandTouch 

Our study partly supports this hypothesis. With the multimodal 

input shown in the results, HandGazeTouch was significantly 

faster than both HandTouch and GazeTouch, which only 

involved a single input modality.  

HandGazeTouch leverages the natural hand-eye coordination, 

and it uses eye gaze to replace the hand-reaching component in 

kinesthetic interaction. Similarly, the GazeTouch technique uses 

the gaze to replace both the reaching and touching components. 

However, this condition had the largest task completion time. 

Our task required the user to touch two soft skin models placed 

apart horizontally. Often, when the difference in softness was 

small, participants had to touch each model multiple times to 

evaluate the difference. In HandGazeTouch, reaching the soft 

model was fast and intuitive, as the participants simply had to 

gaze at the target. The performance improvement in 

HandGazeTouch thus could be because of its improved 

efficiency in the reach operation. In GazeTouch, even though 

reaching the target was fast, the additional dwell time to cause 

haptic cues and overcome the Midas Touch problem likely 

slowed down the interaction.  

The improved performance of HandGazeTouch in the reach 

operation is evident from our analysis of task completion times 

for reach difficulty. Our result (Figure 5) shows that the distance 

between the touch objects and their sizes influenced the task 

completion times in HandTouch. However, these variables did 

not have a noticeable effect in the gaze-based conditions 

(HandGazeTouch and GazeTouch). Saccadic eye movements, 

which are responsible for bringing an object of interest to our 

foveal vision, typically last 30–120 milliseconds, and the effect 

of the distance of the object on the time it takes for our eyes to 

focus on it (though almost linearly related) is minimal [45]. This, 

however, was not the case for the HandTouch technique. When 

the target was further away, using the hand took significantly 

more time to reach the targets.  

Our analysis of task completion times for different perception 

difficulties shows an interesting result. Overall, participants took 

more time to complete the task in all conditions when the task 

perception difficulty was high. This suggests that when it was 

difficult to perceive the difference in softness, participants using 

all three techniques had to touch the same tissue multiple times 

or repeatedly alternate between the two models to clearly gauge 

the difference in softness. However, the increase in task 

completion times was less for HandTouch (only 7.5%) and 

substantially higher for the gaze-based conditions (19% and 20% 

for HandGazeTouch and GazeTouch respectively). A potential 

explanation is that even though gaze-based techniques have the 

advantage in the reach operation due to the saccadic eye 

movements, participants using HandGazeTouch and GazeTouch 

had to repeat the touch activity more times to accurately estimate 

the difference in softness between the two models. Previous 

research in touch perception has argued that purposeful hand 

operations modulate haptic perception [46]. Our results extend 

this finding to computer-mediated kinesthetic interaction. In 

tasks that require estimating subtle differences in softness, using 

gaze as a mechanism to substitute for the reaching or touching 

operations may lead to an increased amount of time in identifying 

softness compared to using HandTouch.  

6.2 H2: HandTouch will be better than 
HandGazeTouch and GazeTouch in terms of 
the accuracy of kinesthetic perception. 

Our study partially supports this hypothesis. The results give a 

preliminary indication that HandTouch may be better than 

GazeTouch in the accuracy of kinesthetic perception, but 

HandGazeTouch was not statistically significantly different from 

HandTouch. 

The experimental task focused on softness discrimination 

between two skin models. Our participants committed a different 

number of errors in judging the softness difference based on the 

three interaction techniques (shown in Figure 7). The difference 

in the number of errors is interesting because it indicates that the 

kinesthetic interaction techniques may mediate our kinesthetic 

perception. Fewer errors in softness discrimination indicates that 

the generated kinesthetic cues were easier to interpret by the 
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somatosensory system. Similarly, a higher number of errors 

indicates that the kinesthetic cues were harder to interpret by the 

somatosensory system. 

In GazeTouch, participants made noticeably more errors than 

in HandTouch. While the difference only approached statistical 

significance, we believe our results present preliminary evidence 

that active haptic interaction using hand motions may be more 

accurate than passively feeling the kinesthetic cues. Our results 

are consistent with our understanding of haptic perception in 

real-world interaction with physical objects. Lederman and 

Klatzky [47] have argued that to accurately perceive haptic cues 

provided by an object, both haptic cues generated by the object 

and the physical motion of the hand made to gain the haptic cues 

play a decisive role in our cognitive process. GazeTouch, which 

only uses gaze as the input without any hand motion, breaks the 

link between the human somatosensory system and hand 

movements, and it might result in lower accuracy in kinesthetic 

perception compared to HandTouch. This is also evident from the 

performances and comments of the participants. Most 

participants used specific strategies to sense softness when using 

HandTouch (e.g. moving the hand in a circular motion on the 

surface of the model or touching it multiple times). Such 

strategies were difficult to employ with the GazeTouch 

technique. Furthermore, the haptic cues generated from the 

models using a hand to touch are active haptic information 

(including both action and reaction forces), but the force 

feedback using gaze to touch is passive haptic information 

(including only reaction force). Lamotte [27] has demonstrated 

that softness discrimination is more accurate for active touch 

than passive touch.  

HandGazeTouch, on the other hand, used gaze to reach but 

still required hand motion to touch, which could be considered a 

good compromise for both the fast and accurate exploration of 

haptic cues. It allowed the participants to easily touch the model 

multiple times and adjust the gaze position to, e.g. the left or right 

of the current contact point to simulate the sliding motion of the 

HIP, thus including both active and passive haptic information. 

For example, touching objects with a left-right or up-down 

movement was done by slightly moving the eye gaze, and thus 

the force feedback is passive; multiple touches on the same part 

of the model were done using hand movement, and thus the force 

feedback is active haptic information. This may explain why 

HandGazeTouch had a lower error rate than GazeTouch and had 

a higher error rate than HandTouch, but overall had a comparable 

performance to the other techniques in terms of the interaction 

accuracy of kinesthetic perception. 

6.3 H3: HandGazeTouch and GazeTouch will cause 
less tiredness of the hand than HandTouch. 
However, HandTouch will be considered more 
natural and pleasant than the alternatives.  

Our results partially support this hypothesis based on the 

subjective data and overall evaluation of the interaction 

techniques. Both gaze-based techniques lead to less hand fatigue. 

However, HandGazeTouch was still considered as natural and 

pleasant as HandTouch.  

Based on the questionnaire data (Figure 8), there was no 

difference in overall physical difficulty among the three 

interaction techniques. However, gaze-based techniques caused 

less fatigue on the hand than the HandTouch technique, as is 

evident from the overall ranking of the conditions. Repetitive 

hand-based force-feedback interaction can lead to fatigue of the 

hand [11]. Our results suggest that using the gaze to replace the 

hand motion can largely reduce the subjective perception of hand 

fatigue during the kinesthetic interaction. On the contrary, the use 

of the eyes as an input modality in gaze-based techniques led to 

increased fatigue of the eyes. HandGazeTouch led to less eye 

fatigue than GazeTouch. This may be because the eyes were used 

only as a “pointer” in HandGazeTouch, while the eyes were used 

both as a pointer and a mechanism for activation to cause haptic 

cues in GazeTouch. HandTouch, obviously, caused the least eye 

fatigue. 

The same reason may also explain the mental difficulty of 

GazeTouch. In GazeTouch, the dual use of eye gaze to point and 

touch might also have induced a greater cognitive load. In 

HandGazeTouch, users needed to combine two senses (eye gaze 

and hand motion) as the kinesthetic input, which might incur 

additional cognitive load. 

Furthermore, for the naturalness and pleasantness of gaze-

based techniques, GazeTouch replaced both the reaching and 

touching operation with eye movements, which is very different 

from the way we interact with physical objects in the real world. 

On the other hand, humans are used to looking at an object prior 

to hand motions in physical tasks [2]. HandGazeTouch utilized 

our natural hand-eye coordination, and it is thus closer to real-

world interaction than GazeTouch. This may explain our results 

in terms of the method’s naturalness and pleasantness.  

6.4 Limitations and Future Research 

Our study has several limitations.  

• We used a research-quality eye tracker and TraQuMe to 

ensure high-quality gaze data. We recalibrated the eye tracker 

when the offset in tracking in any screen area was above the 

threshold of 2 cm. While most of our participants did not have 

any problems in tracking accuracy (mean gaze offset value 0.62 

cm), we noticed that despite of our best efforts, some of our 

participants still faced difficulties in interaction using the gaze-

based techniques due to the accuracy of tracking. Overall, we 

think our eye tracking quality was good and may not be 

representative of the expected quality that could be anticipated in 

an everyday gaze-tracking scenario outside the lab (e.g. cheaper 

tracking hardware, frequent movement of the user, fewer user 

calibrations). Reduced gaze tracking accuracy will introduce 

additional complexities in the use of both the gaze-based 

techniques. For example, it would make gaze-based pointing 

more difficult, especially when the objects are small. Further 

research is required to better understand how the accuracy of 

tracking influences the use of the two gaze-based interaction 

techniques.  

• Our experimental task only focused on softness 

discrimination. Other object properties, such as textural 

properties, were not part of this study. The performance of the 

three interaction techniques may turn out to be different in tasks 

that require discriminating the roughness or smoothness of object 

surfaces [48]. We propose to examine this in future research.  

• Most of our participants had no experience in using gaze-

tracking and force-feedback devices to interact with virtual 

objects. Our study involved a short-term evaluation, and 

therefore it provides little insight into the long-term use of the 

three interaction techniques. It is likely that our results on the 

mental and physical difficulty of the gaze-based interaction 
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techniques may be influenced by the participant selection. 

Previous work [49] on gaze-based human-computer interaction 

has shown that novice users suffer from eye fatigue associated 

with unnatural eye movements (such as staring). However, 

experienced users do not report any eye fatigue [50]. In addition, 

it is also likely that the effect of learning was differential for the 

three interaction techniques and related to the mental difficulty. 

A longitudinal study is needed to understand how users learn to 

use these techniques and how the user’s opinion of the technique 

may change with extended use.  

• The size of the display we used in the experiment was 

relatively small. We used a Tobii T60 as both the display and the 

eye tracker in the study. The width of the T60 screen is only 39.5 

cm, which limited the maximum distance between the two skin 

models used in the experiment. A key question for future 

research is how the three interaction techniques will fare when 

the distance between the touch points are larger. Further work 

using large 2D displays or a VR head-mounted display is 

required to answer this question.  

• The experiment involved predominantly young 

participants. Ruff and Parker [51] have shown that participants 

in different age groups have different performances in motor 

speed and hand-eye coordination. Older users are significantly 

slower than younger groups. Therefore, further research is 

required to understand the effect of participant selection in terms 

of the age-related aspects in our results.  

• We studied two gaze-based interaction techniques that 

replaced different phases of the kinesthetic interaction with eye 

gaze input. This is by no means a complete exploration of the 

design space of combining gaze and hand-based input for 

kinesthetic interaction. For example, another way to augment 

kinesthetic interaction with gaze would be to use eye gaze for the 

large movement of the HIP, while allowing fine exploration using 

hand motions to provide better haptic cues from the object. 

Future studies should investigate other novel ways of 

augmenting kinesthetic interaction with gaze input.  

We believe a key application area for gaze-augmented 

kinesthetic interaction would be in the VR environment. VR 

displays can provide an immersive and large 3D environment. 

Previous studies [16], [17], [18] have demonstrated the potential 

benefits of using gaze modality on target pointing and selection 

in such environments. For kinesthetic interaction, the 3D nature 

of the VR environment may introduce additional opportunities 

and challenges for gaze-based input, especially those associated 

with the depth of objects in space. In our study, the depth of the 

objects was fixed to one level. When there are multiple close 

objects of different depths, interacting with the objects becomes 

more complex, requiring the use of both conventional hand-

based kinesthetic interaction and the gaze-augmented kinesthetic 

interaction that we presented in this paper. Previous research on 

3D gaze estimation suggests that it is feasible to estimate the 

depth of visual focus based on the convergence of the 

individual’s eyes [52]. Thus, gaze-augmented kinesthetic 

interaction for a 3D environment could potentially utilize the 

depth of focus as a method to control the position of the HIP 

along the z-axis. In HandGazeTouch, such an approach may 

enable a more robust and consistent interaction at different object 

depths. Future work could investigate this aspect. 

7 CONCLUSION AND PRACTICAL IMPLICATIONS  

This study explored the use of the eyes in kinesthetic interaction. 

We developed two kinesthetic interaction techniques based on 

the combination of gaze and hand-based input. Further, we 

conducted a comprehensive experimental study involving a 

softness discrimination task and analyzed the multi-faceted 

effect of the new interaction techniques on the efficiency of the 

interaction, the accuracy of kinesthetic perception, and the user’s 

experience. Our results suggest that eye gaze as an input channel 

has both strengths and limitations in improving kinesthetic 

interaction. Below, we summarize our key findings and the 

practical implications of our results. 

• Gaze-augmented kinesthetic interaction can help 

overcome two key limitations of conventional kinesthetic 

interaction: it reduces the fatigue of the hands and infinitely 

expands the workspace of the current haptic interface. Thus, 

gaze-augmented methods could be considered in kinesthetic 

interactions that involve a large interaction environment or 

involve sustained and repetitive actions.  

• Utilizing gaze input as a mechanism to reach objects 

(HandGazeTouch) is better than using it for reaching and 

touching (GazeTouch) in gaze-augmented kinesthetic 

interaction. HandGazeTouch is not only faster than GazeTouch, 

but also more natural and noticeably more accurate in perceiving 

subtle differences in softness. Despite the limitations, GazeTouch 

is a feasible interaction technique, and may be suitable for 

specific disabled users. 

• HandGazeTouch is comparable to conventional hand-only 

kinesthetic interaction (HandTouch) in terms of the accuracy, 

naturalness, and pleasantness of interaction. In addition, 

HandGazeTouch is more efficient than HandTouch, and it may 

thus be specifically suited to tasks that are time sensitive. 

• HandTouch is a solid kinesthetic interaction technique that 

is considered natural, pleasant, and less cognitively demanding. 

HandTouch may be specifically suitable for interactions that are 

less frequent, non-repetitive, and involve a small haptic 

interaction space that is easy to navigate using hand motions.  

• The suitability of the specific interaction techniques 

depends on the context of use. For example, for time-sensitive 

tasks, efficiency may be the key metric and, thus, 

HandGazeTouch may be the most suited of the three techniques. 

Similarly, for precision tasks, accuracy maybe more important, 

making HandTouch the best method in such contexts. On the 

other hand, for tasks that involve frequent and prolonged usage, 

the naturalness and pleasantness provided by both HandTouch 

and HandGazeTouch may be key. Our results suggest that it may 

be best to provide users with the flexibility to choose the 

interaction technique depending on the specific context of use.  
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