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Abstract—The use of highly directional antenna radiation pat-
terns for both the access point (AP) and the user equipment (UE)
in the emerging millimeter-wave (mmWave)-based New Radio
(NR) systems is inherently beneficial for unicast transmissions
by providing an extension of the coverage range and eventually
resulting in lower required NR AP densities. On the other
hand, efficient resource utilization for serving multicast sessions
demands narrower antenna directivities, which yields a trade-
off between these two types of traffic that eventually affects
the system deployment choices. In this work, with the tools
from queuing theory and stochastic geometry, we develop an
analytical framework capturing both the distance- and traffic-
related aspects of the NR AP serving a mixture of multicast and
unicast traffic. Our numerical results indicate that the service
process of unicast sessions is severely compromised when (i)
the fraction of unicast sessions is significant, (ii) the spatial
session arrival intensity is high, or (iii) the service time of the
multicast sessions is longer than that of the unicast sessions.
To balance the multicast and unicast session drop probabilities,
an explicit prioritization is required. Furthermore, for a given
fraction of multicast sessions, lower antenna directivity at the NR
AP characterized by a smaller NR AP inter-site distance (ISD)
leads to a better performance in terms of multicast and unicast
session drop probabilities. Aiming to increase the ISD, while also
maintaining the drop probability at the target level, the serving
of multicast sessions is possible over the unicast mechanisms,
but it results in worse performance for the practical NR AP
antenna configurations. However, this approach may become
feasible as arrays with higher numbers of antenna elements
begin to be available. Our developed mathematical framework
can be employed to estimate the parameters of the NR AP when
handling a mixture of multicast and unicast sessions as well as
drive a lower bound on the density of the NR APs, which is
needed to serve a certain mixture of multicast and unicast traffic
types with their target performance requirements.

I. INTRODUCTION

Millimeter-wave (mmWave) radio technology is expected to
construct a comprehensive foundation for the fifth generation
(5G) of mobile systems by providing extremely high data rates
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and low latencies at the radio interface [1]. The first and second
phases of the mmWave-based New Radio (NR) standardization
have been completed by 3GPP as part of Release 15 in
December 2017 and June 2018, respectively, by ratifying both
LTE-anchored and standalone NR implementations. While
the specification of NR systems continues – expected to
be finalized by 2020 – the research community is currently
focused on enabling more advanced networking functionality
for mobile broadband access. One of the crucial directions
along these lines is to enable the coexistence of multicast
and unicast types of traffic in NR systems having directional
antenna radiation patterns [2].

Reliance on multicast sessions in networking systems al-
lows to efficiently utilize the available radio resources by
serving multiple user sessions with a single transmission,
thus increasing the overall utility of the network. To enable
multicast capabilities in cellular systems, such as LTE, where
user equipment (UE) devices may experience dissimilar prop-
agation conditions, the access point (AP) may employ the
modulation and coding scheme (MCS) associated with the
UE that experiences the worst propagation conditions, which
decreases the efficiency of multicasting. High directionality of
the antenna radiation patterns is considered to be one of the
key advantages of the emerging NR systems, by allowing for
planar directivity of under 1◦ with linear arrays of 128× 4 or
more antenna elements [3], [4].

The effect is in a significant extension of coverage from a
single NR AP [5] as well as a possibility to operate closer to
the noise-limited mode [6]. While being essential for unicast
sessions, the use of extreme antenna directivities may however
result in inefficient resource utilization when serving multicast
traffic. Particularly, the smaller the half-power beamwidth
(HPBW) of the antenna array is, the fewer the number of mul-
ticast UE nodes becomes, which can be served simultaneously
by a single antenna configuration over a single transmission.
Hence, several multicast transmissions disseminating the same
content need to be supported at the NR APs, which results in
less efficient use of radio resources. Hence, in this work, we
concentrate on answering the following questions: (i) whether
multicasting needs to still be supported in 3GPP NR systems
and, if so, (ii) what are the principal trade-offs associated with
serving a mixture of both multicast and unicast sessions at the
NR APs?

The problem of multicasting in mmWave systems has been
of interest in several recent studies. The authors in [7] ad-
dressed the matter of rate adaptation in 60GHz IEEE 802.11ad
systems by optimizing delay performance of user sessions.
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Their solution is based on a max-min problem formulation
and leads to a convex programming problem. In [8], the
issue of grouping the UEs based on their proximity has been
tackled. The corresponding heuristic algorithm is based on
a consecutive testing of different HPBWs that maximize the
sum-rate of the system. Among other conclusions, the authors
demonstrated that the use of fixed HPBW might lead to non-
optimal resource usage. A similar approach was proposed in
[9]. The optimization framework developed in [10] not only
operates with HPBW but also accounts for unequal power-
sharing among beams.

A complex multicast multiplexing scheme based on non-
orthogonal multiples access (NOMA) was proposed and an-
alyzed in [11]. However, the utilization of NOMA-based
access in NR deployments is still under discussion by 3GPP.
Finally, the problem of multicast transmissions in systems with
directional antennas was recently addressed by [12]. In that
study, the authors proposed and analyzed several transmission
schemes that target delay minimization during packet delivery.
This literature review indicates that the research community
recognizes the challenge of multicasting using directional
antennas. However, to the best of our knowledge, none of
the works completed so far addressed simultaneous support
of both multicast and unicast traffic types in mmWave-based
NR layouts. Accordingly, the matter of optimized NR system
configuration for serving a mixture of multicast and unicast
sessions requires a more detailed investigation.

In this contribution, we characterize the key trade-offs asso-
ciated with the service process of both multicast and unicast
traffic in 5G NR. To achieve this goal, we unify the tools
of stochastic geometry and queuing theory by formulating a
mathematical framework that captures mmWave propagation,
NR system details, and the service features of multicast and
unicast types of traffic at the NR AP. Our metrics of interest
are related to multicast and unicast session drop probabilities
as well as system resource utilization. The proposed model
is then used to quantify the trade-offs between the NR AP
deployment density and the performance delivered to the con-
sidered traffic types under various environmental and system
conditions. These useful dependencies are then employed to
yield a lower bound on the NR AP densities required to
provide the desired performance levels.

The main findings of our work are as follows:
• The service of unicast sessions in terms of their drop

probability is severely compromised by the presence of
multicast traffic. This effect aggravates when (i) the frac-
tion of unicast sessions increases, (ii) the spatial session
arrival intensity grows, or (iii) the ratio between the
service times of multicast vs. unicast sessions increases.
To balance out the multicast and unicast session drop
probabilities, an explicit prioritization scheme at the NR
APs is required, e.g., bandwidth reservation or connection
admission control.

• For a given proportion of multicast sessions in the spatial
session arrival intensity, narrower antenna directivities at
the NR APs characterized by smaller inter-site distance
(ISD) lead to lower multicast and unicast session drop
probabilities. This is due to the need of performing

fewer multicast transmissions for disseminating the same
content.

• An attempt to expand the ISD by enabling multicasting
via the unicast service leads to significantly lower user-
level performance in terms of the session drop proba-
bility for the practical ranges of the NR AP antenna
directivities, i.e., higher than 1◦. Reducing the HPBW
further by increasing the number of antenna elements
that form the NR AP radiation pattern allows to decrease
the performance gap between unicast-only and mixed
unicast/multicast deployments.

The rest of this text is organized as follows. In Section II, we
introduce our system model. We parametrize it and assess this
system for the performance metrics of interest in Section III.
Our numerical results and discussion are presented in Section
IV. Conclusions are drawn in the final section.

II. SYSTEM MODEL

In this section, we first clarify and emphasize the key trade-
offs involved into serving a mixture of multicast and unicast
sessions at the NR APs with directional antenna radiation
patterns. We then introduce our system model by formulating
its core components including the deployment, propagation,
antenna, and multicast vs. unicast traffic models. Finally, we
specify the metrics of interest. The main notation employed
in this paper is collected in Table I.

AP AP AP AP

ISD: 1×4 array

ISD: 2×4 array

ISD: 4×4 array

multicast sessions

1×4 antenna array

2×4 antenna array

4×4 antenna array

access point

 unicast sessions

Fig. 1. Trade-offs when serving multicast traffic at NR AP.

A. Problem at a Glance

Consider two NR APs each equipped with three-sector
antenna arrays as illustrated in Fig. 1. We concentrate on a
certain sector covered by a single antenna array. Assuming a
linear antenna array at the NR AP, linear transmit gain can be
approximated by the number of antenna elements, NA, which
form the radiation pattern. Further, antenna directivity, αA,
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TABLE I
NOTATION USED IN THIS WORK.

Parameter Definition
fc Carrier frequency, GHz
W Available bandwidth, MHz
L(y), LdB(y) Path loss in linear and decibel scales
λB Spatial pedestrian UE density, UE/m2

hA Height of NR APs, m
hU Height of UEs, m
hB Height of blockers, m
rB Radius of blockers, m
dE Effective coverage range of NR APs, m
x Two-dimensional distance between UE and NR AP, m
y Three-dimensional distance between UE and NR AP, m
PA Transmit power, W
GA, GU Antenna array gains at NR AP and UE ends, dBi
N0 Power spectral density of noise, dBi/Hz
Ai, ζi, Ci Propagation coefficients
αA, αU Antenna array directivities at NR AP and UE, rad
NA, NU Number of planar antenna array elements at NR AP and UE
θ±3db Upper and lower 3-dB points of antenna array, ◦

θm Location of array maximum, ◦

β Antenna array orientation, ◦

MS,nB ,MS,B Shadow fading margins in non-blocked and blocked states
MI Interference margin
pB(x), pB Distance-dependent and independent blockage probabilities
SB , SnB , S SNR in LoS blocked/non-blocked states and weighed SNR, dB
Sarea Area covered by a single NR AP array configuration, m2

M Number of multicast session classes
K Number of unicast session classes
RM,m Rate of class m multicast sessions, Mbps
RU,k Rate of class k unicast sessions, Mbps
γm Offered load of class m multicast sessions, sess./s
ρm Normalized offered load of class m multicast sessions, sess./m2

ak Offered load of class k unicast sessions, sess./s
p
(u)
k Probability that an arriving session is of unicast class k
p(m)
m Probability that an arriving session is of multicast class m

Λ Session arrival intensity from UE side, sess./s
λS Spatial session arrival intensity from antenna configuration, sess./s
λ(m)
m Arrival intensity of class m multicast sessions from UE, sess./s
µ(m)
m Service intensity of class m multicast sessions, 1/s
b
(m)
k Number of PRBs requested by a multicast session of class m
λ
(u)
k Arrival intensity of class k unicast sessions, sess./s
µ
(u)
k Service intensity of class k unicast sessions, 1/s
b
(u)
k Number of PRBs requested by a unicast session of class k
C Number of servers in queuing system that model NR AP
Z̃,Z State spaces of infinite and finite systems
Im Indicator of class m multicast session in the system
πm(Im) Stationary state probabilities of multicast sessions
pk(nk) Stationary state probabilities of unicast sessions
~π Joint stationary state probability vector
G̃(Z̃), G(Z) Normalization constants for infinite and finite systems
h(n), fm(i, n) Auxiliary functions
sA Size of PRB, MHz
∆ Subcarrier spacing, MHz
Sth SNR threshold, dB
εj Probability of CQI/MCS j
sj SNR thresholds, dB
qM,m Session drop probability of class m multicast sessions
qU,k Session drop probability of class k unicast sessions
u Mean resource utilization
FX(x), fX(x) CDF and pdf of random variable X

can be closely approximated by the HPBW, which is about
102◦/NA [13]. As one may deduce, when using fewer antenna
elements at the NR AP, the ISD between the NR APs, which
ensures no coverage gaps, becomes smaller but the number of
transmissions required to support a multicast service reduces.

Conversely, increasing the number of antenna elements
decreases the HPBW, thus resulting in higher NR AP transmit
gain and ISD distance, which reduces the cost of deployment.
However, at the same time, a higher number of transmissions
might be needed to serve all of the UEs involved in a

multicast service, which results in ineffective utilization of
system resources. This trade-off depends on the spatial session
arrival intensity, the fraction of multicast sessions, the HPBW
of the array, which is further complicated by the presence of
unicast sessions. For a given set of system parameters and
environmental characteristics, there exists an optimized ISD
that yields complete coverage for the area of interest with the
target multicast and unicast session drop probabilities.

B. Network Deployment

We concentrate on a tagged NR AP as part of the cellular
deployment with a certain density λB of pedestrians as illus-
trated in Fig. 1. Since the methodology developed in what
follows does not depend on the assumed coverage of a single
NR AP and rather accounts for the fraction of space covered
by a single antenna array, one may apply these results to any
practical coverage obtained by using, e.g., field measurements.

All of the pedestrians carry their UEs equipped with
mmWave NR modules. The heights of the NR AP and the UEs
are assumed to be fixed and set to hA and hU , respectively.
Pedestrians are modeled as cylinders with height hB and
radius rB . The line-of-sight (LoS) propagation path between
the UE and the NR AP might be occluded by pedestrians.

The NR AP has a circular coverage range, which is achieved
by using three physical antennas each covering a 120◦-sector.
We focus on the coverage of a single antenna and define dE
as the effective coverage radius, such that no UEs inside it
experience outage conditions when their LoS link is blocked,
that is, there is a feasible modulation and coding scheme
(MCS) for users at the distance of dE [14]. The radius dE is
computed in Section III by using the propagation, blockage,
and antenna beamforming models as detailed below.

C. Propagation, Interference, Blockage, and Beamforming

We assume that pedestrians might temporarily occlude the
LoS path between the UE and the NR AP. Depending on
the current link state (LoS non-blocked or blocked) and the
distance between the NR AP and the UE, the session employs
an appropriate MCS to maintain reliable data transmission.
The signal-to-noise ratio (SNR) at the receiver located at the
distance of y from the NR AP along the propagation path is

S(y) =
PAGAGU

N0WL(y)MIMS
, (1)

where PA is the NR AP transmit power, GA and GU are
the antenna array gains at the NR AP and the UE ends,
respectively, N0 is the power spectral density of noise, W
is the operating bandwidth, L(y) is the linear path loss, MI is
the interference margin, and MS is the shadow fading margin.

We capture any interference from the adjacent NR APs via
an interference margin MI in (1). For a given NR AP deploy-
ment density, one may estimate it by employing stochastic
geometry based models [15], [16], [17]. Similarly, the effect
of shadow fading is accounted for by using the shadow fading
margins, MS,B and MS,nB , for the LoS blocked and non-
blocked states as provided in [18].
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Following [18], the path loss measured in dB is given by

LdB(y) =

{
32.4 + 21 log10 y + 20 log10 fc, non-blocked,
47.4 + 21 log10 y + 20 log10 fc, blocked,

(2)

where fc is the operating frequency in GHz and y is the three-
dimensional (3D) distance between the NR AP and the UE.

The path loss in the form of (2) can be represented in the
linear scale by utilizing the model in the form of Aiy−ζi ,
where Ai and ζi are the propagation coefficients. Introducing
the coefficients (A1, ζ1) and (A2, ζ2) that correspond to LoS
non-blocked and blocked conditions, we have

A1 = 102 log10 fc+3.24MS,nBMI , ζ1 = 2.1,

A2 = 102 log10 fc+4.74MS,BMI , ζ2 = 2.1. (3)

The value of SNR at the UE can then be written as

S(y) =
PAGAGU
N0W

(
y−ζ

A1
[1− pB(y)] +

y−ζ

A2
pB(y)

)
, (4)

where pB(y) is the blockage probability at the 3D distance y.
Introducing the coefficients

Ci = PAGAGU/(N0WAi), i = 1, 2, (5)

the propagation model finally reads as

S(y) = C1y
−ζ [1− pB(y)] + C2y

−ζpB(y). (6)

We assume linear antenna arrays at both transmit and
receive sides. Following [17], [19], we consider a cone antenna
model where the radiation pattern is represented as a conical
zone with an angle of α coinciding with the HPBW of the
antenna array. Recall that the HPBW of a linear antenna array,
α, is proportional to the number of elements in the appropriate
plane and is given by [13] as

α = 2|θm − θ3db|, (7)

where θ3db is the angle at which the value of the radiated
power is 3dB below the maximum and θm is the location of
the array maximum. The latter is θm = arccos(−β/π), where
β is the array orientation, i.e., the azimuth angle representing
the physical orientation of the array. Note that θm = π/2 for
β = 0.

The average antenna gain over the HPBW can be found
as [13]

G =
1

θ+
3db − θ

−
3db

∫ θ+3db

θ−3db

sin(Nπ cos(θ)/2)

sin(π cos(θ)/2)
dθ, (8)

where the upper and the lower 3-dB points are

θ±3db = arccos[−β ± 2.782/(Nπ)], (9)

and N is the number of antenna elements.
In our study, we assume that at most one beam is available

in the subject system at a time. Note that for massive antenna
arrays there might be more than one beam generated simulta-
neously, each of which may be steered in a different direction.
The HPBW of these beams depends only on the number of
the involved antenna elements and not on the total number of
elements in the array. Although the developed model can be
extended to capture the performance of such systems, it may
require further assumptions in the system model.

D. Traffic Patterns and Service Process

Let Λ be the session arrival intensity for a single pedestrian.
At an arbitrary instant of time, each of the pedestrians may
initiate either a multicast or a unicast session with the corre-
sponding probabilities pM and pU , pM + pU = 1. There are
M and K different classes of multicast and unicast sessions:
an arriving session belongs to the corresponding class m with
the probability of p(m)

m , m = 1, 2, . . . ,M , and to class k with
the probability of p(u)

k , k = 1, 2, . . . ,K, respectively. We have

M∑
m=1

p(m)
m = pM ,

K∑
k=1

p
(u)
k = pU . (10)

Employing the superposition property of point processes,
we observe that the spatial session arrival process at the NR
AP serving a 120◦-sector is Poisson with the intensity of
ΛλBπd

2
E2π/3 sessions per time unit [20]. We also define

λ
(m)
i = p

(m)
m ΛλBπd

2
E2π/3 as the spatial arrival intensity

of multicast sessions of class m from a single UE and
λ

(u)
k = p

(u)
k ΛλBπd

2
E2π/3 as the spatial arrival intensity of

unicast sessions of class k from all the UEs within coverage
of the NR AP. Note that the methodology developed in what
follows can be applied to any number of antennas used at the
AP side by appropriately modifying the multiplier 2π/3 in the
spatial session arrival rates.

The choice of the UE that initiates a session is random.
Hence, the geometric locations of users associated with a
session are distributed uniformly within the NR AP coverage
[21]. Class m of multicast and class k of unicast sessions
are characterized by the exponentially distributed service
times with the parameters µ(m)

m and µ
(u)
k , respectively. The

corresponding session data rates are assumed to be constant
and equal to RM,m Mbps and RU,k Mbps. The amounts of
resources requested by a multicast and a unicast session, b(m)

m

and b
(u)
k , depend on the size of the physical resource block

(PRB), sA, and are computed in Section III. The NR AP is
assumed to operate over the bandwidth of W Hz.

A multicast session of class m is initiated by the first
arrival of class m session during the so-called “off-period”,
i.e., the time period with no session of this class residing in
the system. This session is accepted by the system if there
are sufficient radio resources to serve it, whereas it is dropped
otherwise. All of the sessions of class m that observe at least
one session of this class currently in the system are accepted
without allocating any additional resources. From the resource
utilization point of view, the accepted requests overlap with
each other [22].

According to the considered service discipline, each session
of class m that arrives into the system during the “on-period”
may increase its duration. The “on-period” ends when the last
request of class m completes its service in the system. This
service discipline corresponds to the conventional multicast
streaming service. Resource allocation for the unicast sessions
is also conventional, that is, each arrival requires a new set
of resources. A unicast arrival of class k is dropped if there
are under b(u)

k PRBs available. The metrics of interest are: (i)
session drop probability of multicast session of class m, qM,m,
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pB =

dE∫
0

pB(x)
2x

d2
E

dx = 1 +

(hA − hU )e−2λBr
2
B

[
e

2dEλBrB(hU−hB)

hA−hU (2dEλBrB(hB − hU ) + hA − hU )− hA + hU

]
2d2
Eλ

2
Br

2
B(hB − hU )2

. (11)

(ii) session drop probability of unicast session of class k, qU,k,
and (iii) system resource utilization, u.

III. PERFORMANCE EVALUATION FRAMEWORK

In this section, we formulate our performance evaluation
framework. First, we determine the number of resources
requested by multicast and unicast sessions while accounting
for possible blockage situations. Using it as an input parameter,
we then develop a queuing model that captures the system
evolution in the presence of M and K classes of multicast
and unicast sessions.

A. Resource Request Characterization

First, we determine the effective coverage range of a single
NR AP, dE . Recall that the distance in question is defined as
the maximum separation between the UE and the NR AP, such
that the UE in the LoS blocked conditions does not reside in
outage. According to our propagation model, the SNR at the
maximum 2D distance dE is equal to

S = C2

(
d2
E + (hA − hU )2

)− ζ2 = Sth, (12)

where Sth is the SNR corresponding to the lowest feasible NR
MCS [14]. Solving this equation for dE , we obtain

dE =

√
(C2/Sth)

2
ζ − (hA − hU )2. (13)

Note that dE depends on C2 from (5), which, in its turn,
depends on the sector angle α according to (7)–(8). Account-
ing for the propagation model, we proceed with deriving the
probability mass function (pmf) of the number of requested
resources. Particularly, we determine the sought pmf by first
establishing the pmf of the number of requested resources in
the LoS non-blocked and blocked states, and then weighing
them with the corresponding probabilities. Our approach is
similar for multicast and unicast sessions alike. Furthermore,
recall that the SNR values in the LoS non-blocked and blocked
conditions differ only by a constant attenuation factor. Hence,
we provide a detailed derivation of the pmf for the LoS non-
blocked conditions as an example.

Let SnB be a random variable (RV) denoting SNR in
the LoS non-blocked conditions and FSnB (s), s > 0, be
its cumulative distribution function (CDF). Let x be the 2D
separation distance between the NR AP and the UE. Taking
into account the heights of AP, hA, and UE, hU , the 3D
propagation path distance y is

y =
√
x2 + (hA − hU )2, (14)

which leads to the following SNR at the distance of x:

SnB = C1y
−ζ = C1

(
x2 + (hA − hU )2

)− ζ2 . (15)

Let us now tag an arbitrary UE within the coverage area
of the NR AP. Observe that due to the assumed nature of
the UE process on the landscape, the UEs are uniformly
distributed within the coverage area of the AP. Hence, two-
dimensional distance to the NR AP follows fX(x) = 2x/d2

E ,
0 < x < dE , where dE is the effective coverage range
of the AP. Observe that an upper and lower bound of the
3D distance between the NR AP and the UE are |hA − hU |
and A =

√
d2
E + (hA − hU )2. Therefore, the pdf of the 3D

distance is provided by

fY (y) =

{
2y
d2E
, y ∈ (|hA − hU |, A),

0, y /∈ (|hA − hU |, A),
(16)

which leads to the CDF FY (y) in the form of

FY (y) =


0, y < |hA − hU |,
y2−(hA−hU )2

d2E
, y ∈ [|hA − hU |, A],

1, y >
√
d2
E + (hA − hU )2.

(17)

Since the SNR is a monotonously decreasing function of y,
its distribution can be expressed in terms of the distribution
of the distance Y . Hence, we have

FSnB (s) = Pr
{
C1y

−ζ < s
}

= 1− FY
(
ζ
√
C1/s

)
. (18)

From (17) and (18), the SNR CDF is given by

FSnB (s) =


0, s < C1A

−ζ ,

A2−(C1
s )

2/ζ

d2E
, C1

Aζ
≤ s < C1

(hA−hU )ζ
,

1, s ≥ C1(hA − hU )−ζ .

(19)

Likewise, the CDF FSB (s) of the RV SB denoting the
SNR in the LoS blocked conditions has the form (19) with
C2 from (5). To determine the overall SNR CDF, we need
to establish the probability of blockage, pB . The blockage
probability at a fixed 2D distance x from the NR AP is
immediately available from [23], [24]

pB(x) = 1− e−2λBrB
(
x
hB−hU
hA−hU

+rB
)
, (20)

where rB and hB are the blocker radius and height, respec-
tively, hU is the UE height, and hA is the NR AP height. The
blockage probability can then be calculated as in (11).

Using pB , we may now determine the averaged SNR CDF
FS(s) by weighing the branches corresponding to the LoS
non-blocked and blocked conditions. Let Sj , j = 1, 2, . . . , J ,
be the SNR thresholds. Also, let εj be the probability that
the UE connection at hand is assigned the Channel Quality
Indicator (CQI) and the MCS j, thus requiring rj resource
units, j = 1, 2, . . . , J . Using the SNR CDF FS(s), we write

ε0 = FS(S1),

εj = FS(Sj+1)− FS(Sj), j = 1, 2, . . . , J − 1,

εJ = 1− FS(SJ).

(21)
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Fig. 2. Illustration of our queuing model.

The probability εj that a session requests rj PRBs can now
be used to determine the resource requirements of class m of
multicast and class k of unicast sessions, b(m)

m and b(u)
k .

B. Queuing Model and Analysis

Once the amount of requested resources is obtained, the task
of assessing the system performance is reduced to formalizing
the NR AP service process in the presence of M and K classes
of multicast and unicast sessions. We approach this problem by
utilizing the framework of pure loss queuing systems [25], [26]
with zero waiting positions and C servers, where the number
of servers is defined as W/(sA + ∆), W is the available
bandwidth at the NR AP, sA is the size of one PRB, and
∆ is the subcarrier spacing, see Fig. 2.

1) Stationary State Probabilities: Define the state of a
the considered system as a vector (~Ψ, ~Φ), where ~Ψ =
(I1, I2, . . . , IM ) contains indicators reflecting the presence of
multicast session of class m in the system, i.e., Im = 1
when a multicast session of class m is present in the system,
~Φ = (n1, n1, . . . , nK), where nk is the number of unicast
sessions of class k in this system. Further, let Z be the state
space of the system,

Z =
{

(~Ψ, ~Φ) : Im ∈ {0, 1}, m = 1, 2, . . . ,M,

nk ∈ {0, 1, ...}, k = 1, 2, . . . ,K
}
. (22)

As one may observe, the evolution of the number of
multicast and unicast sessions over (22) form a homogeneous
Markov chain, {(~Ψ(t), ~Φ(t)), t ≥ 0}. According to [26],
this model is a generalization of the multi-class Erlang loss
system [25] that can be solved for the stationary probabilities,
~π, by using the state-space reduction technique [27].

To obtain the stationary state probabilities, first consider the
case of an infinite number of servers, C = ∞. For this case,
the state space Z̃ of the system can be expressed as

Z̃ =
{(

~Ψ, ~Φ
)

: Im ∈ {0, 1}, m = 1, 2, . . . ,M ;

0 ≤ nk ≤

[
C

b
(u)
k

]
, k = 1, 2, . . . ,K;

M∑
m=1

Imb
(m)
m +

K∑
k=1

nkb
(u)
k ≤ C

}
. (23)

When all of the sessions are admitted into the system, the
components of the stochastic process describing the state evo-
lution of the system, ~Ψ(t) ∈ {0, 1}M and ~Φ(t) ∈ {0, 1, ...}K ,
do not affect each other. Hence, the components of the
stationary state distribution ~Ψ(t), t ≥ 0 are available from
[26]

πm(Im) = lim
t→∞

P{Ψm(t) = Im} =
γImm

1 + γm
, (24)

where Im ∈ {0, 1} and

γm = eρm − 1, (25)

where ρm is computed as follows

ρm =

(
1 +

λ
(m)
m

µ
(m)
m

)p(m)
m λBSarea

− 1. (26)

Note that γm is the offered traffic load of multicast sessions
of class m at the NR AP and λ(m)

m is the intensity of multicast
requests of class m from a single UE. The exponent in (26)
reflects the number of UEs initiating their multicast requests
of class m. Its value depends on the coverage area Sarea =
πd2

Eα/3 of an antenna configuration that, in its turn, depends
on the NR AP antenna array directivity αA via the number
of array elements. Similarly, for the unicast component of the
model {~Φ(t), t ≥ 0}, the stationary state probabilities under
the infinite server assumption are given by

pk(nk) = lim
t→∞

P{Ψk(t) = nk} =
ankk e−ak

nk!
, (27)

which is defined over nk = 0, 1, . . . , where ak = λ
(u)
k /µ

(u)
k

is the offered load of class k unicast sessions at the NR AP.
Here, λ(u)

k = p
(u)
k ΛλBSarea is the intensity of class k unicast

requests at the NR AP.
Since there is no competition for the radio resources, the

stationary state distribution of the composite stochastic process
(~Ψ(t), ~Φ(t)) is provided as

π̃(~Ψ, ~Φ) = G̃−1(Z̃)

M∏
m=1

γImm

K∏
k=1

ankk
nk!

, (~Ψ, ~Φ) ∈ Z̃, (28)

where G̃(Z̃) is a normalization constant given by

G̃(Z̃) = e

K∑
k=1

ak
M∏
m=1

(1 + γm). (29)

Consider now the loss system with a reduced state space,
i.e., C <∞. The state transition diagram illustrating the case
of M = 2 and K = 1 is displayed in Fig. 3. The stationary
distribution for a system with the finite state space Z can be
obtained from (28) and (29) by reducing the space Z̃ (22)
to the space Z (23) and then normalizing the corresponding
stationary state probabilities as

π(~Ψ, ~Φ) = G−1(Z)

M∏
m=1

γImm

K∏
k=1

ankk
nk!

, (~Ψ, ~Φ) ∈ Z, (30)
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where a normalization constant has the form of

G(Z) =
∑

(~Ψ,~Φ)∈Z

M∏
m=1

γImm

K∏
k=1

ankk
nk!

, (31)

with γm defined in (25).
Observing (30) and (31), one may deduce that the ratio

between the offered traffic loads of the multicast and unicast
sessions should affect the trade-off between the multicast
and unicast session drop probabilities. Furthermore, as the
structure of (30) and (31) suggests, the load of the unicast
session is included into the expression conventionally, i.e.,
the number of sessions is regulated by the factorial in the

denominator. On the other hand, the effect of the multicast
session rate is unrestrained. This implies that the number of
multicast sessions in the system with a finite capacity should
grow faster as compared to the unicast sessions, and there
might be a resource capture effect leading to higher session
drop probabilities of the unicast sessions and a lower fraction
of resources utilized by these sessions in the system. Below,
we investigate these effects numerically.

2) Performance Indicators: Once the stationary state prob-
ability vector, π(~Ψ, ~Φ), is available, we can proceed by cal-
culating the performance metrics associated with the system,
which include the drop probability of class m multicast and
class k unicast sessions, as well as the mean system resource
utilization. However, direct calculation of the stationary state
probabilities according to (30) and (31) is cumbersome due to
the practical values of the numbers of servers C. To alleviate
this obstacle, we develop a computationally efficient recursive
algorithm that directly yields the performance indicators of
interest. To this aim, we introduce an auxiliary function

h(n) =


1, n < 0,

0, n = 0,
1
n

∑K
k=1 b

(u)
k akh(n− b(u)

k ), n = 1, 2, . . . , C.

(32)

The non-normalized probabilities denoting that there are no
sessions of class m and all of the multicast sessions of first i
classes as well as all of the unicast sessions occupy exactly n
servers are given by

fm(i, n) =


0, i = 0, ...,M, n < 0,

h(n), i = 0, n = 0, ..., C,

fm(i− 1, n) +
fm(i−1,n−b(m)

i )

((1−δim)γi)−1 ,

i = 1, ...,M, n = 0, ..., C.

(33)

Note that f0(M,n) corresponds to the case where all of the
unicast sessions of K classes and all of the multicast sessions
of M classes occupy exactly n servers. The sought metrics
can then be expressed in terms of fm(i, n) as
• drop probability of class m multicast session:

qM,m =

∑C

n=C−b(m)
m +1

fm(M,n)∑C
n=0 f0(M,n)

,m = 1, 2, . . . ,M ;

(34)

• drop probability of class k unicast session:

qU,k =

∑C

n=C−b(u)k +1
f0(M,n)∑C

n=0 f0(M,n)
, k = 1, 2 . . . ,K; (35)

• mean system resource utilization:

u =

∑C
n=1 nf0(M,n)∑C
n=0 f0(M,n)

. (36)

IV. MAIN NUMERICAL RESULTS

In this section, we assess the performance of a mixture
of multicast and unicast traffic service process at the NR
AP. First, we validate our model by comparing its results
with those obtained through computer simulations. Then, we



8

TABLE II
DEFAULT PARAMETERS OF NUMERICAL ASSESSMENT.

Parameter Value
Operating frequency 28 GHz
Bandwidth, W 400 MHz
PRB size, sA 1.44 MHz
Subcarrier spacing, ∆ 0.015 MHz
Height of AP, hA 4 m
Height of blocker, hB 1.7 m
Height of UE, hU 1.5 m
Blocker radius, rB 0.4 m
Density of blockers, λB 0.5 bl./m2

SNR threshold, Sth -9.47 dB
Transmit power, PA 2 W
Path loss exponent, ζ 2.1
Power spectral density of noise, N0 -174 dBm/Hz
Blockage attenuation, B 15 dB
Fading margins, MS,nB ,MS,B 4/8.2 dB
Interference margin, MI 3 dB
UE planar antenna elements, NU 4 el.
UE receive gain, GU 5.57 dBi
Session data rate, RU = RM {20,50}Mbps
Default service intensities, µ(u), µ(m) 30 s
AP antenna array, NA {4, 8, 16, 32}× 4 el.
AP transmit gain, GA {5.57, 8.57, 11.57, 14.58} dBi
AP coverage range, dE {107, 149, 207, 288}m
Inter-site distance, ISD 3dE m
Number of unicast classes, K 1 cl./cell

continue by investigating the effect of multicast and unicast
session parameters on the performance metrics including mul-
ticast and unicast session drop probabilities as well as system
resource utilization. Further, we identify the maximum ISD for
the typical hexagonal deployment of the NR APs to deliver
the target performance guarantees over multicast and unicast
sessions. Finally, we study the performance of an NR system
where multicast service is implemented via unicast service.

The core system parameters are provided in Table II. Table
III clarifies the mapping between the SNR and the spectral
efficiency, while Table IV reflects the pre-computed relation-
ship between the number of antenna elements at the NR AP,
the effective coverage range, dE , and the amount of resources
required to maintain 20 Mbps and 50 Mbps data rates.

To conduct our performance evaluation campaign, we rely
upon the following approach. We parametrize the developed
queuing model by using M multicast session classes and one

TABLE III
CQI, MCS, AND SNR MAPPING FOR 5G NR.

CQI MCS Spectral efficiency SNR in dB
0 out of range
1 QPSK, 78/1024 0,15237 -9,478
2 QPSK, 120/1024 0,2344 -6,658
3 QPSK, 193/1024 0,377 -4,098
4 QPSK, 308/1024 0,6016 -1,798
5 QPSK, 449/1024 0,877 0,399
6 QPSK, 602/1024 1,1758 2,424
7 16QAM, 378/1024 1,4766 4,489
8 16QAM, 490/1024 1,9141 6,367
9 16QAM, 616/1024 2,4063 8,456
10 64QAM, 466/1024 2,7305 10,266
11 64QAM, 567/1024 3,3223 12,218
12 64QAM, 666/1024 3,9023 14,122
13 64QAM, 772/1024 4,5234 15,849
14 64QAM, 873/1024 5,1152 17,786
15 64QAM, 948/1024 5,5547 19,809

TABLE IV
SYSTEM PARAMETERS INDUCED BY NR AP ANTENNA ARRAY.

Array Gain, dBi HPBW, ◦ dE , m PRBs for (20,50) Mbps
32x4 14.58 3.18 288 (7,16)
16x4 11.57 6.37 207 (6,14)
8x4 8.57 12.75 149 (5,12)
4x4 5.57 25.50 107 (5,11)

unicast session class, where M corresponds to the number
of the NR AP antenna configurations (sub-sectors with the
directivity angle of αA) needed to cover a 120◦ sector served
by a single array. Throughout this section, the number of
classes corresponds to the potential number of transmissions
required to disseminate the same content to all of the multicast
users. We also introduce the spatial session arrival intensity,
λS , defined as the spatial arrival intensity of all sessions in
a sector covered by a single configuration of the NR AP
antenna array, i.e., λS = λBπd

2
EαA/3, where αA is measured

in radians. The fraction of multicast sessions of all classes is
then λS

∑M
m=1 p

(m)
m . Also, observe that pM,i = pM,j , ∀i, j,

which induces qM,i = qM,j = qM for all the multicast classes.

A. Model Validation

We start by validating the proposed analytical framework.
To this aim, we develop a single-purpose simulation envi-
ronment that accepts the input parameters listed in Table II,
together with the propagation and service sub-models, and
returns the considered metrics of interest. To construct our
simulator, we rely upon a discrete-event modeling framework
(DES, [28]). The beginning of the stationary state period
is determined by using an exponentially-weighted moving
average test with a smoothing constant of 0.05 [29]. The
statistics were collected only during the stationary state period
by using the method of batch means [30] and sampling the
state of the system each second of the simulation time.

A comparison of multicast and unicast session drop proba-
bilities obtained with the developed mathematical model and
the computer simulations is demonstrated in Fig. 4 as a
function of the spatial session arrival intensity for the session
data rates of RU = RM = 20 Mbps. Here, we specifically

Fig. 4. Comparison of analytical and simulation results.
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Fig. 5. Session drop probability as a function of arrival process parameters.

address an extreme case of 128 × 4 NR AP antenna array
corresponding to the gain of 20.59 dBi and unit mean service
times. The fraction of multicast sessions, pM , is set to 0.5.
As one may observe, the simulation data agrees closely with
the theoretical results. A similar match has been noted for
other input parameters as well as in case of the mean resource
utilization. Therefore, we rely upon our developed analytical
model to deliver the target assessment of the joint service
process of multicast and unicast sessions at the NR AP.

B. Effects of Arrival and Service Characteristics

In our model, there are two types of traffic with fundamen-
tally different service types that may have a profound effect on
each other’s performance at the NR APs. Therefore, we first
analyze the impact of multicast and unicast arrival and service
process characteristics on the user- and system-centric perfor-
mance indicators, which includes the session drop probability
and the system resource utilization. Throughout this section,
we employ 32×4 antenna array at the NR AP that corresponds
to the effective coverage distance of dE = 288 m and 3.18◦

HPBW. Observe that with this antenna array, there are overall
32 classes of multicast sessions in the system.

Fig. 5 reports on the multicast and unicast session drop
probability as well as the system resource utilization as a
function of the spatial arrival intensity of sessions and the

proportion of multicast sessions for the two data rates of
multicast and unicast sessions, 20 Mbps and 50 Mbps, and 30
s of the mean service time for both types of traffic. Particularly,
in Fig. 5a we keep the fraction of multicast sessions constant
at pM = 0.5 and vary the spatial session arrival intensity λS ,
while in Fig. 5b the latter is constant (set to 0.005 sessions per
square meter) and we vary the fraction of multicast sessions.

Analyzing the effect of the spatial session arrival intensity
as illustrated in Fig. 5a, we learn that for both of the con-
sidered session rates, an increase in the spatial session arrival
intensity grows the multicast session drop probability faster as
compared to the unicast case. Particularly, for the intensity of
7.5E − 5 and RM = RU = 20 Mbps, the multicast session
drop probability is already higher than 0.01, while the unicast
session drop probability is far below 10−7. However, a further
increase in λS does not impact the multicast session drop
probability negatively, and for higher values of the spatial
session arrival intensity it begins to decrease. In contrast, the
unicast session drop probability grows exponentially for the
considered range of spatial session arrival intensities.

The reason is in the special service that multicast connec-
tions receive, i.e., if there is an ongoing multicast session of
class i in the system, all the additional multicast sessions of
this class join this ongoing service. Such a behavior produces
an implicit priority for the multicast traffic. When the intensity
of multicast sessions is rather high, there is an ongoing mul-
ticast session of class i nearly at all times; hence, we observe
a drastic decrease in qM and a significant increase in qU . The
aforementioned trends also hold true for the session data rate
of 50 Mbps. The difference here is that the system saturates
faster, which implies that the impact of the session data rate
is only quantitative. This observation is also confirmed by the
behavior of the system resource utilization demonstrated in
Fig. 5a.

Consider now the metrics of interest as a function of the
fraction of multicast sessions, pM , as illustrated in Fig. 5b.
First, we note that the multicast session drop probability
is always below its unicast counterpart. Furthermore, this
difference becomes larger as the fraction of multicast sessions
grows. Both observations are a direct consequence of the above
“resource capture” effect. Even for the moderate values of pM ,
i.e., pM > 0.4, the system always has resources allocated to all
the multicast classes associated with the NR AP antenna array,
while only the remaining resources are available for the unicast
sessions, thus inducing high unicast session drop probabilities.
However, the impact of this effect is reduced when the number
of the NR AP antenna array elements increases. The reason is
that the area of the sector served by a particular configuration
decreases, which implies that mulitcast sessions do not always
exist in the system.

Analyzing these results further, observe that both drop
probabilities as well as the resource utilization decrease as
the fraction of multicast sessions grows. This behavior is
also explained by the specific resource allocation process for
multicast sessions. Hence, increasing pM effectively reduces
the loading of the system. Finally, one may notice that the rate
of the multicast and unicast sessions significantly increases the
gap between the corresponding drop probabilities. In terms
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Fig. 6. Session drop probability as a function of service process parameters.

of absolute numbers, this difference may reach an order of
magnitude for RU = RM = 50 Mbps, which is significantly
higher as compared to the case of RU = RM = 20 Mbps.

Consider now the effects of the mean service time of
multicast and unicast sessions on the corresponding drop
probabilities and resource utilization as shown in Fig. 6. Recall
that the service intensity is related to the mean service time as
1/µ(m), 1/µ(u). Particularly, Fig. 6a displays the mean unicast
service time for λS = 10−5, pM = 0.2 and the mean multicast
session intensity of 1/µ(m) = 30 s for the two session data
rates of 20 Mbps. When the mean service time of the unicast
sessions, 1/µ(u), increases, both multicast and unicast drop
probabilities grow. However, as the unicast session drop prob-
ability approaches 1 already for approximately 1/µ(u) = 80 s,
the multicast session drop probability remains well below 1,
which confirms the implicit priority given to multicast sessions
as a result of their specific service process even for a rather
small values of pM = 0.2.

The effects of the mean service time of the multicast
sessions, 1/µ(m), are further highlighted in Fig. 6b. As one
may observe, higher values of 1/µ(m) lead to better multicast
session performance and produce a negative impact on the
unicast session drop probability. In the limit, when µ(m) → 0
by yielding exceptionally long multicast session durations, qM
approaches 0, while qU is close to 1. In this case, the system
is always busy with providing multicast service (32 classes for

the 32×4 NR AP antenna array), thus leaving almost no room
for the unicast connections. Observe that this behavior does
not negatively impact the system-centric performance – the
fraction of the utilized system resources – since it gradually
increases as a function of both 1/µ(u) and 1/µ(m).

C. Cellular NR AP Deployments

The effective coverage distance of the NR AP, dE , and
thus the ISD depend on the number of antenna elements
employed at the AP. To decrease the density of NR APs
required to cover a certain area of interest, one needs to
utilize all of the available antenna elements by increasing
the NR AP transmit gain. However, it may not always be
feasible, since the performance provided to either multicast
or unicast sessions might not be satisfactory. Particularly, by
increasing the number of antenna elements at the NR AP,
one also decreases the HPBW, and thus grows the number of
multicast classes in the system. The latter results in a higher
load imposed at the NR AP, which may negatively affect both
multicast and unicast session drop probabilities.

We continue by characterizing the trade-off between the
number of antenna elements utilized at the NR AP and the
performance metrics related to multicast and unicast sessions.
The following discussion also illustrates the procedure for
determining the maximum number of antenna elements at
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Fig. 7. Multicast and unicast session drop probabilities as a function of ISD.
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Fig. 8. Multicast and unicast session drop probabilities as a function of ISD.

the NR AP, and thus the maximum ISD between the NR
APs, which can be used to provide the target multicast and
unicast session drop probabilities. The multicast and unicast
session drop probabilities as functions of the fraction of
multicast sessions, pM , for different ISDs are displayed in
Fig. 7 for the mean durations of both multicast and unicast
sessions set to 30 s and the spatial session arrival intensity
of 0.0015 sessions per square meter for the session data
rates of RU = RM = 20 Mbps. Recall that the ISD in a
cellular deployment is related to the effective coverage, dE ,
as 3dE [31], while the correspondence between the ISD and
the antenna configuration at the NR AP is shown in Table IV.

As one may deduce by comparing the results of Fig. 7a
and Fig. 7b, for the fixed values of spatial session arrival
intensity and ISD, an increase in the fraction of multicast
sessions leads to lower drop probabilities for both types of
sessions. The reason is that higher values of pM reduce the
actual traffic load imposed on the system. Furthermore, for
a small number of utilized antenna elements, e.g., 4 × 4 NR
AP array, multicast and unicast probabilities almost coincide.
However, for a higher number of antenna elements, and thus
smaller HPBW, the difference becomes dramatic, especially
for moderate-to-high values of pM . Note that this difference

can be rather substantial in absolute numbers. Particularly, for
pM = 0.8 and 16× 4 NR AP antenna array corresponding to
the ISD of 620 m, the multicast session drop probability is
only qM = 0.005, while its unicast counterpart is as high
as 0.6, thus making the unicast service virtually unusable.
The underlying reason is in the number of multicast classes
that need to be maintained at the NR AP. Particularly, the
use of 32 × 4 antenna array corresponding to the ISD of
863 m requires 32 separate multicast classes. The service
discipline for the multicast traffic forces the NR AP to process
its multicast sessions almost exclusively, thus leaving only the
remaining resources for the unicast sessions.

The multicast and unicast session drop probabilities as func-
tions of the spatial session arrival intensity are demonstrated
in Fig. 8 for different ISDs, multicast session proportion of
pM = 0.5, session data rates of RU = RM = 20 Mbps,
and mean durations of both multicast and unicast sessions of
1/µ(u) = 1/µ(m) = 30 s. The property of multicast sessions to
capture the resources is exemplified in Fig. 8a, where there is
a visible peak in the multicast session drop probability for all
the considered numbers of antenna array elements at the NR
AP. The rationale is that for a fixed value of pM , an increase
in the spatial session arrival intensity leads to a higher number
of multicast session arrivals. Due to specific service process,
this intensity grows the probability that upon arrival of a new
session its multicast class already exists at the NR AP, thereby
reducing the multicast session drop probability.

Note that the smaller the number of antenna elements is
the lower the maximum multicast session drop probability
becomes. Eventually, when the spatial session arrival intensity
is such that λS → ∞, all the multicast classes always exist
in the system and the multicast session drop probability is
virtually zero. We also notice that the unicast session drop
probability increases as λS grows for all of the considered
ISDs. However, it happens faster as compared to the system
with only unicast sessions, since the increased data rate is
negatively affected by the decreased multicast session drop
probability.

Summarizing our cellular deployment analysis, we note that
although the use of higher numbers of antenna elements at
the NR APs allows for extending the coverage and potentially
reducing the interference [6], [17], especially in 3D deploy-
ments [15], [16], it also dramatically increases the loading of
the NR AP. With power control techniques, one may reduce
the offered load of the unicast traffic by limiting the coverage
of the NR AP but the number of multicast classes that need to
be maintained remains high due to the use of smaller HPBW.

At the same time, one may want to avoid the use of smaller
numbers of antenna elements at the NR AP to form antenna
radiation patterns as this leaves part of the deployment area
uncovered for the multicast service and thus requires further
densification of the layout. Another interesting phenomenon
is that an increase in the fraction of multicast sessions
decreases the multicast session drop probability. Multicast
traffic implicitly receives priority over unicast traffic due to its
service properties. Hence, in practical deployments under high
multicast loads the operators might consider providing certain
resource reservation for the unicast traffic [32] or explicit
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Fig. 9. Drop probabilities for multicast/unicast and unicast-only systems.

connection admission control (CAC) functions [33].
Our developed methodology allows to evaluate the param-

eters of a cellular NR AP deployment, such that the target
user- and system-centric performance targets are met simulta-
neously. We emphasize that in practice these results provide a
lower bound on the deployment density and have to be refined
by accounting for specific propagation environments.

D. Unicast-Only Service

The use of the antenna arrays with a large numbers of
elements allows to considerably improve the potential cover-
age of the prospective NR APs, thus significantly reducing
the deployment costs. However, these massive arrays yield
extremely small HPBWs that increase the number of multicast
classes to be maintained at the NR AP, which causes inefficient
resource utilization. Taking into account the implicit priority
of the multicast sessions as discussed above, the service
levels provided to the unicast sessions degrade drastically. The
question we explore here is whether multicast service remains
useful when antenna arrays with large numbers of elements
are employed at the NR AP, or one may solely rely upon
the unicast service. We address this by contrasting the system
with both multicast and unicast sessions against the one, where
multicast sessions are served over the unicast service.

We start by comparing the drop probabilities for the hybrid
multicast/unicast system with those for the unicast-only system
as illustrated in Fig. 9 being a function of the spatial session
arrival intensity for the session data rates of RU = RM = 20
Mbps and the session durations of 1/µ(u) = 1/µ(m) = 30 s,
as well as two antenna array configurations, 32×4 with HPBW
3.19◦ and 16×4 with HPBW 3.19◦, see Table IV. Particularly,
Fig. 9a displays the dependence on the spatial session arrival
intensity with a fixed share of multicast sessions, pM = 0.5.

As one may observe, for the considered number of antenna
elements the drop probability in the unicast-only system is
always higher as compared to the multicast and unicast drop
probabilities in the hybrid multicast/unicast system. However,
notice that the gap between the two systems decreases as the
number of antenna elements employed at the NR AP grows.
The reason is that the overall number of multicast classes that
need to be maintained at the NR AP increases. However, even
for 128× 4 array at the NR AP, the unicast system performs
significantly worse across the entire considered range of the
spatial session arrival intensities.

Finally, Fig. 9b illustrates the role of the fraction of the
multicast sessions to confirm that the above conclusions hold
for any mixture of multicast and unicast sessions. It is also
important to note that the difference between the unicast-
only and the hybrid unicast/multicast sessions grows as pM
increases. Hence, we may conclude that from the user-centric
performance viewpoint, for today’s antenna arrays the hybrid
unicast/multicast system is by far superior to the unicast-
only system. However, this conclusion may change in the
future, when antenna arrays featuring more than 128 × 4
elements will appear. Such systems may potentially implement
multicast service by using unicast sessions and thus should
not compromise the ISD. The unicast-only system is much
easier to control and dimension, since all sessions are treated
similarly as compared to the hybrid multicast/unicast system,
where the multicast sessions are implicitly prioritized.

V. CONCLUSIONS

To extend the coverage range and reduce the impact of
interference, future 5G NR systems operating in millimeter-
wave frequency bands are expected to employ highly direc-
tional antennas at the NR AP side. However, multicast and
unicast types of traffic are characterized by drastically different
service processes and may impose conflicting requirements
on the antenna radiation patterns. In this work, by relying
upon the tools of stochastic geometry and queuing theory,
we developed a detailed mathematical framework for the
performance assessment of the NR AP service for a mixture of
multicast and unicast traffic types. Our framework permits the
evaluation of both user- and system-centric metrics of interest,
which include multicast and unicast session drop probabilities
and system resource utilization.

Within the developed framework, we thoroughly investi-
gated the effects of multicast and unicast traffic properties
on their mutual performance at the NR AP. Specifically, we
demonstrated that the particularities of the multicast service
process implicitly introduce priority for the multicast sessions
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by significantly harming the unicast session drop probability.
As the offered load of the multicast sessions grows, the system
becomes almost fully occupied with them, thus leaving only
slim residual resources for the unicast sessions. To balance
out the drop probabilities, one needs to explicitly prioritize
the unicast traffic with, e.g., bandwidth reservation techniques
and/or connection admission control algorithms.

Analyzing the effects of antenna arrays at the NR AP, we
concluded that for a given spatial session arrival intensity
from both traffic types the user-centric performance indicators
improve when the number of antenna elements forming a ra-
diation pattern decreases. Finally, we compared the considered
hybrid multicast/unicast system with the one where multicast
sessions are handled over the unicast service. We showed that
even for higher antenna directivities this leads to a worse
performance for the multicast service. However, the unicast-
only system is much better in terms of fairness as it does not
prioritize any of the traffic types by contrast to the hybrid
multicast/unicast system.

As a result, our proposed framework allows to predict the
density of the NR APs that is required to fully cover a certain
deployment area with the particular target multicast/unicast
traffic loads. However, we emphasize that in practice this
estimate may yield a lower bound on the actual deployment
density, which has to be refined with a specific propagation
environment in mind.
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