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3. Conclusion
TEMPO will be hopefully recovered during summer 2007. Acquired 
imagery and environmental data will be analyzed to study the links 
between environmental changes and biotic factors, including com-
position, density, biomass and growth of visible species (mussels, 
shrimps, crabs), behaviour and, biological interactions such as preda-
tion.  
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THE NEMO PROJECT: DEVELOPMENT OF PHASE 2
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1. Introduction
The detection of high-energy neutrinos coming from the deep uni-
verse is considered by the Astrophysics and Particle-Physics commu-
nity one of the main scientifi c goals of the next years. 

The Infn, (Istituto Nazionale di Fisica Nucleare), after the realization of 
a technological demonstrator (the NeMO Phase 1 project), at 2.000 m 
depth, has under way an advanced R&D program, the NeMO Phase 2, 
that include long term exploration close to the Sicilian coast for the 
installation of the detector.

The Phase 2 consist of a new electro-optical cabled facility at 3.500 m 
depth at 50 nautical miles from the south-east coast of Sicily.

This infrastructure it’s also used for others scientifi c applications, 
(Acoustics, Geophysics, etc.) and operate as a multidisciplinary un-
derwater laboratory.

2. Results and Discussion 
Technical aspects under realisation will be presented with particular 
attention to:
- Cable Backbone

- Sub-sea Distribution Network
- Power and Data Transmission
- Connection System

3. Conclusions
An underwater infrastructure is under realization on the deep sea site 
selected by the NeMO collaboration as a candidate for the installa-
tion of the km3 neutrino telescope.
The infrastructure includes a 100 km long electro-optical cable, a 
shore station in Portopalo di Capo Passero and the power feeding 
and control equipments.
The installation of the backbone cable and power systems has start-
ed. The plant will be installed by the end of spring 2008. 
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AN INFORMATION MODEL FOR A POLICY BASED MAGAMENT. 
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1. Introduction
Sensor networks for environmental data acquisition will play an 
important role in the development of future large data acquisition 
systems, particularly in oceanographic observation and operational 
oceanography. 

This paper will show the application of Policy Based Network Man-
agement (PBNM) on Marine Sensor Networks (MSN) and Networked 
Ocean Observatories aiming to overcome the lack of fl exibility im-

posed by more traditional network management paradigms.

The development of MSNs must deal with several technical chal-
lenges focused mainly on the management of the heterogeneity 
(equipment and data) and on the extension of the operational time. 
Diff erent systems and technologies are concurrent in the same net-
work, forced to share hardware resources and exchange data. At 
same time many acquisition devices, and the network itself, have 
limited resources that must be well managed. Their multidisciplinary 
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nature creates particular problems in that diff erent sensors may re-
quire completely diff erent time scales of data acquisition. However 
the fi nal users (scientifi c and non scientifi c) should be able to receive 
coherent and quality data from the whole network of observatories.
1.1 Network Management and Policy Network Management
Network Management (NM) is defi ned as a group of tasks and tech-
niques related to the planning, organization and supervision of all 
elements within a network, independently of their nature and loca-
tion. Policy Based Network Management (PBNM) is an administrative 
approach that is used to simplify management tasks by establishing 
policies to deal with situations that are likely to occur. PBNM architec-
ture has four essential components [1]
• Policy Management Tool: Is the interface that provides defi nition, 
update and monitoring to policy rules to system managers.
• Policy Repository: Is the place where policy rules are stored. It is han-
dled by the Policy Management Tool and must be accessed by all ele-
ments of management system.
• Policy Enforcement Point: Is the entity where the policies are ap-
plied.
• Policy Decision Point (PDP): A set of functions whose responsibility 
is to develop and translate policy rules in form of messages to the 
PEP. In some cases PDP and PEP can be located at same device.

1.2 Benefi ts of using Network Management on MSN
Some of the challenges related with the operation and maintenance 
of large MSN could be tackled using network management tech-
niques: 
Network management could provide performance checking and 
fault notifi cations to the network operator, and could be used for 
searching alternative data sources or communication routes in order 
to maintain the data consistency and to avoid data loss. 
It could be used to maintain a global view of the environment and 
to modify accordingly the data acquisition conditions in each instru-
ment and sensor (sampling acquisition or transmission rates). This 
adaptive procedure obtains more signifi cant data sets and preserves 
the limited resources of the system (energy, bandwidth, storage ca-
pacity, etc.).
Network management could also supply data quality logs showing 
accuracy measurement of the error related to any instrument and to 
its references (time, position...).
Because policies provide more dynamism the application of PBNM 
on MSNs can open new operational scenarios in MSN management. 
The application of appropriated policies designed for a specifi c sce-
nario avoids reconfi guring individually each instrument and sensor. 
MSNs functionality could be adapted to variable scientifi c criteria on 
the defi nition of experiments.

2. Proposed Information Model 
The main element of any networking management system is the de-
scription of the managed entities. In the case of a PBNM is also the 
defi nition the policy structure.

An Information Model (IM) is an abstraction and a representation of 
the managed entities, through the description of their properties, 
functionality, and relationships. It is independent of any specifi c re-
pository, application, protocol, or platform. The IETF Policy Working 
Group has developed the Common Information Model (CIM) that 
represents policies and managed entities using an object-oriented 
paradigm [2].

The work presented in this paper is the defi nition of an IM based on 
the DTMF CIM, version 2.14 (released on 04 Dec 2006), with the nec-
essary extensions to be applied in a MSN scenario [3]. 
Our IM is composed by a Data Model, a Managed Entities Model and 
a Policy Model

2.1 Data Model
Characterization of the marine scientifi c data obtained in a MSN will 
provides the base knowledge of how the monitored environment is.
At the moment there is no consensus about any marine data model, 
and a great number of eff orts have been focused in the identifi cation 

of all diff erent data types that may be present in a marine system. 

Our model provide a basic framework to virtually construct any data 
structure to be used in a marine data acquisition system, through the 
description of basic data entities -as bricks in a constructive work- 
their relationships, and the grouping techniques that allow us to cre-
ate more complex data on demand.

Figure 1. UML Data class hierarchy for atomic data.

The description of mechanisms and rules of grouping the atomic data 
to form complex and composite data types can be expressed using as 
a new set of data classes grouped under the name molecular data

Figure 2 UML class diagram for Molecular data entities

2.2 Managed Entities Model
The managed Entities Model represents the managed elements, 
physical and logical objects, from networking devices and comput-
ing systems to sensors and applications.
In our work we expand the hierarchy to identify any element present 
in a MSN.

We can distinguish two diff erent types of “devices”: Those whose 
function is to acquire data from the marine environment, and those 
dedicated to the transmission of acquired data over the network and 
between components.

Under fi rst one are included all the acquisition systems composed by 
instruments and sensors, storage devices and also software that con-
trols the acquisition data. Under the second type we could include 
junction-boxes, switching and routing devices, software connectivity 
modules and also the cable itself.
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2.3 Policy Model
The Policy Model [13] is a the key component that represents and 
manages policies across a spectrum of technical domains, enabling 
to represent policies in a vendor-independent and device-independ-
ent way.

The CIM approach to modelling a policy-controlled network is to 
model the system as a state machine, and then use policies to control 
which state a device should be in at any given time. Policies are ap-
plied using a set of policy rules. Each policy rule consists of a set of 
conditions and a set of actions, and may be aggregated into policy 
groups that can be nested, to represent a hierarchy of policies [13]. 
The set of conditions associated with a policy rule specifi es when the 
policy rule is applicable. The set of conditions can be expressed as 
either an ORed set or ANDed sets. If the set of conditions associated 
with a policy rule evaluates to TRUE, then a set of actions may be ex-
ecuted. Policy rules themselves can be prioritized.

Figure 3 UML class diagram for MSN Devices and their relationship 
with CIM classes and Data classes

Figure 4 UML class diagram for Policy entities from CIM Policy Mod-
el. Redrawn from [3]

From this general analysis, we can conclude that in most of them at 
least a data entity is present in a policy condition. A new subclass, 
DataPolicyCondition, has been added to policy class hierarchy. This 
class provides an association to data entities that allows evaluating 
them as a part of condition enunciate. An example of this could be 

the following simplifi ed policy: <change data acquisition conditions> 
IF <acquired “seismic signal” has this pattern>. In this case a policy 
enforcement point can only evaluate the policy if “seismic signal” has 
been well defi ned as a data type inside the policy condition

Figure 5 UML class diagram of MSNDataPolicyCondition. Relations 
with Data entity.

3. Conclusions
In this paper the benefi ts of using policy based management on MSN 
have been outlined. PBNM could be used not also to monitoring the 
health of the network but to modify the functionality of the network 
to new conditions. PBNM through policy rules, provide mechanisms 
to do adaptive management a large set of network nodes at same 
time and when certain conditions have been reached.

We have presented an Information Model to be used as the basis of a 
PBNM deployment on a MSN. We have extended the CIM from DMTF 
with a new hierarchy of classes that handle the data acquired in any 
MSN, and also complemented the CIM common model with the ad-
dition of two new classes that represent into the IM the instrumenta-
tion present in a MSN. We also outline a simple taxonomy of the poli-
cies that could be applied, and we propose also an extension of the 
CIM Policy Model in order to handle policy conditions that contains 
marine data entities as a constrains or evaluation arguments.
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