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Abstract

The goal of the research described here is to develop a multistrategy clas-
sifier system that can be used for document categorization. The system
automatically discovers classification patterns by applying several empiri-
cal learning methods to different representations for preclassified documents.
The learners work in a parallel manner, where each learner carries out its own
feature selection based on evolutionary techniques and then obtains a classifi-
cation model. In classifying documents, the system combines the predictions
of the learners by applying evolutionary techniques as well. The system re-
lies on a modular, flexible architecture that makes no assumptions about
the design of learners or the number of learners available and guarantees the
independence of the thematic domain.

1 Introduction

Text categorization can be applied in any context requiring document organization
or selective and adaptive document dispatching. Assigning thematic categories to
documents is essential to the efficient management and retrieval of information and
knowledge [23]. This paper focuses on the task of classifying incoming documents
in several non-disjoint categories.

Although the growth of electronically stored text has led to the development of
machine learning methods prepared to exploit ungrammatical text, most of these
methods are based on a single strategy. Certain algorithms are more suitable for
some domains than for others [16], [10], showing different classification results due
to the different types of information present in each domain: a particular applica-
tive domain may exhibit very different characteristics from others and invalidate
conclusions drawn on another domain. No individual learning approach is best
for all domains since each approach embodies biases more suitable for some types
of information and aspects than for others. Statistical approaches are useful for
thematic domains in which violations of word independence assumption do not pre-
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dominate while symbolic approaches work quite well for domains with elaborated
small word sets.

The performance of the algorithm depends on the features or attributes cho-
sen to represent the information [12], [15], [24]. Choosing the right feature set is
critical to the successful induction of classification models. Filtering approach uses
a general method based on statistical measurements and stemming procedures for
creating the feature set or vocabulary of the problem, which is independent of the
learning algorithm and the thematic domain [18]. In the wrapper approach, the
vocabulary is selected by means of the same learning algorithm that will be used
for building the classification models. In [2] several experiments were carried out
to monitor the actual interaction between feature selection and the performance of
some linear classifiers.

Therefore, the features selected and the algorithm used are always the key points
at design time, and many experiments are needed to select the final algorithm and
the best suited feature set. Moreover, once the algorithm and features are set,
the achieved solution may prove unsatisfactory due to possible losses of relevant
information when mapping from documents to the feature set.

The richness and redundancy of the information present in many digital doc-
uments make a multistrategy learning approach especially suitable [8]. However,
most current multistrategy systems for text classification [7], [10] combine statis-
tical and symbolic algorithms in a predefined manner by using a common feature
extraction stage and thus a shared feature set. These systems solve the problem in
different ways and usually take the most confidential one.

The main goal of the HYCLA (HYbrid CLAssifier) system presented here is
to maximize classification performance by considering all the types of information
contained in documents regardless of their thematic domain. With this aim, the
classification system relies on a hybrid architecture that tackles two main issues:
optimization of document representation and integration of the results of several
classifiers. The term hybrid has a double meaning here. On one hand, it symbolizes
the multistrategy nature of the empirical learning approach to text categorization.
On the other, it refers to the genetic search carried out to find the vocabulary of
the problem and integrate the individual predictions of the learners.

The HYCLA system has been validated using two types of digital or electron-
ically stored text: scientific/technical papers and hypertext documents belonging
to several categories.

The following section surveys the architecture capabilities in detail. Section 3
discusses the empirical evaluation of this approach, and final sections present the
conclusions and point the way to future work on this subject.

2 System Architecture

HYCLA operates in two stages, learning and integration. In the learning stage,
learners apply an evolutionary technique to obtain their own feature set, and then
they are trained to obtain their classification model. In the integration stage,
individual learned models are evaluated on a test set, and the predictions made
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are combined in order to achieve the best classification of test documents. The su
bsections below describe the modules and procedures of this system.

The underlying architecture of HYCLA can be instantiated to approach a dif-
ferent text mining task by upgrading its modules.

2.1 Preprocessing Step

This step is common to all the learners. The system receives a sample of documents
of different thematic categories that is divided into two sets, the training set which
contains two-thirds of the documents and the test set which contains one-third of
the documents. The task here is to scan the text of the sample and produce the
list of the words or vocabulary contained in the documents.

Figure 1 shows the analogies found between the parts of scientific and hypertext
documents. These documents usually present redundant information in all four of
their text parts [1]. Based on this idea, when the system receives a sample of
scientific/hypertext documents whose first line is the title/url (uniform resource
locator) of the document, four vocabularies are generated from every document:
one containing the title/url words, a second containing all the words from the from
abstract/meta-text, a third with the contents/plain words, and a fourth containing
the words from the references/hyperlinks. Every vocabulary is smaller in size than
the vocabulary obtained from the original document. Whenever all the documents
have any text part at all, the corresponding vocabulary is empty.

Figure 1: Structural analogy between scientific papers and HTML documents.
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The preprocessing step begins by removing those words found in the vocabular-
ies that belong to a stop list consisting of words without semantic content [12], [15]
and applying stemming procedures [21]. After that, the frequency of occurrence of
every valid word is calculated, and this value is increased depending on the word
format (for example, the frequency is ten times higher for a word found in the title,
nine times higher for a word found in the subtitle, and so on). Words recurring
below a frequency threshold are not reliable indicators and are removed.

Due to the high dimensionality of these subsets, HYCLA reduces the feature
space size with the lowest loss of classification performance. For each preprocessed
vocabulary, once the number of documents from every category containing the
terms of the vocabulary is known, several information statistical measurements are
calculated: 1) information gain: how many information bits are needed to predict
a category depending on the presence/absence of a word in a document [25]; 2)
mutual information: words occurring only in a document belonging to a certain
category are the most relevant for this category [25]; 3) document frequency: words
occurring more frequently are the most valuable; 4) chi square: how independent
a word and a category are [23]; and 5) crossover entropy: similar to information
gain, but considering the presence of a word in a document [23]. The values of
some of these five measurements depend heavily on the distribution of documents
into thematic categories and the characteristics of the categories.

The words of all of the vocabularies are sorted by the five measurements, and
only the kv best words of each vocabulary are retained. Several experiments allowed
the kv value to be determined as approximately 30% of the size of the preprocessed
vocabulary. All the statistical measurements achieve their maximum classification
performance with this value of kv.

Although some information is lost in any one feature subset, the multiple views
of every initial vocabulary will make for a better overall performance. In scien-
tific/hypertext documents, there are four possible vocabularies and five possible
views associated with each vocabulary.

2.2 Learners: Structure and Dynamics

Since documents contain different kinds of information, the multistrategy approach
suggests that each learner solves a part of the problem with a different incoming
information from the same sample.

The different views of a vocabulary are obtained by applying statistical mea-
surements that assign a score to words based on a certain criterion and then by
selecting the highest ranked features. The performance of a learner using filtered
features is very sensitive to the score criterion. In order to avoid this situation,
HYCLA adopts the wrapper approach later [25], [13], in which final feature set
depends on the inductive algorithm used.

When a learner receives a feature set, it carries out the following tasks:

1. Empirical learning

(a) Feature selection. Every learner applies a genetic algorithm to achieve
an optimal feature set in a large, criterion independent search space.
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(b) Classification model. The learner works on the training documents, rep-
resented according to the feature set learned, to induce the classification
model.

2. Testing. The learner applies the inferred model to a test set and calculates
several measures of classification performance.

2.2.1 Genetic Feature Selection

Genetic algorithms are search algorithms based on the natural evolution process.
They have been successfully applied to optimization and machine learning prob-
lems [3], [11]. Starting from an initial population of individuals or chromosomes
representing tentative solutions to a problem, a new generation is created by com-
bining or modifying the best individuals of the previous generation. The process
ends when the best solution is achieved or after a fixed number of generations.

The application of genetic algorithms to text feature selection involves establish-
ing the representation of chromosomes, defining crossover and mutation operators
fitted to chromosome representation and document domain, and defining the fitness
function used to determine the best chromosomes of a population.

2.2.2 Chromosome Representation

Each view computed from an original vocabulary in the preprocessing step is a chro-
mosome. Chromosome length is fixed at kv. Each gene is a word of the vocabulary.
Population size matches the number of different views of a vocabulary. For exam-
ple, if the input vocabulary is {bye, see you, hello, good morning, good afternoon},
then {see you, bye, good afternoon} and {see you, good afternoon, hello} are two
chromosomes that could be obtained by applying chi-square and crossover entropy
techniques, respectively, with kv = 3.

2.2.3 Operators

The crossover operator exchanges the last third of the genes of two chromosomes to
create a new offspring. The typical size of a chromosome in text domains is about
one or two thousands genes, and about the first two-thirds of words are almost
included in all the chromosomes, although at different places within this fragment.
In order to avoid obtaining duplicated genes that furnish no new information, only
the last third of chromosomes should be exchanged in the crossover operation. For
example, if the parents are:

Chromosome 1: (I, you, he)

Chromosome 2: (we,you, they)

Since the size of chromosome is equal to three and the number of genes of last
third is equal to one, then the new offspring would be:

NewChromosome 1: (I, you, they)

NewChromosome 2: (we, you, he)
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The mutation operator modifies ten percent of the genes by switching them
from a randomly selected place p in a chromosome for any of the possible different
words in the vocabulary. For example:

Chromosome 1: (I, you, he)

p = 2

Vocabulary = I, you, he, she, we, you, they

Size of chromosome: 3

10% * 3 = 1 (≥ 1, by default)

NewChromosome 1: (I, you, we)

The proportion of chromosomes involved in crossover and mutation operations
is determined by crossover and mutation probabilities, which are set empirically.
In Section 3, the values of these parameters are shown. The results of the appli-
cation of any genetic operator can produce new chromosomes containing repeated
words. Since just the first occurrence of every word within a chromosome will be
considered, genetic search can yield not only an optimal feature set, but also a
smaller number of features.

2.2.4 Fitness Function

The learner obtains a model for every chromosome of a certain generation. The
fitness function of a chromosome is a measurement of the model performance com-
puted on a test sample represented relative to the chromosome. This test sample is
a subset of the general test set, and it is composed of relevant, noiseless documents
in order to prevent the system from wasting too much time computing the fitness
function. The calculation of the fitness function uses about 30% of the documents
from the initial test set. All learners use the same test sample, which is then barred
from further consideration in order to avoid learning overfitted final categorization
models.

Previous research work on wrapper feature selection using genetic algorithms
has defined a composed fitness function as a weighted sum of another fitness func-
tions corresponding to different optimization objectives [20]. Because the wrapper
approach is very time-consuming, such research has used neural networks as the sole
inductive algorithm for evaluating chromosomes and calculating their fitness as an
estimate of precision on a test sample. The resulting classifier is more independent
of the document sample and shows a lower classification performance.

In HYCLA, the learners deal with a population of fixed size with five chromo-
somes at most. The initial population is already formed by good feature sets, and
the number of generations needed to reach the final feature set is small.

2.2.5 Learning Methods

When a learner obtains a feature set, the set of training documents is represented
relative to that feature set, and then the learner applies its inductive algorithm to
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learn a classification model. Since there could be four kinds of redundant informa-
tion in documents, the system can run four learners: the abstract/meta informa-
tion learner, the reference/link information learner, the contents/plain information
learner and the title/url information learner. The selected learning methods em-
bodied in learners are:

1. Näıve Bayes [9] for the plain text learner, since the plain text vocabulary is
the largest and the noisiest.

2. Decision trees [9] for the abstract/meta text and the title/url learners. The
vocabulary sizes of these types of information are small, and the statistical
measurement scores are high. Abstract/meta information is very accurate
and contains very little noise. Specifically, the learner runs a C4.5 algorithm
[22].

3. Rule discovery [5], [6], [7] for the reference/link learner. In hypertext docu-
ments, the information contained in links is very rich, because links describe
how documents are connected and the web net is formed. The feature set
size is the smallest here, and the rules discovered can express all the richness
of the information in an understandable manner. The algorithm used is an
adaptation to textual domains of a learning method developed earlier by the
authors of this paper [4]. This algorithm is based on AQ learning [17] where
the seed instance has been replaced by the feature set found by the learner.
This difference may reduce the number of expressions candidates to be a gen-
eral classification rule. The algorithm learns the most general rule for each
document category.

2.2.6 Testing

When a learner obtains a classification model, whether the feature set is a tentative
one obtained from a certain generation of the genetic algorithm or the optimal one,
obtained from the last generation, the model is applied to a test set, and several
predictive measurements can then be calculated: recall or percentage of documents
for a category correctly classified, precision or percentage of predicted documents
for a category correctly classified, and F-measure, which can be viewed as a function
made up of the recall and precision measurements. The value of F-measure is the
fitness for tentative feature sets.

2.3 Integrated Prediction

In order to classify a document, the different kinds of information belonging to the
document are represented according to the learned vocabularies of every learner,
and then every learner applies its model to make a prediction. Abstract/meta
and reference/link texts usually give accurate information about the category of
a document. However, there are many documents that lack both these kinds of
information, and the system then has to rely on the prediction made by the plain
text and url learners.
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There are two options for obtaining the final classification prediction of a doc-
ument:

1. To take the model with the best performance results for classification in the
testing stage (i.e. F-measure) as the optimal final solution.

2. To take a combination of the models as the final solution. The combina-
tion can be determined as an average or a weighted sum of the individual
predictions. The weights of individual learners can be any of the computed
performance measurements or can be set by a genetic algorithm [14].

HYCLA performs a weighted integration of the individual predictions, and it
determines the weight of each learner together with that of the other learners by
using a genetic algorithm.

2.3.1 Genetic Integration

The genes of a chromosome represent the weights, between 0 and 1, of the predic-
tions made by the different learners.

Chromosome length matches the number of learners involved in the problem.
The initial population is made up of chromosomes whose genes take values from the
set [0.0, 0.2, 0.4, 0.6, 0.8, 1], allowing all possible combinations of these values, and
an additional chromosome whose genes are the values of the F-measure obtained
by each learner in the testing stage.

The crossover operator allows the genes of two parent chromosomes, taken from
a randomly selected place, to be exchanged. The mutation operator increases or
reduces the weight of a randomly selected gene by a quantity between [-0.10...0.10].

The fitness function evaluates every chromosome on a labeled test set by com-
bining chromosome weights. Every learner predicts a category for a document with
a weight. When several learners predict the same category, the average of their
weights is calculated. The final predicted category for a document will be the one
predicted by the learner or learners with the highest weight. For example, for the
following chromosome:

Chromosome: (0.7, 0.8, 0.85, 0.5, 0.97)

where Chromosome[i]=Weight [Learner i]. If the predictions of the learners were:

Learners 1,3,5 : Prediction = Category 1;

Average Weight = 0.84

Learner 2 : Prediction = Category 3;

Weight = 0.8

Learner 4 : Prediction = Category 2;

Weight = 0.5
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The highest weight is 0.84, and so the resulting prediction assigns the document
to Category 1.

The fitness function value of a chromosome is the value of the F-measure
achieved by the chromosome for the full test set of documents. The stop crite-
rion of the genetic search could be a threshold value of the fitness function, i.e. a
classification accuracy of 97%, or a certain number of generations.

The computational cost of this genetic search is very low, since the classification
of test documents has been performed by the learners in the model testing stage.

3 Empirical Evaluation

HYCLA has been evaluated on two text collections. These collections are described
below, followed by a review of the experimental settings and results.

Reuters-21578 is a collection of newswire article texts that appeared in 1987.
The entire collection has 21,578 texts belonging to 135 topic categories. In order to
evaluate the performance of HYCLA, the sample taken into account is composed
of categories with more than 100 examples. The selected example set has a size
of 12,066 documents belonging to 23 different categories. These documents were
arranged into three disjoint subsets (see Table 1): a training set, Training1, with
6,014 documents, and two test sets, Test11, with 2,614 documents, and Test12,
with 1,708 documents. All documents contain only plain-text.

Another collection of 7,161 text documents was collected by a program that
automatically downloads web documents. The documents belong to three different
categories, and were arranged in three disjoint subsets (see Table 2): a training set,
Training1, with 5,008 documents, and three test sets, Test11, Test12 and Test13,
with 1,416, 346 and 391 documents, respectively. The ”NOISE” category is com-
posed of error pages and randomly downloaded pages. The documents belonging
to this collection may contain url, meta-text, plain-text and links.

3.1 Feature Selection Methods

The first kind of experiment allowed the classification performance of several fea-
ture selection methods to be compared and showed the improvement achieved by
evolutionary selection method used by HYCLA. The statistical methods used were:
information gain (I.G.), document frequency (D.F.), chi square (CHI2), crossover
entropy (C.E.) and mutual information (M.I.). In the HTML collection downloaded
from the web, only the words contained in the HTML tag <META> were taken
into account for this experiment.

The vocabulary size obtained from documents of Training1on Reuters-21578,
after removing the words from a stop list, was 16,806. The vocabulary size obtained
from documents of Training1 on the HTML collection, after removing the words
from a stop list, was 9,364. The five statistical measurements were applied to each
vocabulary. The values of kv chosen for Reuters-21578 and the HTML collection
were 4,800 and 2,800, respectively. This means that the 4,800 and 2,800 words
best ranked according to the each statistical method constitute the five views or
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Table 1: Distribution into categories and arrangement into training and test sets
of the articles selected from Reuters-21578.

Examples Reuters Training1 Test11 Test12 Total
1. ACQ 1,200 500 351 2,402
2. BOP 59 25 17 118
3. COFFEE 75 32 21 150
4. CORN 126 50 39 225
5. CPI 58 25 17 117
6. CRUDE 296 140 78 592
7. DLR 122 55 33 244
8. EARN 1,860 800 530 3,721
9. GNP 82 33 25 166
10. GOLD 69 25 22 139
11. GRAIN 311 145 83 622
12.INTEREST 245 110 73 491
13.LIVESTOCK 56 20 18 113
14. MONEY-FX 406 190 108 812
15. MONEY-SUPPLY 101 45 23 202
16. NAT-GAS 56 34 21 132
17. OILSEED 96 41 23 193
18. SHIP 142 62 39 283
19. SOYBEAN 58 25 17 117
20. SUGAR 94 41 26 188
21. TRADE 282 125 78 564
22. VEG-OIL 67 26 21 136
23. WHEAT 153 65 45 309
Total 6,014 2,614 1,708 12,066

Table 2: Distribution into categories and arrangement into training and test sets
of documents downloaded from Internet.

Examples WWW Training1 Test11 Test12 Test13 Total
GAMBLING 1,978 560 117 166 2,821
GAMES 1,398 404 115 124 2,041
MUSIC 1,437 311 114 101 1,963
NOISE 195 141 0 0 336
Total 5,008 1,416 346 391 7,161
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feature subsets computed on the vocabularies of Reuters and HTML collections,
respectively.

A Näıve Bayes classifier was trained on both collections using the five feature
subsets obtained. The classification models learned were evaluated on test set
Test11 and several classification performance measurements of the models were
calculated.

For each collection, the evolutionary feature selection was applied to an initial
population composed of five chromosomes, where each chromosome represents a
features subset of the vocabulary. The values of crossover and mutation probabili-
ties used were both 0.4, and the maximum number of generations was 50.A Näıve
Bayes classifier was trained on both collections using the chromosomes of every
generation. Test set Test12 was used by this genetic algorithm to evaluate the
fitness function of every chromosome, and test set Test11 was used to evaluate the
classification performance of the learned models.

The performance of the statistical and evolutionary methods is reported below,
in Table 3a,b for the Reuters texts and in Table 4 for the downloaded web pages.
The numerical values Pr, Rc and F represent the precision, the recall and the F-
measure (F = (2 * precision * recall) / (precision + recall)) normalized between
zero and one, respectively. In Table 3a,b, the columns show these values obtained
by each feature selection method in each category. The last row presents the
average values. In Table 4, the rows show the precision, recall and F-measure
values obtained by each feature selection in each category. The last column shows
the average values. The values of the evolutionary feature selection method are
the average values from running the genetic algorithm five times. In both tables
boldface indicates the best values in each category.

A precision value equal to 96.3 in Category 8 obtained by the genetic feature
selection (G.A) indicates that G.A. predicted 100 documents under Category 8
but only 96.3 documents were correctly predicted. A recall value equal to 99.2 in
Category 1 obtained by G.A. means that G.A. predicted 92.2 documents under
Category 1 while actually 100 documents belonged to Category 1.

The results indicate that each statistical feature selection method behaves the
best only in certain categories. The genetic feature selection method yields the best
average F-measure value in all categories on both collections. This fact reflects that
the genetic feature-selection method is more independent of the distribution of the
examples into categories than the other selection methods.

In the categories where the genetic method does not give the best performance,
it does yield the second or third best value. Moreover, the best average F-measure
implies the best ratio between precision and recall. The other feature selection
methods have a certain leaning towards one or the other of these two measurements.
The experiments show that a significant departure from the approaches that utilize
universal feature selection yields better results.

3.2 Integration of Predictions

The second kind of experiments was set up to compare the performance of the
predictions of every individual learner and the genetic combination of them.
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Table 3a. Comparative performance measurements among feature selection meth-
ods, I.G., D.F., CHI2, obtained over the Reuters-21578 collection.

I.G. D.F. CHI2

Pr Rc F Pr Rc F Pr Rc F
1 69.27 99.2 0.815 69.09 99.2 0.814 67.86 87 0.762
2 100 32 0.484 100 32 0.484 83.33 40 0.540
3 100 25 0.400 100 21.87 0.358 77.77 21.87 0.341
4 100 26 0.412 100 26 0.412 81.25 52 0.634
5 100 20 0.333 100 20 0.333 92.85 52 0.666
6 69.74 59.28 0.640 69.16 59.28 0.638 80.26 43.57 0.564
7 100 40 0.571 100 40 0.571 70.37 34.54 0.463
8 96.32 91.75 0.939 96.32 92 0.941 65.59 91.75 0.764
9 100 27.27 0.428 100 27.27 0.428 87.5 42.42 0.571
10 100 12 0.214 100 12 0.214 100 12 0.214
11 42.61 87.58 0.573 42.05 87.58 0.568 70.68 56.55 0.628
12 100 34.54 0.513 100 35.45 0.523 90.54 60.9 0.728
13 100 15 0.260 100 15 0.260 70 35 0.466
14 53.21 95.78 0.684 53.21 95.78 0.684 80.12 67.89 0.735
15 100 42.22 0.593 100 42.22 0.593 91.17 68.88 0.789
16 100 14.70 0.256 100 17.64 0.300 83.33 29.41 0.43
17 100 19.51 0.326 100 17.07 0.291 86.20 60.97 0.714
18 70.58 19.35 0.303 71.42 16.12 0.263 69.23 14.51 0.240
19 100 20 0.333 100 20 0.333 87.5 56 0.682
20 100 19.51 0.326 100 19.51 0.326 100 17.07 0.291
21 54.12 84 0.658 54.63 84.80 0.664 78.87 44.8 0.571
22 100 15.38 0.266 100 15.38 0.266 38.46 19.23 0.256
23 100 9.23 0.169 100 9.23 0.169 86 66.15 0.747
Avg. 89.38 39.53 0.548 89.38 39.36 0.546 79.95 46.71 0.589
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Table 3b. Comparative performance measurements among feature selection meth-
ods, C.E., M.I., G.A., obtained over the Reuters-21578 collection.

C.E. M.I. G.A.
Pr Rc F Pr Rc F Pr Rc F

1 69.27 99.2 0.815 76.77 73.4 0.750 71.24 99.2 0.829
2 100 32 0.484 100 40 0.076 100 40 0.484
3 100 21.87 0.358 81.08 93.75 0.864 100 31.2 0.470
4 100 26 0.412 28 14 0.186 100 26 0.412
5 100 20 0.333 80 48 0.600 100 52 0.68
6 69.74 59.28 0.640 56.86 82.85 0.674 70.94 67.3 0.69
7 100 38.18 0.552 88.37 69.06 0.775 100 40 0.571
8 96.32 91.75 0.939 84.91 85.12 0.850 96.32 91.87 0.940
9 100 27.27 0.428 50 48.48 0.492 100 27.27 0.428
10 100 12 0.214 76.92 80 0.784 100 52 0.68
11 42.61 87.58 0.573 34.78 66.20 0.456 41.69 89.17 0.57
12 100 34.54 0.513 75 49.09 0.593 100 34.54 0.513
13 100 15 0.260 100 15 0.260 81.81 45 0.60
14 52.94 94.73 0.679 55.6 60 0.577 53.37 95.78 0.70
15 100 42.22 0.593 82.14 51.11 0.630 100 42.22 0.593
16 100 14.70 0.256 50 2.94 0.055 100 27.7 0.43
17 100 12.19 0.217 33.33 9.75 0.150 100 50 0.66
18 70.58 19.35 0.303 55.55 64.51 0.597 64.28 43.54 0.539
19 100 20 0.333 7.41 4 0.051 100 53.2 0.69
20 100 19.51 0.326 82.14 56.09 0.666 100 56 0.71
21 54.12 84 0.658 46.60 76.8 0.580 53.57 84 0.664
22 100 23.07 0.375 100 23.07 0.375 90 34.61 0.500
23 100 9.23 0.169 17.24 7.69 0.106 100 11.5 0.20
Avg. 89.37 39.29 0.545 63.59 47.17 0.541 88.96 51.9 0.65
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Table 4: Comparative performance measurements among feature selection methods
obtained on the downloaded pages collection.

Feature Selection GAMBLING GAMES
Results Pr(%) Rc(%) F Pr(%) Rc(%) F
I.G. 52 99 0.68 99 37 0.53
D.F. 51 99 0.67 99 36 0.52
CHI2 54 88 0.67 80 52 0.63
C.E. 52 99 0.68 99 47 0.64
M.I. 55 90 0.68 81 53 0.64
G.A. 56 99 0.71 99 50 0.66
Feature Selection MUSIC AVERAGE
Results Pr(%) Rc(%) F Pr(%) Rc(%) F
I.G. 99 70 0.82 83 69 0.75
D.F. 99 69 0.81 83 68 0.74
CHI2 98 78 0.86 77 72 0.74
C.E. 99 70 0.82 83 72 0.77
M.I. 96 71 0.81 77 71 0.73
G.A. 99 72 0.83 84 73 0.78

There are four learners for the four different types of information taken into
account in HTML documents, url text, meta-text, plain text and hyperlink text.

The experiments were performed on the free collection downloaded from the web
shown in Table 2. Table 5 presents the size of the initial vocabularies of Training1
after removing stop-list words and the value of kv for each type of information. A
Näıve Bayes classifier was trained on the plain text, a decision tree classifier was
trained on the meta and url text, and a rule discovery classifier was trained on the
link text. The values of the F-measure for each classification model learned were
calculated by using test set Test1 1.

The initial population of chromosomes, where each chromosome represents dif-
ferent weights given to the decisions of the individual models, is composed of a
chromosome whose genes are the actual F-measure values of each classification
model calculated on Test11 and other chromosomes containing random genes as
discussed in subsection 2.3. The values of crossover and mutation probabilities
used for the evolutionary integration were 0.7 and 0.4, respectively, and the maxi-
mum number of generations was 50. Test 13 is the set used to calculate the fitness
function of every chromosome, and Test11 is the set used to calculate the perfor-
mance measurements of the best chromosome belonging to the last generation of
the genetic combination of predictions.

Table 6 shows precision, recall and F-measure values of every learner and their
genetic integration in every category calculated on Test11. The last row indicates
the average values. Boldface indicates the best performance values in every cate-
gory. The genetic performance values are the average values found by running the
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genetic algorithm five times.

Table 5: Initial vocabulary size s and kv for each type of information in downloaded
collection.

Vocabulary Size URL META TEXT LINK
Training1 WWW Voc. Voc. Voc. Voc.
Total size 5,164 9,364 +30,000 + 30,000
Feature selection size 1,600 2,800 10,000 10,000

Table 6: Precision, recall, F-measure and average values obtained by each learner
and by genetic integration of their predictions.

URL META
Pr(%) Rc(%) F Pr(%) Rc(%) F

GAMBLING 100 32.96 0.495 77.9 98.72 0.870
GAMES 53.62 96.88 0.690 94.6 74 0.830
MUSIC 68.51 79.76 0.737 95.74 79.17 0.866
Average 74.04 69.86 0.718 89.41 83.96 0.865

TEXT LINKS
Pr(%) Rc(%) F Pr(%) Rc(%) F

GAMBLING 76.2 98.4 0.858 83.12 96.96 0.845
GAMES 93.59 74.66 0.830 92.56 80.22 0.859
MUSIC 95.9 68.62 0.800 89.65 76.24 0.824
Average 88.56 80.56 0.843 88.44 84.47 0.864

COMBINATION
Pr(%) Rc(%) F

GAMBLING 79.08 99.2 0.880
GAMES 96.28 74.88 0.842
MUSIC 95.58 76.24 0.848
Average 90.31 83.44 0.867

This experiment shows that the average F-measure of genetic integration is
the best result. Individual learners obtain good results only in certain categories.
The combination of learner predictions behaves better and more smoothly than
individual predictions in all categories.
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4 Conclusion

The architecture presented in this paper is a combination of a variable number
of learners. Learners may be added or removed depending on the specific text
categorization task. This modularity makes the system adaptable to any particular
context.

The genetic feature selection method takes advantage of each statistical selec-
tion method used. This method works quite well for all categories, regardless of the
distribution of the documents in the training sample. Moreover, statistical feature
selection methods display text-domain dependence, and the evolutionary method
makes this dependence smoother.

The division of HTML documents into four types of text has shown that some
words have a greater importance in a certain piece of text than in the full text with
no partition. The application of different learners to each type of information allows
the system to be independent of text domain without loss of accuracy. The genetic
integration of the predictions of the learners yields good results in classification
performance.

5 Future Work

Currently work in this area is mainly focused on the design and development of
a genetic algorithm devoted to discovering the classification models of different
categories of documents. The entire text classification task could be carried out by
a genetic algorithm alone. Simplicity, uniformity and intelligibility would be the
main features of the final system.

Classifying a new document would mean measuring the distance between the
suitably represented document and the chromosome or model being evaluated. The
definition of the distance measurement and genetic operators are the key points of
this research. The individuals that are revealed as the best would be the optimal
classification models.
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