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The practical interest of flow control approaches® more debated as flow control provides an tffeenean
for considerably increasing the performances ofugdo or air transport systems, among many others
applications. Here a fundamental configuratiomigestigated by using non-thermal surface plasnzhdige. A
dielectric barrier discharge is installed at trepstorner of a backward-facing step (R0000, Rg=1650). Wall
pressure sensors are used to estimate the reatjdolation downstream of the step. The primarectije of
this paper is the coupling of a numerical optimizgéth an experiment. More specifically, optimizatity
genetic algorithm is implemented experimentallpider to minimize the reattachment point downstreéne
step model. Validation through inverse problemiristly demonstrated. When coupled with the plasctaator
and the wall pressure sensors, the genetic algorifinds the optimum forcing conditions with a good
convergence rate, the best control design varidigeyy in agreement with the literature that usésrotypes of
control devices than plasma. Indeed, the minimuattaehing position is achieved by forcing the flatvthe
shear layer mode where a large spreading rateasnell by increasing the periodicity of the vorstoeet and by
enhancing the vortex pairing phenomena. At the fogsing conditions, the mean flow reattachmenteduced
by 20%. This article, with its experiment-based rapph, demonstrates the robustness of a singletolge
multi-design optimization method, and its feastpifor wind tunnel experiments.

I. Introduction

Ithough their limitations and, in most of the casesspite of their technical immaturity, flow

control devices are still of great interest for @eronautical industry. The main challenge for
industrial companies is the definition of entiretg¢w environment-friendly aircraft. A manner to
improve the aerodynamic performances of airfoilhwiinal objective to reduce the emission of
greenhouse gases consists of using active techasltgmanipulate the turbulent flow developing on
the wings and the airframe of the aircraft. The hanof studies investigating mechanical, fluidic or
plasma actuators is increasing over the years,ctim§irming the needs for researches focusing on
turbulent flow manipulation by active control. Ipite of the extensive amount of investigation and
work accumulated over the years, flow control ik ah active area of research, recently motivdigd
new technologies such as plasma discharge actubideed, among a wide list of active systems used
as in-lab flow control devices, surface plasma atcis are ones of the potential candidates for
improving the performance of commercial or militarycrafts and micro-air vehicles in terms of a
reduced drag or an increase of the manoeuvringoddjes. These actuators present a low technical
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maturity, but they have been identified for thedtgntial for major advances in weight reductiorst fa
switching capability, and robust solid-state desigtn no moving parts that can be easily instatied
airfoils [1]. Dielectric barrier discharges are thest used non-thermal plasmas for flow control
applications. They can be operated by applying @h#gh-voltage source to the air-exposed electrode
of the actuator [2-5] or by using continuous sedésoltage pulses with rising time of about teifis o
nanoseconds [6-9]. Despites having two differentd@soof interactions with the natural flow, these
two modes can help in reattaching separated flogr owlined airfoil profile [10-16] among other
applications. One of the interests of plasma aotsas the principle of electro-mechanical convarsi
that implies fast energy transfers. By adjustingdtectrical parameters of the electrical signalieg

to the air-exposed electrode (amplitude, frequefreguency modulation, duty-cycle), the amplitude,
frequency and duty-cycle of the periodic flow fluations induced by the plasma can be easily tuned.
The accurate adjustment of the forcing conditioss particularly relevant for flow control
investigations where optimum forcing conditions é&v be identified. Such capabilities as well &s th
easy implementation of a plasma actuator into danamous command system will be exploited in
the present work.

This investigation concerns a fundamental flow @uniation: the turbulent flow separation
downstream of a Backward-Facing Step (BFS). Thisfigoration is well-adapted for defining
unsteady flow control approaches because the flelinid a BFS presents a large variety of periodic
motions while the location of the separation p@rknown and stable [17, 18, 19]. A primary per@di
organization arrives from the separated shear |#lyar develops from the separation point. This
separated shear layer evolves as a typical mixperlin its earlier stage of formation with a tygic
‘shear layer mode’ of instability about;S0.012 [17]. This implies the development of vaatiow
structures, organized in a periodic manner, thataen irrotational fluid from the non-turbulent
regions bounding the shear layer. Initially fornadigh frequency, the vortices can pair reduciheg t
frequency signature of the vortical flow structuvith the downstream position [20, 21]. The impact
of the coherent flow structures to the bottom wislthen a periodic phenomenon (usually a value
about St,=0.6 is reported as in [18, 19, 22], with Xr thattachment location). The reattachment
location is highly unsteady partially due to theipaic impact of the vortical flow structures at
Sty,=0.6. However, as it reported in [22 ,23, 24],apfling motion of the shear layer contributes to the
movement of the reattachment point and to the vitdeof the separated shear layer. The flapping
motion is a low frequency phenomenon with frequesigpature at about 50.02 [22, 23]. The BFS
configuration is thus a rich environment in termigeriodic motions and it offers a lot of flow cooit
scenarios even for actuators producing a low moumentansfer such are surface plasma discharges
[2, 3, 4, 5]. Plasma actuators have been usedadhaf aerodynamic flow configurations but among
them, BFS has only received a recent attention.ifigiance, the effectiveness of DBD actuator to
shorten the recirculation bubble (-35%) at low Regia number (Rg1520) and laminar regime has
been shown in D’Adamo et al. [25] by forcing thevfl with a vertical plasma jet. Studies at a higher
Reynolds number (Reh~30000) have been recentlyigmall. In [26, 27], a reduction in the
recirculation length of about 20% is observed fombgeneous spanwise unsteady actuation at the
step mode of instability ($t0.25). The unsteady wall pressure signals sugdeatestrong
periodization of the flow structures caused by ittnposed periodic fluctuations. Plasma actuator
design promoting 3D flow has also been tested &k& configuration. In [28], Zare-Behtash et al.
confirm that serpentine DBD can add velocity inke tinitial region of the shear layer, but the
influence on the mean reattachment location iglismussed.
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This article presents an original experimental apph for determining the best forcing
conditions that minimizes the reattachment locabehind a BFS, this in an autonomous and model-
free manner. Indeed, among several applicatiortsnmation by combining evolutionary algorithms
and numerical simulations had demonstrated theiential to solve high dimensional problems
occurring in fluid dynamics. In a few contributigressolutionary algorithms are used to optimize the
flow control conditions by full numerical approashéd-or instance, suction/blowing jet mounted on
the upper surface of a NACA0012 airfoil has beemeuically optimized in [29]. The optimal forcing
mode and more specifically the forcing frequenat tmaximize the spreading rate of a turbulent jet
has been shown in [30] by direct numerical simalati The problem of time-averaged drag
minimization of a circular cylinder by rotary odation has been addressed in [31]. Recently, a
NSGA-Il code has been numerically applied to optamihe flow reattachment along a NACA0015
model by plasma discharge [32]. In the presentystbdcause genetic algorithm only requires the
evaluation of the cost function regarding a setasftrol parameters, such an evolutionary algorihm
used in conjunction with experimental measuremiengsfeedback loop process. Here, the objective is
not to define a function transfer (control law) weén the sensors, and thus local or global flow
conditions, and the actuator as it has been recdatie in [33, 34]. The present contribution ingtse
in finding the best operating conditions over ayéaparameter space by coupling for the first time a
numerical optimizer and tests conducted in an exmartal wind-tunnel. The genetic algorithm is
used to solve a single-objective optimization peablminimization of the reattachment location) with
varying voltage amplitude, burst frequency and duytyle. In a second part of the paper are
introduced time-resolved flow measurements by Plkhwhe goal to interpret the best forcing
conditions determined by the numerical optimizer.

1. Experimental setup
The model includes a ramp, followed by a flat pkatel ended by a backward step having a height, h,
of 30 mm and a spanwise length of 300 mm. This madestalled in a closed-loop wind-tunnel
(Figure 1) having a moderate turbulent intensity (1%). Thenemsion of the test section is
300x300x1000 mrh The model covers the full spanwise of the testise and the expansion ratio
equals to 1.1. The aspect ratio (channel widthtep keight) is larger than 10 this guaranteeingafor
two-dimensional flow in the center of the wind tehnAll measurements are performed for a free-
stream velocity of 15.6 m/s. The study is perforrfmda fully turbulent flow with tripped boundary
layer and Reynolds number Raf 30000. Preliminary measurements by LDV haveashthat the
boundary layer at the step corner presents a daapm of 1.6, a momentum thickness of 1.63 mm
and a displacement thickness of 2.62 mm. At tbe #eparation, the Reynolds number jjRealed
with the momentum thickne$ss equal to 1650.

Figure 1 : Closed-loop wind-tunnel for backward facing step experiments.
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The step model is made of several pieces; in paatiit has been designed in order to have a
removable part. The removable part correspondldacstep geometry and is made of a 3-mm thick
machined PMMA pieceF(gure 2). So, the model can be used as dielectric badiiectly. The
electrode arrangement is introduced in Figure 2 din-exposed and the grounded electrode have a
length of 15 and 10 mm respectively and the gawdxt them is fixed at 2 mm. By construction, the
electrode protuberance into the flow is limitedtihe electrode thickness (i.e. 60 um) and then the
initial turbulent boundary layer characteristice ant modified by the actuator.

y Air-exposed electrode

o NN
v
<

Figure 2 : Sketch of the DBD plasma actuator with details on electrode arrangement and co-ordinate system used in the
paper and photos of the plasma actuator and the first pressure taps.

The actuator is a Dielectric Barrier Discharge (DBilasma actuator, a discharge well-known to
produce a thin wall jet due to the electrohydrodyita body force caused by the momentum
exchanges between neutral and charged particlédircglin a weakly-ionized environment [2, 3, 4,
5]. Here the applied voltage is between 12 and\2inkamplitude while the driving AC frequency is
2000 Hz. In order to reach a frequency range foickvhthe flow is receptive, the input signal is
modulated by burst with variable duty-cycle. Thevleoltage electrical signal is produced by a
generator card (PXI-5402), this low voltage beimgphlfied with a scale factor of 3/3000 V (Trek
30/40) before supplying the top electrode. The ipatars space of the optimization problem concern
the voltage amplitude, the burst frequency anddimy-cycle of the electrical signal producing the
surface discharge (Figure 3). In these conditians well known that the mean amplitude of the
produced flow increase with the voltage amplitudere, at the best the maximum velocity produced
by the discharge does not exceed 4 m/s (velocity kdsp/Us=0.26). The motivation for changing
the burst frequency is that the mean flow and thitex organization are very sensitive to periodic
excitations at frequency matching with the pref@meode of the shear layer or its subharmonics [35-
36]. The last design variable is the duty-cyclegiHduty-cycle value means that the produced flow
approaches steady flow conditions (i.e., small tflaton amplitude) while low duty-cycle will
emphasize the amplitude of the fluctuations buhig case the mean produced flow velocity is small.
Then, for flow control perspectives, a balance tealse found for producing a ‘high’ mean flow and
one having ‘high’ fluctuation amplitude. All of the three parameters have strong influence on the
performance of the control, this motivating for iopzation studies using advanced, but model free,
algorithms such as evolutionary algorithms.
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Figure 3 : Applied waveform and identification of the three design variables of the optimization problem.

The bottom part of the step model is equipped BRhunsteady wall pressure sensors in its
central plane (Figure 4a). These sensors are basepiezoelectric technology and they have a
bandwidth of 2 kHz for a maximum pressure of 250 Hae output voltage signals of the pressure
sensors are recorded by PXI hardware (2.16 GHz aral with 32 channels acquisition card (PXI-
6259). A LabVIEW code couples the acquisition aigthal generator cards. The measures consist in
recording the pressure fluctuation amplitudes ahesensor location and in computing the wall
pressure fluctuation coefficients$CThen, the mean reattachment point is estimatetidyposition of
the pressure fluctuation peak along the stream direetion on the wall as indicated in literatugT.

The wall pressure fluctuation coefficients are categ in coefficient form as it follows:

\/1 (2)
_ TPy = Po) + (P, = Po) + -+ (B, — Po)]

Cp,
F 0.5pU2

where B and U refers to the reference value of the static presand streamwise freestream
velocity, respectively. The number of data sampieequal to 5000 at recording rate of 1000 Hz.

An illustration of the G distribution along the bottom wall is proposedrigure 4b. The wall
pressure fluctuation coefficient increases fromgbparation up to the reattachment where it reaches
its maximal value. The control using a linear scefplasma systematically increases the amplitude of
the pressure fluctuations at the wall and it redube reattachment location. Depending on the egpli
burst frequency, different amplitude in the wakgsure fluctuation coefficients can be observed. Th
reattachment is determined by the position of tfesgure fluctuation peak. Here, a LabVIEW code is
designed to autonomously determine this locatiloa dbjective function of the optimization problem.
The error in the X evaluation can be due by the pressure sensott loodin part comes from the
spatial resolution of the wall sensors. In the enédnvestigation, the maximum error og & £0.15h.

A custom made LabVIEW code manages the acquigitidhe pressure sensors, the estimation of
the objective functions, the electric command @& dctuator and it makes the interface between the
wind-tunnel and the optimizer. The interface betwé®e optimizer and the wind-tunnel is done via
DOS command under LabVIEW and the input/outputracttons are managed through ASCII files
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Figure 4 : View of the pressure taps along the bottom wall (a) and illustration of the pressure fluctuation coefficients in
the streamwise direction for natural and controlled flows (b). The black arrows correspond to the estimated
reattachment locations.

In a final experimental campaign, time-resolvedipkr image velocimetry is performed for the
optimal control parameters. The flow downstreamtted BFS is measured by a fast PIV system
composed by a high-speed camera (Photron, APX-&Single head Nd:YLF high-speed laser with
dual oscillator (Quantronix, Darwin-Duo), a triggey unit (EG, R&D Vision) and a PC running
Davis V8.2 software (Lavision). The laser (lasezethof 1 mm) is placed above the BFS at mid-span
of the model to avoid lateral regions possibly etiée by the boundary layer developing on the side
wall of the tunnel. The camera is operated at Z00drames per second at 1024x1024 pixels2. The
flow is seeded with atomized oil (Ondina 15, She#yulting in 0.5um trackers. Double-frame
acquisitions are performed with frames separatedabyme delay of 90us. The two velocity
components are computed using a cross-correlatgmritam with adaptive multipass, interrogation
windows of 64 x 64 to 16 x 16 pixels and an ovedapto 50%. This results in a spatial resolutibn o
4.5 x 4.5 mmz for the vector fields. The maximurediag particle displacement is approximately 8
pixels with a sub-pixel error of +0.1 pixel, thaireesponds to a minimal accuracy of +0.2 m/s. Flow
sequences of 7.5 seconds are recorded. Acquisitzots 10 seconds after the plasma has been turned
on, thus the transient regime is discarded fromathaysis. The acquisition time is sufficiently ¢pn
then all the time-averaged quantities (first andose order) have converged to their steady state
values (variations lower than 5%).

I11. The MOGA evolutionary optimizer
Optimization methods define a set of tools and nigples that help engineers to solve complex
problems optimizing an objective function while filihg a set of constraints [38]. This type of
problem consists in maximizing or minimizing an etijve function f depending on,Nlesign
variables varying over a bounded search spaceeTdrer different types of numerical algorithms for
the solution of such optimization problem. Among thptimization methods available, the present
investigation focuses on genetic algorithm approacistochastic method having demonstrated its
robustness in complex problems where the objedtimetion f is totally unknown. The solution is a
unique or a set of individuals that have been sedeby combination of selections, crossovers and
mutations.
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Standard procedure starts with a randomly generatmoulation (also called generation),
including a predefined number of individuals. Eautlividual (made of three design variables, namely
the voltage amplitude, burst frequency and dutyeyis evaluated by applying the corresponding
signal command to the plasma discharge (see FR)ufEhe objective is to minimize the functior,X
this function being evaluated by the wall presstoefficients. The evaluation of one individual &ast
15 seconds, this time including 5 seconds for a@igea stable control, 5 seconds of data samplfng o
the wall pressure fluctuations and 5 seconds tthketflow fully relax. The code computes the wall
pressure fluctuation coefficients and it determitiesfitness function Xof the evaluated individual
during the flow relaxation. The same proceduremaduced for all individuals of one generation. At
the end of the evaluation of a population, indialtuare selected, crossed-over or mutated to genera
new offspring to be tested. The iterative processt when the stopping criterion is reached (illdo
be accuracy, time, number of iterations, etc...). Btmpping criterion applied in this research is
maximal time duration of one hour, this correspagdio a total of 12 generations. The basic
operators, which manage the genetic algorithmttereselection, the crossover and the mutation. The
selection operator takes care of selecting the fger$drming individuals of each population to erabl
other operators to produce new offspring. It isri@st basic operator and usually the first oneeto b
applied. The most usual selection techniques arette wheel, ranking selection, and elitism, among
others. Here a ranking selection is applied. Cnses taking two selected individuals and it
combines them to create a new offspring. Sevechhigues can be used to determine the point where
the genetic information is split to add the genaiformation from the second individual. The most
standard techniques for crossover include one-pmiogsover (as in the present work), two-point
crossover, where one or two splitting points ardéindd to combine the information from the
individuals, uniform crossover, where a random ciration of bits is used or arithmetic crossover,
where an arithmetic operation defines the combinastrategy. Finally, the mutation operator creates
new offspring modifying the information containeddne selected individual. Bit Inversion and order
changing are usual mutation techniques for binagoding, while the addition of small quantities is
typical of real-value encoding as used in the pres®rk.

The selected optimizer used in this work is the tMDbjective Genetic Algorithm (MOGA)
module in Robust Multi-objective Optimization Platih (RMOP) developed at CIMNE. Details of
RMOP can be found in references [39, 40, 41, 4Bijs ©ptimization platform enables the analysis of
multi-objective problems using the hybridized teigues that combine Pareto-game and Nash-games.
The basic operators used are ranking selectiomn@oeent selection where the ranked, i.e. bestfitte
individuals are stored in a buffer) and single-painossover (crossover probability of 0.9). The
mutation is the one for a real-value encoding. Héne mutation probability is a function of the
number of design variables; it is defined as 1/8abse three designs variables are considered.
Nevertheless, in this work only the subset of tamsresponding to single objective optimization
problems has been used and this simplified usénefoptimization code is not using the parallel
computing capabilities useful for CFD simulations.

IV. Experimental results
The results of this investigation are divided regay the use of an autonomous parametric study or a
optimization related to the use of a GA code. Ifinal part, the flow modifications caused by the
discharge are presented when the plasma actuaiperated at its optimal electrical conditions.
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I V-1 Inverse reconstruction problems

At our best knowledge, the procedure of couplingeedmental sensors and actuators with a numerical
optimization code, as an analogic solver, has nbeen performed. So, as a preliminary stage, the
approach has been carefully validated in ordensuee that the methodology is able to solve complex
optimization problems. It has been decided to tiestcoupled experimental-numerical optimization
procedure with the following inverse problem:

Problem: A single objective problem to recover aspribed reattachment length.XThis
prescribed value is defined from the results framaEGarrido et al. [27], a study using the
same BFS configuration and actuator, but measuttreg flow response to actuation by
stereoscopic PIV. In this paper, a parametric studyhe influence of the burst frequency has
been conducted with a coarse resolution for thestigated frequency range due to the
inherent difficulties of stereo-PI1V, however a cleainimization of the recirculating zone has
been observed at a forcing frequency of 125 Hz. imemal reattachment obtained at this
frequency is 4.7h. For this inverse problem, thespribed reattachment length,Xs fixed at
4.7h in agreement with [27].

The objective is to minimize
fi(x1,x2,%3) = foi(X1, X2, X3) — fpi(X1, X2, X3), i=12 (2)

The values f;(x1,x;,x3) are the fitness functions of the inverse problehne values
fpi(x1,%2,x3) andf,;(xq,x2,x3) are the prescribed value and the evaluated valuehé objective
function X.

The definition of the vector search space is mdderee design variablex{, x5, x3):

- x4:Voltage amplitude (V)V eN,12 <V < 21
- xy: Burst Frequencyfty,, in Hz); fym € N, 10 < f,, < 300
- x3: Duty Cycle (DC, in %)DCeN,5 < DC <95

This inverse problem is solved as traditional retaction problems with the main characteristic
that the final solution is known from the literaguior given values of the tripled;, x5, x3. Thus, the
recovery of the prescribed solution validates tiperability of the optimization procedure. Each
generation is composed of ten individuals, witladom selection for the first generation.

To illustrate the GA code process and its convarggetihe evaluation of the best individual of one
generation are shown in Figure 5 for all testedegations. In Figure 6 is shown the deviation tamzer
for the ten individuals of the first generation.ig’generation is randomly selected as evidencatidoy
wide disparity in the applied voltage, frequencyd atuty-cycle values. At the best the deviation
reaches 0.4. From the fourth generation, the veltagplitude already converges to its maximal
possible value (i.e. 21 kV here). After four addlithl generations, the three design variables cgaver
to their final values. At the end of the procedubhe, GAs optimizer coupled with the plasma actusator
and the 32 unsteady sensors captures the soldtibie inverse problem. Most of the final population
presents evaluated values which compared to ttseniiped value leads to a deviation of the objective
function equal to zero. Some individuals of theafipopulation presents an objective function lower
than zero, indicating that larger recirculation uetibn is achieved in the present investigation by
comparison with results published in [27]. In fatte driven frequency used here is 2000 Hz when
only 1000 Hz was used in [27]. This larger driveegtiency should increase the mean flow produced
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by the actuator as described in the literature@le has also to remind that the error gestimation
is of about 0.15h in the present investigation.déigpg the design variables, the three parametats t
recover the optimal individual are:

- Voltage amplitude was 24 kV in [27] and the obtdinalues is 21 kV,
- Burst Frequency was 125 Hz in [27], and the obthoee is 126 Hz,
- and finally the duty-cycle was 50% in [27], whee thbtained one is 60 %.

The fast convergence of the GA code to solve theerse problem solution validates the
experimental-numerical methodology.

0,5

0,4
0,3
0,2
0,1
0,0

BE

-0,2

prescribed evaluated
XR 'XR

T T T T T T T T T T T T
0 10 20 30 40 50 60 70 80 90 100 110 120 130
Individual

Figure 5 : Convergence history for the inverse problem minimizing the reattachment length.

e @10 8 et 8
14 ®7 05 14 14 14
1.2 @6 L X 12 12 12
1,0 73 L 1,0 s 1,0 1,0
08 L 08 sms L 08 08
06 o2 06 20 0,6 L 23 0,6
0,4 @ 04 os 04 @505 04
®: @9 @z .
02 02 0.2 e 0.2 ®s 00
0,0 0,0 0,0 0,0 L &3
02 02 02 02 @3
1 12 13 14 15 16 17 18 19 20 21 22 1 12 13 14 15 16 17 18 19 20 21 22 11 12 13 14 15 16 17 18 19 20 21 22 1 12 13 14 15 16 17 18 19 20 21 22
Voltage amplitude (kV) Voltage amplitude (kV) Voltage amplitude (kV) Voltage amplitude (kV)
16 16 16 16
8 w10
£ 14 o7 oz 14 14 14
5 12 e5 @6 12 1.2 1.2
® 10 LE 1,0 10 1,0
o 3 4
X 08 ) 08 P P ® ®9 08 08
s’ o0 o2 06 ®10 @3 06 o1 06
2 04 o1 04 .01 5 @2 04 @5 04
s oas
H oy o2 b o010 By @se10
° 4y 00 0,0 0,0 00 (¥
X 02 02 02 .02 03
50 100 150 200 250 300 50 100 150 200 250 300 50 100 150 200 250 300 50 100 150 200 250 300
Burst frequency (Hz) Burst frequency (Hz) Burst frequency (Hz) Burst frequency (Hz)
16 16 16 16
@10 @9
1,4 o7 1,4 1,4 1,4
12 o5 @6 12 12 12
1,0 [ 7] — 1,0 . 1,0 1,0
08 08 097 05 038 08
06 o2 06 01008 06 o1 06
04 o1 04 :! 04 093 04
1
02 02 0.2 :'. 10 02 B«
00 00 0,0 0,0 Y
02 02 02 .02 a1
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
Duty-cycle (%) Duty-cycle (%) Duty-cycle (%) Duty-cycle (%)

Figure 6 : Evaluation of the individuals of a generation for the initial random generation of the inverse problem,
generation #4, generation #8 and the final generation #12.

I V-2 Optimization with the MOGA optimizer

The primary objective of this paper is to test Ggproach in order to minimize the recirculation
downstream of a BFS. The objective function is ttlenreattachment lengthsXand the optimization
problem is defined as:

Minimize
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fo(%) = min[Xg ()] 3)
whereX is the vector containing the three design varmbfethe DBD plasma actuator.

The optimization problem, equation (3), is defireda single-objective minimization problem,
with the following definition of the lower-upper binds search space of the three design parameters:

- Voltage amplitude (V, inkV)Y eN,12 <V < 20
- Burst Frequencyf,, in Hz); fym €N, 10 < f,,, < 300
- Duty-Cycle (DC, in %)DCeN,5 < DC <95

To illustrate the GA code process and its convergetthe evaluation of the individuals of
different generations are shown fkigure 7, 8 and 9. In these figures is shown the evolutibn
objective function X when the design variables are simultaneously aopdida Since the first
generation is randomly defined, the design vargbt@er the whole search space. However, the GA
approach finds the optimal voltage amplitude inyornl few generationsFigure 7). The mean
reattachment position varies from 6.2h down to H.5bhe fast convergence rate is caused by the
plasma actuator itself. Indeed, the increase innnfkeav velocity produced by the actuator with the
voltage amplitude can be fitted by a second ordémpmial. Increasing the voltage amplitude has a
strong influence on the reduction of the recirdalatzone. But too high amplitude promotes a
filamentary discharge, a plasma regime less effectd produce EHD effects. This explains the
convergence to an optimized value of 20 kV. Thdwgian of the code optimizing the burst frequency
is shown in Figure 8. The convergence rate is lofgerthis variable indeed the mutation of the
individuals slows the convergence rate but it &saores that the best solution is found, this g
the necessary robustness to the optimisation #hgasi The first three generation converges to wlue
about 175 Hz. In the fourth generation, one of ithdividual (#4) mutated and it finds a better
minimization of X;. Then, the variable ,xof the individual converges to a new optimum. The
evolution of the duty-cycle is shown in Figure 9 for the burst frequency, the GA code needs
several generations to converge to a duty-cychdst 40 and 70%.
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Figure 7 : Evolution of the objective function X for the first nine generations when the voltage amplitude (design
parameter x,) is varied (numbers relate to the identification number of the individuals).
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Figure 8 : Evolution of the objective function X for the first nine generations when the burst frequency (design
parameter x,) is varied (numbers relate to the identification number of the individuals).
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Figure 9 : Evolution of the objective function X for the first nine generations when the duty-cycle (design parameter x;)
is varied (numbers relate to the identification number of the individuals).

The results for the final generation as well asdbevergence of the individuals are plotted in
Figure 10. The individuals of this generation cep@nd to the optimized solutions. For the worst
individuals, a mean reattachment at 6.5h has bessuned. However, the GA code coupled with the
plasma discharge reduces the recirculation by 3@&6reattachment point moving up to 4.55h. This
significant reduction in the mean flow reattachmentobserved for the following three design
variables:

» Voltage amplitude of 20 kV
» Burst Frequency of about 1255 Hz
* Duty-cycle of about 50-80%

The gain in X% is precisely the one already obtained in [26] BV][ However, here the
optimization is performed in only one hour when Rihéasurements as done in [27] take several
months for processing the data. The convergendecpldirms that the GA code quickly evolves to
the optimized solution for this simple flow contagplication.

The optimization by GA code conduces to a forciramlargely documented in the literature for
other types of flow control devices than the swfptasma discharge used in this investigation. The
physical best forcing frequency expressed in ndamadlform leads to a Strouhal numbef=8t24.

For instance, Chun and Sung identified the optilmedl forcing by loud speaker at,S0.27 in [43]
(Rey=1470). Periodic excitation at this frequency cspiands to the step mode of instability of the
separated shear layer as it is detailed in [1dedul, at the initial stage of its development,shear
layer is composed of vortices separated by a sterelength. The shear layer develops and grows by
vortex pairing up to a certain spatial locatiohistlocation, the vortex amalgamation ends leatting
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final shedding frequency (as the preferred modetiflow) that have been called step mode in [17].
The natural instability frequency of the reattachishear layer also scales with the momentum
thicknesd. The Strouhal numbersySbr the best candidate obtained from the GA oémnis 0.013.
The case of forcing at St0.013 is well known to be related to the shegerdanode of instability
[17]. Here, the GA code reveals that the most &ffedorcing condition to minimize the recirculatio
corresponds to applying low amplitude perturbatiahghe fundamental frequency. However, it is
widely admitted that the coherent flow structuréa mixing layer or a turbulent separated sheagrlay
can be manipulated with periodic excitations ttat promote vortex pairing by sub-harmonic forcing
[44, 45]. Here, the GA optimizer does not reveft@fve control scenario by applying perturbations
near a sub-harmonic of the most-amplified frequertlog best forcing conditions being related to
direct interactions with the shear layer mode. &pfthaving not identified a new control scenaite,
present validation of the code suggests that it marapplied to various flow configurations; this
avoiding exhaustive and long parametric study wimemlti-parameters have to be optimized.
Furthermore, it is expected that new control sdenaray emerge from the use of multi-input and
multi-objective genetic algorithm approaches in ptar experiments with multiple independent
actuators. For instance, by using an appropriatedtisignal composed of fundamental and harmonics
tuned in amplitude and phase, the contributionastex splitting, merging and collective aspectsof
controlled separated shear flow can be experimgrgptimized as it was numerically investigated in
[46].
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Figure 10 : Convergence of the GA optimizer (top) and fitness function of the final generation (#12) according to the
voltage amplitude, the burst frequency and the duty-cycle.
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| V-3 Time-resolved measurement of the turbulent flow field downstream of the BFS

The GA code has found the best forcing condititvas iminimize the reattachment position. In a
second step, a PIV experimental campaign has beeducted. The objective focused on the
characterization of the natural BFS mean flow do@ fwhen the best forcing condition identified
from the GA optimizer are applied. A same fast Bixsétem is used for measuring the mean and
dynamic characteristics of the flows.

IV-3-1 Mean flow quantities

The mean velocity field normalized by the freestmegelocity U, is plotted in Figure 11 for the natural
flow case as well as the best forcing as definemnfthe GA code. The iso-contours or the
representation by streamlines confirm that the aiio leads to a reduction of the recirculating
bubbles. From these data, the location of theaelathent point is determined as the point where the
velocity U is equal to zero at a distance of 0.0%im the bottom wall (see Figure 12). The natural
flow reattaches at 5.8h downstream of the step.wWdlis value corroborates with the reattachment
location extracted from the wall pressure fluctoiasi distribution. When the plasma discharge is
operated at 20 kV, 125 Hz and 60% of duty-cyclg~(5013), the mean flow reattaches at 4.6h. The
flow measurements confirm the 20% reduction inrdatachment location due to the DBD actuator.

y/h

y/h

Figure 11: Mean velocity field U normalized by U, (left plot), and the streamlines of the flow for the two optimal sets of
design variables (right plot). The baseline flow is presented in (a), and plasma actuation at St,=0.23, Stg=0.013 in (b).
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Figure 12 : Velocity extraction at y/h=-0.95 for determination of the mean reattachment location
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The influence of a periodic forcing atySt0.013 is further demonstrated by inspecting the
evolution of the vorticity thickness with downstredocation x/h (Figure 13). For the natural and
controlled flows, the vorticity thickness lineardyows with the downstream distance in the earlier
instants of the turbulent shear layer developmeond | in Figure 13). This figure demonstrates that
the actuation has almost no influence on the slagar development up to x=2.5h-3h. The growing
mechanism in the first instants is not clear a$ #tage, but it appears that the actuation does not
modify the growth rate of the separated shear flbae main difference for position x>3h is that the
linear region stops at x=3.5h for the natural flamd it is followed by a region where the thicknefs
the shear layer stabilizes (zone Il in Figure 1T&)s constant vorticity thickness should resuttfr
the completion of the merging process or because/dhtices stop their development in size for any
reason [44]. Beyond the reattachment point (ermboe 1), the vorticity thickness increases agaia d
to the lateral displacement of the reattachingamdizone IIl). With the plasma discharge, the shear
layer stops its primary development at a shortehstnce (x=3h) compared to the natural flow, but
the vorticity thickness still increases up to x3(8one 1l). It is easily seen that the vorticityckness
increases at a slower rate than that in zonechritbe assumed that zone Il corresponds to a cliange
the growing mechanism of the fully developed shager compared to zone I. The amalgamation of
adjacent vortices contributes to a larger spreadinipe shear layer but the pairing of vorticalvflo
structures is not the only mechanism to promote divergence of a turbulent shear layer. For
instance, a smaller spreading rate has been olosarthe process of vortex splitting than in vortex
merging [47]. Furthermore, the shear layer gronéag be caused by the growth of eddies by fluid
entrainment and not to the pairing mechanism ag/isho Brown and Roshko [48]. Unfortunately, an
analysis based only on mean flow quantities canmaal the real dynamic corresponding to the flow
in zone II.
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Figure 13 : Evolution of the vorticity thickness with the downstream distance from the step

IV-3-2 Dynamics of the turbulent flow field

To visualize the temporal evolution of the sepatataecar layer, the fluctuating velocity v’ is extied
from the PIV fields at y/h=0 (Figure 14). In suchepresentation, a vortical flow structure presents
signature composed of an alternation of positive egative v’ velocity components. In all the plots
the convection of the vortical flow structures isatly visible. The convection velocity,.Us 0.554

for the natural flow and it slightly reduced to Ogwvhen the plasma discharge is applied. The plasma
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discharge reinforces the amplitude of the veloftitgtuations. Indeed, the main result from thisufig

is the strong regularization of the vortical flotgtures of the shear layer for a periodic forcimghe
shear layer mode St0.013. By forcing the inlet flow conditions wimall amplitude perturbations
at St =0.013, the flow quickly organizes in a periodiammer (from x/h=1) and it exhibits a strong
periodization between x/h=2 and x/h=4. From Figide it seems that the frequency of the vortical
signature reduces past the x/h=4 position. The fliywwamic imposed by the forcing conditions is
further evidenced by the extraction line along tlhuetuating velocity time history as proposed in
Figure 15 for different streamwise positions. Fbe tcontrolled case, the flow presents periodic
oscillations at a frequency of about 125 Hz in fiin&t instants of the shear layer development,(i.e.
x=2h). As compared with the natural flow, the pditonature of the turbulent flow is more
pronounced with the plasma discharge, but the abflow also exhibits some regular flow pattern.
However, at x=2h the frequency of the periodicctrtation of the separated shear layer is reduged b
the surface plasma discharge compared to the hdtova The frequency of the natural flow is
approximately twice the one for the controlled flavthis location. For measurements locations at
x=3h, 4h and 5h, the surface plasma discharge ietptse dynamic of the entire shear layer with
periodic oscillations having a frequency equalth®forcing frequency regardless of the investidate
position. The natural flow presents a more comgekavior than for forcing at St0.013, the
extraction lines confirm the presence of oscillasian the flow, but a constant wavelength cannot be
easily defined. The present results indicate that linear plasma discharge imposes the periodic
oscillations and vortex shedding in the separdbteduslayer by forcing the shear layer mode.
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Figure 14 : Time evolution of the fluctuating velocity v’ (at y/h=0) for the natural flow and periodic forcing at Sty =0.013.
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Figure 15 : Time evolution of the fluctuating velocity v’ (at y/h=0) at x/h=2, 3, 4 and 5 for the natural flow and periodic
forcing at Sty =0.013.

An analysis over a short time sequence of a tunbdlew as done in Figure 15 is of interest, but
some statistical information related to the voltitav dynamic can also be determined by inspecting
the complete recorded flow sequence. For a morkagloharacterization of the flow dynamic, the
power density spectra of the fluctuating componerat three locations along the shear layer mean
centerline are shown in Figure 16. Unfortunatelye tb a limited recording time with the PIV, thevlo
frequency fluctuations are not well resolved anldssguently the flapping motion of the separated
shear layer cannot be investigated. At the begghthe shear layer development (x/h=2), the
turbulent energy of the baseline flow is small amldiscrete frequency dominates. The periodic
behavior of the shear layer is not installed & th¢ation. Beyond this position, the turbulentrggéas
increased, but the frequency content of the turtilew is spread over a wide frequency band with
maximal amplitude of the PSD observed at low freqye(7 Hz, presumably the physical frequency
related to the flapping of the shear layer). A $raaiplitude bump can also be observed at about 72
Hz and its first sub-harmonics, the signature ofquoiic events at these frequencies. The development
of the shear layer under the influence of the ptadimcharge gets new insight from the power density
spectra analysis. The influence of the actuatoclésrly evidenced by the high amplitude peak
observed at the forcing frequency (125 Hz=81013). In the earlier stage of the vortex street
formation (x/h<2), this frequency signature corgs to the periodic oscillations of the sheared
region. Later, the discrete vortices are formee (Sgure 14), the influence of the forcing frequeisc
damped while the vortex pairing process becometsfiignt as indicated by the increase in turbulent
energy at the two first sub-harmonicsy(&tand Si4 at x/h=4, see Figure 16). The emergence and
amplification of coherent flow structures is resgibie for the vorticity thickness increases in zdine
(Figure 13). At x/h=6 and beyond this location, flesv is already reattached, but flow structures ar
still visible past the reattachment location. Ie ghresent investigation, the frequency signature at
St,=0.013 and its two first sub-harmonics emerge ftbenbackground turbulence, all of them having
a similar amplitude. The presence of several gdissrete frequencies after the reattachment point
confirms that vortical flow structures persist begldhe reattachment point as discussed in [49].
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Figure 16: Power density spectra of the fluctuating velocity component v’ for the natural flow and plasma actuator
imposing perturbations at Stg=0.013.

The changes in the flow dynamics caused by theasartlischarge have been discussed in the
previous paragraphs of this paper for mean and-teéselved quantities. In order to add more insight
in this study, this final discussion interests lie instantaneous and time-resolved velocity fiétls
natural and flow control conditions identified dyet GA approach. It was observed from Figure 13
that the natural flow presents a linear increagd@forticity thickness up to a certain positiomibe it
is maintained constant further downstream. Moreothe frequency signature is dominated by low
frequency content (the flapping of the separateghshayer [22, 23, 24]) as inferred from Figure 16.
An illustration of the evolution of the flow fieldt different successive instants is given in Figlife
(natural flow). In this figure, as well as in thalbéwing ones, the vortical flow structures embetiite
the turbulence of the separated flow are identifigdisingl’, criterion as it is defined by Graftieaux et
al. [50]. The sequence proposed in Figure 17 et partially the complex dynamic observed for
the natural flow. It shows that pairing of vorti¢kdw structures occurs at different locations ajdine
shear layer development. A preferential locatiantfie pairing is observed at x/h=3. At this locafio
and for the presented time-series, the completégamation of two successive flow structures takes 8
ms and the resulting structure presents a quiig flesident time. The second region of pairing c&cur
1h downstream of the first one. This region is eltissthe mean reattachment point and then it ieund
the influence of the backflow resulting from thepimging of the shear layer on the bottom wall.
Vector fields with a finer temporal resolution thiaigure 17 are proposed in Figure 18. This sequence
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shows how two vortices (vortices 3 and 4) can pilpcation x/h=4. After 1.5 ms, the two structures
have merged together to form a discrete coherdatimg region (vortex 3+4). The paring process
locally modify the shear rate of parallel streammenpoting the formation of a region of mutual
interactions between vortical flow structure at=8hand the novel structure caused by the pairieg (s
time t+2 ms in Figure 18). A new vortical flow structieserges from the mutual interaction between
the structures at x/h=3 and 4 (vortex 5). A partthe# turbulent energy contained in the structure
located at x/h=3 is transferred to the newly fornsédicture. Here, the pairing of the vortical flow
structures is accompanied by a splitting mechaniBhe cancellation of the growing rate of the
vorticity thickness observed at x/h=3.5 may refain the presence of splitting that contributesto
reduced development of the separated shear layer.

I [ [
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Figure 17 : lllustration of the vortical flow dynamic of the natural flow and pairing process along the separated shear
layer.
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Figure 18 : lllustration of the pairing and splitting of vortical flow structures along the natural separated shear layer.

The time evolution of the flow perturbed by perddrcing is shown in Figure 19. As already
demonstrated all along this paper, the periodicifgrimposed by the plasma discharge reinforces and
promotes a higher regularization of the unsteadsgradteristics of the separated flow. Pairing
mechanism is observed and it occurs at a singléenergial location (at x44). Two successive
vortices (vortices 1 and 2) can merge as it isiilated by the proposed flow sequence. This pairing
results in a single large-scale vortical flow stane (vortex 1+2) that fills the space from thetbot
wall up to the upper region of the separated slag@r. The fluid entrains in this large scale cenér
structure is high and it results in a transientteehment point observed just downstream of the
structure. The present investigation illustratesv hihe amalgamation of adjacent vortices can
contribute to a larger spreading of the shear I&ysin [20]) and to a shortened recirculating @agi
Moreover, due to the size of the newly formed flstnucture and the presence of a convective flow,
the resident time in the recirculating region idueed and these large-scale coherent flow strigture
are periodically convected outside the reattackgtn. The formation by pairing of these large scal
structures and their shedding downstream of thétadament point contribute to the periodic
shrinkage of the recirculating region, this beirggponsible for the large reduction in the mean
reattachment location.
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Figure 19 : lllustration of the vortical flow dynamic of the separated shear layer when forced by periodic perturbations
produced by a surface plasma discharge.

IV Concluding remarks
The present experimental study interests in opimgithe influence of a linear plasma actuator @n th
vortex development of a separated shear layer fibrime¢he wake of a backward-facing step. Wall
pressure and time-resolved measurements are cewddtacidetect the mean flow characteristics and
analyze the influence of the discharge on the fligwamics. The primary objective was to implement
experimentally a genetic algorithm approach formjating the control effectiveness.

After a preliminary demonstration of the capabilitithe GA code for solving inverse problem,
this code also success in finding the optimal ekt signal for optimizing the mean reattachment
location. The solution identified by the GA coderesponds to periodic perturbations at frequency
matching with the natural shear layer mode<&013). At such forcing condition, the mean flow
recirculation can be reduced by 20%. The periodicifg caused by the plasma discharge reinforces
the flow structures, it regularizes the periodiaretter of the separated shear flow and it prommtes
more energetic pairing mechanism. In particulangtresolved measurements revealed how the mean
flow reattachment is achieved by promoting largglescoherent flow structures formed by pairing.

In the present investigation, the use of a GA cddes not conduce to innovative control
scenario. Indeed, the well-known excitation by shager mode forcing is the best one identified by
the code as one could expect based on a briefysofvile literature. However, the present research
confirms for the first time that GA approaches ba&neasily implemented in experiments. Moreover,
optimal control law that considers local flow catimtis can also be defined by small modification of
the original code. Finally, autonomous seekingpifroal control conditions including multi-input and
multi-objective capabilities would be of great irtst for the flow control community. Indeed, in
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complex control scenario, for instance when severduators are considered individually, such
algorithms may highlight unseen influence on tlaflreveal new control mechanisms.

Acknowledgment

This work was supported by thd Framework program FP7/2010-2013, MARS (grant agese

n°266326).
References

1- L.N. Cattafesta, and M. Sheplak ‘Actuators for Aetivlow Control,’Annual Review of Fluid Mechanicgol 43,
2011.

2- E. Moreau, ‘Airflow control by non-thermal plasmet@ators”,J. Phys.D: Appl. PhysVol. 40, 2007

3- T.C. Corke, C.L. Enloe, and S.P. Wilkinson, ‘DielectBarrier Discharge Plasma Actuators for Flow Coritrol
Annual Review of Fluid Mechanicgol. 42, 2010.

4- Wang, J.-J., Choi, K.-S., Feng, L.-H. and Jukes,.,T2013. Recent developments in DBD plasma flow @bntr
Progress in Aerospace Sciences. 62, 52-78

5- N. Benard and E. Moreau, ‘Electrical and mechan@telracteristics of surface AC dielectric barriercHarge
plasma actuators applied to airflow control,” Expemts in Fluids, Vol. 55, 2014

6- R. Dawson, and J. Little, 'Characterization of nanosd pulse driven DBD plasma actuators for aerodymam
flow control'Journal of Applied Physic§/ol. 113, 2013

7- N. Benard, Z. Zouzou, A. Claverie, J. Sotton, andMBreau, 'Optical visualization and electrical dwerization
of fast-rising pulsed DBD for airflow control appditons',Journal of Applied Physi¢¥/ol. 111, 2012.

8- T. Michelis, G. Correale, I.B. Popov, M. Kotsonis, Ragni, S.J. Hulshoff, and L.M. Veldhuis, ‘Disturlcan
introduced into a laminar boundary layer by a nd-glasma actuator,” AIAA paper 2013-0752

9- Z. Zijie, L. Jiun-Ming, Z. Jianguo, Y.D. Cui, K. Bo@heong, ‘Study of shock and induced flow dynaniigs
pulsed nanosecond DBD plasma actuators,’” AIAA p20ér-0402.

10- M.L. Post and T.C. Corke, ‘Separation Control on Higigle of Attack Airfoil Using Plasma ActuatorsAlAA
Journal Vol. 42, 2004.

11- D. Greenblatt, B. Goksel, I. Rechenberg, C. Y. SchDleRomann, and C. O. Paschereit. "Dielectric Barrier
Discharge Flow Control at Very Low Flight Reynoldsrhers",AIAA Journa) Vol. 46, 2008.

12- N. Benard, J. Jolibois, E. Moreau ‘Lift and dragfpenances of an axisymmetric airfoil controlled plasma
actuator'Journal of Electrostatigsvol. 67, 2009

13- J. Little, and S. Samimy, “High-Lift Airfoil Sepaian Control with Dielectric Barrier Discharge Plasm
Actuation”, AIAA Journa] Vol. 48, 2010.

14- D.V. Roupassov, A.A. Nikipelov, M.M. Nudnova, andYA.Starikovskii, 'Flow separation control by plasma
actuator with nanosecond pulsed-periodic discha#d®&A Journal,Vol. 47, 2009

15- J. Little, K. Takashima, M. Nishihara, . Adamovjciind M. Samimy, 'High lift airfoil leading edgepseation
control with nanosecond pulse driven DBD plasmaatons' AIAA paper 2010-4256

16- 1.B. Popov, A. Nikipelov, S. Pancheshnyi, G. Corred#el. Hulshoff, L.L.M. Veldhuis, S.Zaidi, and A.Yu
Starikovski, ‘Experimental Study and Numerical Siation of Flow Separation Control with Pulsed Narvosel
Discharge Actuator,” AIAA paper 2013-0572

17- M.A.Z. Hasan, ‘The flow over a backward-facing stepler controlled perturbation: laminar separatidournal
of Fluid Mechanics\ol. 238, 1992.

18- N.J. Cherry, R. Hillier, and P. Latour, ‘Unsteady si@@ments in a separated and reattaching fldovirnal Fluid
Mechanics,Vol. 44, 1984.

19- L.M. Hudy, A.M. Naguib, and W.M. Humphreys, ‘Waltgssure-array measurements beneath a
separating/reattaching flow regiofPhysics of Fluidsyol. 15, 2003.

20- D. Oster, and I. Wygnanski, ‘The forced mixing lapetween parallel streams]. Fluid MechanicsVol. 123, pp:
91-130, 1982.

21- C.D. Winant, and F.K. Browand, ‘Vortex pairing: thechanism of turbulent layer growth at moderate Rilmo
number,’J. Fluid MechanicsVol. 63, pp: 237-255, 1974.

22- D.M. Driver, H.L. Seegmiller and J.G. Marvin, ‘Tinteependent behavior of reattaching shear lay&iAA
JournalVol. 25, 1987

23- I. Lee and H.J. Sung, ‘Characteristics of wall puesgluctuations in separated and reattaching odraeturbulent
separation bubbleExperiments in Fluidsyol. 30, 2001

24- M. Kya, and K. Sasaki, ‘Structure of large-scaletices and unsteady reverse flow in the reattachione of a
turbulent separation bubblepurnal of Fluid Mechanicsyol. 154, 1985.

25- J. d’Adamo, R. Sosa, and G. Artana, , ‘Active Contrbh Backward Facing Step Flow With Plasma Actuator
Journal of Fluid Engineering, Vol. 136, 2014

26- N. Benard, P. Sujar-Garrido, K.D. Bayoda, J.P. Bonaeti E. Moreau, ‘Pulsed dielectric barrier disckafor
manipulation of turbulent flow downstream a backivéacing-step,” AIAA paper 2014-1127

27- P. Sujar-Garrido, N. Benard, J.P. Bonnet, and E. BlgréDielectric barrier discharge plasma actuatocdntrol

turbulent flow downstream of a backward-facing st&xperiments in Fluidsvol. 56, 2015.

22/23
American Institute of Aeronautics and Astronautics



Downloaded by Nicolas Benard on June 29, 2015 | http://arc.aiaa.org | DOI: 10.2514/6.2015-2957

28-

29-

30-
31-

32-

33-

34-

35-

36-

37-

38-
39-

40-

41-

42-

43-

45-

46-

47-

48-

49-

50-

H. Zare-Behtash, K. Kontis, and S. roy, ‘Flow cohabsubsonic speeds using serpentine plasma acsyaiAA
paper 2014-2812

L. Huang, G. Huang, R. LeBeau and T. Hauser, ‘Opttion of airfoil flow control using a genetic alggim with
diversity control,’J. Aircraft, Vol. 44, 2007

A. Hilgers, and B.J. Boersma, ‘Optimization of turkni jet mixing,’Fluid Dynamics Resear¢ol. 29, 2001

T.K. Sengupta, K. Deb, and S.B. Tala, ‘Control ofaflasing genetic algorithm for a circular cylindereeuting
rotary oscillation,'Computers and Fluids/ol. 36, 2007

T. Watanabe, T. Tatsukawa, A.L. Jaimes, H. AonoNdnomura, A. Oyama, and K. Fujii, ‘Many-objective
evolutionary computation for optimization of sepgathflow control using a DBD plasma actuator,” Exmoary
Computation (CEC) IEEE, 2849 — 2854, 2014

N Gautier, T Duriez, JL Aider, B Noack, M Segond, Abel, ‘Closed-loop separation control using machine
learning,’Journal of Fluid Mechanigsvol. 770, 2015

T. Duriez, V. Parezanovic, J.C. Laurentie, C. Fourtmd. Delville, J.P. Bonnet, L. Cordier, B.R. Noaek,al.
‘Closed-loop control of experimental shear flowsgsimachine learning,” AIAA paper 2014

N.N. Mansour, F. Hussain, and J. Buell, ‘Subharmamisonance in a plane mixing layer’, 1988 Summer
Workshop Report of CTR, Stanford U., pp. 3-18, 1988.

U.K. Kaul, ‘First principles based PID control ofximg layer: Role of inflow perturbation spectrurXlAA paper
2014-2222

S. Chun, Y.Z. Liu and H.J. Sung, ‘Wall pressuretilations of a turbulent separated and reattaclinvg dffected

by an unsteady wakeExperiments in Fluidsvol. 37, 2004

S. Bandyopadhyay and S. Saha, ‘Unsupervised dlzsih,’ Springer-Verlag, 2013.

D.S. Lee, L.F. Gonzalez, J. Periaux, and G. BugBaaible Shock Control Bump Design Optimisation Using
Hybridised Evolutionary AlgorithmsSpecial Issue Journal of Aerospace Engineerifg. 225, 2011.

D.S. Lee, C. Morillo, G. Bugeda, S. Oller, and E. ndultilayered Composite Structure Design Optirtiisa
using Distributed/Parallel Multi-Objective Evolutiary Algorithms Journal of Composite Structure2011.

D.S. Lee, J. Periaux, E. Onate, L.F. Gonzalez, Aded Computational Intelligence System for Inverse
Aeronautical Design Optimisation, International Goehce on Advanced Software Engineering (ICASE-11),
Proceedings of the 9th IEEE International SymposamParallel and Distributed Processing with Apgiicns
Workshops, ISPAW, 2011.

D. S. Lee, J. Periaux, and L. F. Gonzalez, UAS Misdath Planning System (MPPS) Using Hybrid-Game
Coupled To Multi-Objective Optimisedournal of Dynamic Systems, Measurement and Com®{09-1135.

K.B. Chun, and H.J. Sung, ‘Control of turbulent sefstdlow over a backward-facing step by local fogsi
Experiments in Fluidsvol. 21, pp: 417-426, 1996.

C.M. Ho, and L.S. Huang, ‘Subharmonics and vortexging in mixing layers’Journal of Fluid Mechanigsvol.
119, 1982

I. Wygnanski, and |. Weisbrot, ‘On the pairing pges in an excited plane turbulent mixing layer, Turbulence
Management and Relaminarisation ed. Liepmann andsNaha, Springer book, 1988

U.K. Kaul, ‘First principle based PID control of ximg layer: Role of inflow perturbation spectrum,[A® paper
2014-2222.

H.Q. Zhang, and W. Shu, ‘Numerical simulations oftex merging and vortex splitting in mixing layegcience

in China Vol. 33, 1990

G.L. Brown, and A. Roshko, ‘On density effects andjdastructure in turbulent mixing layergournal of Fluid
MechanicsVol. 64, 1974.

T.R. Troutt, B. Scheelke and T.R. Norman,'Organizedcstires in a reattaching separated flow field,Fliid
Mechanics, Vol. 143, pp: 413-427, 1984

L. Graftieaux, M. Michard, and N. Grosjean, ‘CombigiPIV, POD and vortex identification algorithmg fhe
study of unsteady turbulent swirling flows/leasurements Sciences and Technqlvgy. 12, 1422, 2001

23/23
American Institute of Aeronautics and Astronautics



