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I. INTRODUCTION

It is well known that many physical problems as
for example electrical networks, multibody systems,
chemical engineering, convolutional codes among
others (see [4] [15] [8] for example), the most
popular and the most frequently used mathematical
model for its description is the state space represen-
tation in the form

ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

}
(1)

where A ∈ Mn(R), B ∈ Mn×m(R), C ∈ Mp×n(R)
and D ∈Mp×m(R)

These linear systems can be described with an
input-output relation called transfer function ob-
tained by applying Laplace transformation at x = 0,
to equation 1

sX = AX + BU
Y = CX + DU

}
,

obtaining the following relation

H(s) = C(sIn − A)−1B + D, (2)
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In engineering problems, a system is sometimes
built by interconnecting some other systems, this
kind of systems are called concatenated (or com-
posite) systems.

Let ẋi = Aixi + Biui, yi = Cixi + Diui for
i = 1, 2, be two systems that can be connected in
different ways. The most common are the following:
a) Serialized one after the other, so that the input
information u2 = y1(t). Consequently

ẋ =

(
A1 0

B2C1 A2

)(
cx1

x2

)
+

(
B1

B2D1

)
u

y =
(
D2C1 C2

)(x1

x2

)
+ D2D1u.

 (3)

Another model of serial concatenation is the
systematic serial concatenation. In this case we
consider the same kind of systems than the case
of serial concatenation systems.

ẋ =

(
A1 0

B2C1 A2

)(
x1

x2

)
+

(
B1

B2D1

)
u

y =

(
C1 0

D2C1 C2

)(
x1

x2

)
+

(
D1

D2D1

)
u.

 (4)

b) The second concatenated model that we will
study is the parallel concatenation. So that the input
information is u2(t) = u1(t) = u(t) and the output
is y(t) = y1(t) + y2(t). Consequently

ẋ =

(
A1 0
0 A2

)(
x1

x2

)
+

(
B1

B2

)
u

y =
(
C1 C2

)(x1

x2

)
+ (D1 + D2)u.

 (5)

Obviously, both in the case of serial concatenation
as parallel the sizes of the systems must be adequate
to make sense the concatenation.

The transfer functions for concatenated systems
are
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i) serial concatenated case:

H(s) = H2(s) ·H1(s),

ii) systematic serial concatenated case:

H(s) =

(
H1(s)

H2(s) ·H1(s)

)
,

iii) parallel concatenated case:

H(s) = H1(s) + H2(s).

Controllability and observability are of important
and fundamental properties of control systems.

The controllability concept of a dynamical stan-
dard system is largely studied by several authors and
under many different points of view (see [2], [4],
[7], [15], [16] for example). Nevertheless, control-
lability for the output vector of a system has been
less treated (see [5], [8], [13] for example).

The functional output-controllability generally
means, that the system can steer output of dynamical
system along the arbitrary given curve over any
interval of time, independently of its state vector.
A similar but least essentially restrictive condition
is the pointwise output-controllability ([8]).

It is well known the importance of observable
systems because it is possible to use observers for
to track and reconstruct states of a model ([3]).

Roughly speaking observability means the possi-
bility of identifying the internal state of a system
from measurements of the outputs.

In this paper controllability and observability for
serial and parallel composite systems are analyzed
and a sufficient conditions are presented.

II. PRELIMINARIES

In this paper, it is considered the state space
system introduced in equation 1

ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

}
,

where x is the state vector, y is the output vector, u
is the input (or control) vector, A ∈ Mn(R) is the
state matrix, B ∈Mn×m(R) is the input matrix, C ∈
Mp×n(R) is the output matrix and D ∈Mp×m(R).

For simplicity we will write the systems by a
triple of matrices (A,B,C,D).

A. Controllability
The most frequently used fundamental definition

of controllability for linear control systems with
constant coefficients is the following.

Definition 2.1: Dynamical system 1 is said to be
controllable if for every initial condition x(0) and
every vector x1 ∈ Rn, there exist a finite time t1 and
control u(t) ∈ Rm, t ∈ [0, t1], such that x(t1) = x1.
This definition requires only that any initial state
x(0) can be steered to any final state x1 at time
t1. However, the trajectory of the dynamical system
between 0 and t1 is not specified. Furthermore, there
is no constraints posed on the control vector u(t)
and the state vector x(t).

In order to formulate easily computable algebraic
controllability criteria let us introduce the so-called
controllability matrix C, which is known as control-
lability matrix and defined as follows.

C =
(
B AB A2B . . . An−1B

)
. (6)

Theorem 2.1: Dynamical system 1 is controllable
if and only if rank C = n.

Or equivalently (test de Hautus [14]), if and only
if

rank
(
sIn − A B

)
= n, for all s ∈ C, (7)

(Observe that s ∈ C the algebraic closure of R).

B. Observability
The observability character deals with the ques-

tion of if it is possible to determine the state from
the input and output, does not knowing the initial
state.

Definition 2.2: Dynamical system 1 is said to
be observable on [0, t1] if for all inputs, u(t), and
outputs y(t), t ∈ [0, t1], the state x(0) = x0 can be
uniquely determined.
There is a duality between controllability and ob-
servability.

Definition 2.3: Given the system (A,B,C,D),
we call adjoint system to the system (At, Ct, Bt, Dt)

Theorem 2.2 (Duality): i) The system
(A,B,C,D) is controllable if and only
if (At, Ct, Bt, Dt) is observable,

ii) The system (A,B,C,D) is observable if and
only if (At, Ct, Bt, Dt) is controllable

As a consequence we can formulate an easily
computable algebraic observability criteria introduc-
ing the so-called observability matrix O, which
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is known as observability matrix and defined as
follows.

O =


C
CA
CA2

...
CAn−1

 (8)

Theorem 2.3: Dynamical system 1 is observable
if and only if rankO = n.
or equivalently (test de Hautus [14]), if and only if

rank
(
sI − A

C

)
= n, for all ∈ C, (9)

C. Functional output-controllability

The functional output-controllability generally
means, that the system can steer output of dynamical
system independently of its state vector. Concretely

Definition 2.4: A system is functional output-
controllable if and only if its output can be steered
along the arbitrary given curve over any interval of
time. It means that if it is given any output yd(t),
t ≥ 0, there exists t1 and a control ut, t ≥ 0, such
that for any t ≥ t1, y(t) = yd(t).

Proposition 2.1 ([4]): A system is functional
output-controllable if and only

rankC(sIn − A)−1B + D = p

in the field of rational functions.
A necessary and sufficient condition for functional
output-controllability is

Proposition 2.2 ([4], [6]):

rank
(
sI − A −B
−C −D

)
= n + p,

1) Test for functional output-controllability: The
functional output-controllability can be computed
by means of the rank of a constant matrix in the
following manner

Theorem 2.4 ([8]): The system (A,B,C,D) is
functional output-controllable if and only if

rank oCf(A,B,C,D) =

rank


C D
CA CB D
CA2 CAB CB D

...
. . .

CAn CAn−1B . . . CAB CB D


= (n + 1)p.

The null terms are not written in the matrix.
Remark 2.1: We call oCi(A,B,C,D) or simply

oCi if confusion is not possible, the following
matrix

oCi =


C D
CA CB D
CA2 CAB CB

...
. . .

CAi CAi−1B . . . CAB CB D

,

∀i ≥ 1.

i) If the system (A,B,C,D) is functional output-
controllable, then the matrices oCi have full
row rank for all 0 ≤ i ≤ n.

ii) If the matrix oCn−1 has full row rank, it is not
necessary that the matrix oCn has full row rank.

Example 2.1: Let (A,B,C,D) a system with

A =

(
0 1
0 0

)
, B =

(
0
0

)
, C =

(
1 0

)
and D = 0.

rank
(

C D
CA CB D

)
= rank

(
1 0 0 0
0 1 0 0

)
= 2,

rank

 C D
CA CB D
CA2 CAB CB D

 =

rank

1 0 0 0 0
0 1 0 0 0
0 0 0 0 0

 = 2.

III. CONTROLLABILITY OF COMPOSITE SYSTEMS

A. Controllability of serial composite systems
We will try to characterize the controllability of

serial concatenated systems in terms of the original
systems.

Let (A,B,C,D) the serial concatenated system
of the systems (Ai, Bi, Ci, Di), i = 1, 2, defined in
3.

The controllability character for serial concate-
nated systems can be described in terms of the
both systems using the Hautus test in the following
manner.

Theorem 3.1: A serial concatenated system is
controllable if and only if

rank
(
sIn1 − A1 0 B1

−B2C1 sIn2 − A2 B2D1

)
= n1 + n2

∀s ∈ C.
Corollary 3.1: A necessary condition for control-

lability of serial concatenated system is that the pair
(A1, B1) be controllable.
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Corollary 3.2: A necessary condition for con-
trollability of serial concatenated system is that
the pair (A2, B) where B =

(
−B2C1 B2D1

)
be

controllable.
Corollary 3.3: A necessary condition for control-

lability of serial concatenated system is that the pair
(A2, B2) be controllable.

Proof:

rank
(
sIn2 − A2 B2C1 B2D1

)
=

rank
(
sIn2 − A2 B2 B2

)I2 C1

D1

 ≤
min

rank
(
sIn2 − A2 B2

)
, rank

In2

C1

D1

.
So,

rank
(
sIn2 − A2 B2C1 B2D1

)
≤

rank
(
sIn2 − A2 B2

)
≤ n2.

Example 3.1: Let (A,B,C,D) be a serial
concatenated system of (A1, B1, C1, D1), and
(A2, B2, C2, D2), where

A1 = (0), B1 =
(
1 −3

)
,

C1 = (4), D1 =
(
1 −2

)
and

A2 =

(
0 −1
1 0

)
, B2 =

(
1
0

)
,

C2 =
(
1 0

)
, D2 = (1),

the concatenated serial system (A,B,C,D) of both
is:

A =

(
A1 0

B2C1 A2

)
=

0 0 0
4 0 −1
0 1 0

 ,

B =

(
B1

B2D1

)
=

1 −3
1 −2
0 0

 ,

C =
(
D2C1 C2

)
=
(
4 1 0

)
,

D =
(
D2D1

)
=
(
1 −2

)
In this case is it easy to observe that all systems are
controllable, this can be easily observed from the

Hautus representation of our serial controllability
matrix,

rank
(
sIn1 − A1 B1

)
=

rank
(
s 1 −3

)
= 1, ∀s ∈ C

rank
(
sIn2 − A2 B2

)
=

rank
(

s 1 1
−1 s 0

)
= 2, ∀s ∈ C

rank
(
sIn1 − A1 0 B1

−B2C1 sIn2 − A2 B2D1

)
=

rank

 s 0 0 1 −3
−4 s 1 1 −2
0 −1 s 0 0

 = 3, ∀s ∈ C

Nevertheless the corollary only gives us a necessary
condition, but not sufficient, as we can see in the
following example.

Example 3.2: Let (A,B,C,D) a serial
concatenated system of (A1, B1, C1, D1) and
(A2, B2, C2, D2) where A1 = (1), B1 = (1),
C1 = (1), D1 = (1), and A2 = (0), B2 = (1),
C2 = (1), D2 = (1).

Both systems are controllable because of

rank
(
s− 1 1

)
= 1 ∀s ∈ C

rank
(
s 1

)
= 1 ∀s ∈ C,

but the serial concatenated system (A,B,C,D)
where

A =

(
1 0
1 0

)
, B =

(
1
1

)
,

C =
(
1 1

)
, D = (1).

is not controllable because of

rank
(
sI2 − A B

)
=

(
s− 1 0 1
−1 s 1

)
={

2 for all s 6= 0,
1 for s = 0.

Remark 3.1: Obviously, if the matrix(
B1

B2D1

)
has full row rank, then the concatenated serial
system (A,B,C,D) is controllable.

A sufficient condition is obtained in the case
where Spec(A1)∩ Spec(A2) = ∅. (Spectrum of Ai,
Spec(Ai), is the set of eigenvalues of matrix Ai for
i = 1, 2).

Proposition 3.1: Let (A1, B1, C1, D1)
and (A2, B2, C2, D2) be the systems with
Spec(A1) ∩ Spec(A2) = ∅. If the pairs (A1, B1)
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and (A2, B2) are controllable and the system
(A1, B1, C1, D1) is functional output controllable,
then the serial concatenated system is controllable.

Proof: For all s /∈ Spec(A1) ∪ Spec(A2), we
have that

rank
(
sIn1 − A1

−B2C1 sIn2 − A2

)
= n1 + n2,

so

rank
(
sIn1 − A1 B1

−B2C1 sIn2 − A2 B2D1

)
= n1 + n2.

If s0 ∈ Spec(A1), taking into account that
Spec(A1)∩Spec(A2) = ∅ we have that rank (s0In2−
A2) = n2, then

rank
(
s0In1 − A1 B1

−B2C1 s0In2 − A2 B2D1

)
=

rank
(
s0In1 − A1 B1

−B2C1 B2D1 s0In2 − A2

)
=

rank
(
s0In1 − A1 B1

)
+ n2.

But, taking into account that (A1, B1) is con-
trollable we have rank

(
s0In1 − A1 B1

)
= n1.

Then,

rank
(
s0In1 − A1 B1

−B2C1 s0In2 − A2 B2D1

)
= n1+n2.

Finally, if s0 ∈ Spec(A2), we have that
rank (s0In1 − A1) = n1, then

rank
(
s0In1 − A1 B1

−B2C1 s0In2 − A2 B2D1

)
=

n1 + rank
(
s0I − A2 B2

)
·

·
(
In2 0

C1(s0I − A1)
−1B1 + D1

)
=

(a),

for all s0 ∈ Spec(A2), and knowing that (A2, B2)
is controllable and (A1, B1, C1, D1) is functional
output-controllable we have that (a) = n1 + n2.

Remark 3.2: Example 3 shows that if C1(s0In1−
A1)

−1B1 + D1 has not full rank for all s0 ∈
Spec(A2) the result 3.1 is not true.

For systematic serial concatenated systems the
controllability character can be described in terms
of the both systems using the Hautus test in the
following manner.

Theorem 3.2: A systematic serial controllability
concatenated system of (Ai, Bi, Ci, Di), i = 1, 2 is
controllable, if and only if.

rank
(
sIδ1 − A1 0 B1

−B2C1 sIδ2 − A2 B2D1

)
= n1 + n2,

∀s ∈ C
We observe that this result coincides with the

case of serial concatenation. Then all results about
controllability of serial concatenation are valid for
systematic serial concatenation and vice-versa.

B. Controllability of parallel composite systems
As in the serial concatenated case, we will try to

characterize the observability of serial concatenated
systems in terms of the original systems.

Theorem 3.3: The parallel concatenated system
(A,B,C,D) is controllable, if and only if the
following matrix

rank
(
sIn1 − A1 B1

nIn2 − A2 B2

)
= n1 + n2,

∀s ∈ C.
Proposition 3.2: A necessary condition for con-

trollability of parallel concatenated system is that
the pairs (A1, B1) and (A2, B2) are controllable

Unfortunately, this condition is necessary, but not
sufficient. As we can see in this particular case:

Example 3.3: Let (Ai, Bi, Ci, Di), i = 1, 2 be
two systems with

A1 =

(
1 0
1 1

)
, B1 =

(
1
0

)
,

C1 =

(
1 1
1 0

)
, D1 =

(
0
0

)
,

A2 =

(
1 1
0 1

)
, B2 =

(
0
1

)
,

C2 =

(
1 1
1 0

)
, D2 =

(
0
0

)
.

The pair (A1, B1) is controllable because

rank
(
B1 A1B1

)
= rank

(
1 1
0 1

)
= 2,

and (A2, B2) is also controllable because

rank
(
B2 A2B2

)
= rank

(
0 1
1 1

)
= 2

However, the parallel concatenated model
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A =


1 0 0 0
1 1 0 0
0 0 1 1
0 0 0 1

 , B =


1
0
0
1

 ,

C =

(
1 1 1 1
1 0 1 0

)
, D =

(
0
0

)
is not controllable because

rank
(
B AB A2B A3B

)
=

rank


1 1 1 1
0 1 2 3
0 1 2 3
1 1 1 1

 = 2 < 4

A sufficient condition is obtained in the case
where Spec(A1) ∩ Spec(A2) = ∅.

Proposition 3.3: Let (A1, B1, C1, D1) and
(A2, B2, C2, D2) be two systems such that
Spec(A1) ∩ Spec(A2) = ∅. If the pairs (A1, B1)
and (A2, B2) are controllable, then the parallel
concatenated system is controllable.

Proof: For all s /∈ Spec(A1) ∪ Spec(A2), we
have that

rank
(
sIn1 − A1

sIn2 − A2

)
= n1 + n2,

so

rank
(
sIn1 − A1 B1

sIn2 − A2 B2

)
= n1 + n2.

If s0 ∈ Spec(A1), taking into account that
Spec(A1)∩Spec(A2) = ∅ we have that rank (s0In2−
A2) = n2, then

rank
(
s0In1 − A1 B1

s0In2 − A2 B2

)
=

rank
(
s0In1 − A1 B1

B2 s0In2 − A2

)
=

rank
(
s0In1 − A1 B1

)
+ n2.

But, taking into account that (A1, B1) is controllable
we have rank

(
s0In1 − A1 B1

)
= n1. Then,

rank
(
s0In1 − A1 B1

s0In2 − A2 B2

)
= n1 + n2.

Analogously, if s0 ∈ Spec(A2), we have that
rank (s0In1 − A1) = n1, then

rank
(
s0In1 − A1 B1

s0In2 − A2 B2

)
= n1 + n2,

for all s0 ∈ Spec(A2).
Remark 3.3: Example 3.3 shows that if

Spec(A1) ∩ Spec(A2) 6= ∅ the result 3.3 is
not true.

IV. OBSERVABILITY OF COMPOSITE SYSTEMS

A. Observability of serial composite systems
The serial observability concatenated character is

obtained from the Hautus test:
Theorem 4.1:

rank

sIn1 − A1 0
−B2C1 sIn2 − A2

D2C1 C2

 = n1 + n2, ∀s ∈ C

Corollary 4.1: A necessary condition for observ-
ability of concatenated system is that the pair
(A2, C2) be observable.

Corollary 4.2: A necessary condition for observ-
ability of concatenated system is that the pair

(A1, C̄1), with C̄1 =
(
−B2C1

D2C1

)
be observable.

Corollary 4.3: A necessary condition for observ-
ability of concatenated system is that the pair
(A1, C1), be observable.

Proof:

rank

sIn1 − A1

−B2C1

D2C1

 =

rank

In1

−B2

D2

sIn1 − A1

C1

C1

 ≤
min

rank

In1

−B2

D2

 , rank

sIn1 − A1

C1

C1


Then

rank

sIn1 − A1

−B2C1

D2C1

 ≤ rank
(
sIn1 − A1

C1

)
≤ n1.

In this specific case, a sufficient condition is
obtained after observation of the spectrum of both
matrices A1 and A2.

Proposition 4.1: Let (A1, B1, C1, D1)
and (A2, B2, C2, D2) be two systems with
Spec(A1) ∩ Spec(A2) = ∅. If the pairs (A1, C1)
and (A2, C2) are observable, with B2 having full
column rank, then the serial concatenated system
is observable.

Proof: Let us suppose that we have: s /∈
Spec(A1) ∪ Spec(A2); then,

rank
(
sIn1 − A1 0
−B2C1 sIn2 − A2

)
= n1 + n2,∀s ∈ C
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which means that

rank

sIn1 − A1 0
−B2C1 sIn2 − A2

D2C1 C2

 = n1 + n2,∀s ∈ C

Let us consider s0 ∈ Spec(A2); know-
ing that Spec(A1) ∩ Spec(A2) = ∅, then
rank

(
s0In1 − A1

)
= n1.

Then,

rank

s0In1 − A1 0
−B2C1 s0In2 − A2

D2C1 C2

 =

n1 + rank
(
s0In2 − A2

C2

)
= n1 + n2

since (A2, C2) is observable.
Let us consider s0 ∈ Spec(A1); know-

ing that Spec(A1) ∩ Spec(A2) = ∅, then
rank

(
s0In2 − A2

)
= n2.

Then,

rank

s0In1 − A1 0
−B2C1 s0In2 − A2

D2C1 C2

 =

n2 + rank

s0In1 − A1

−B2C1

D2C1


If we suppose that B2 has full column rank, we

can see that:

rank

s0In1 − A1

−B2C1

D2C1

 =

rank

In1

−B2

D2

s0In1 − A1

C1

C1

 =

rank


s0In1 − A1

C1

0
D2C1

 = n1

since (A1, C1) is observable
Which means that:

rank

sIn1 − A1 0
−B2C1 sIn2 − A2

D2C1 C2

 = n1 + n2,

∀s ∈ C when Spec(A1) ∩ Spec(A2) = ∅.
In the systematic serial concatenated sys-

tem (A,B,C,D) obtained from the systems
(A1, B1, C1, D1) and (A2, B2, C2, D2), the observ-
ability concatenated character is obtained from the
Hautus test:

Theorem 4.2: The systematic serial concatenated
system (A,B,C,D) is observable if and only if the
following relation holds.

rank


sIn1 − A1 0
−B2C1 sIn2 − A2

C1 0
D2C1 C2

 = n1 + n2, ∀s ∈ C

After this theorem it is obvious the following suffi-
cient condition for observability of systematic serial
concatenated system.

Corollary 4.4: A sufficient condition for observ-
ability of systematic serial concatenated system is
that the serial concatenated system is.

Proof:

n1 + n2=rank

sIn1 − A1 0
−B2C1 zIn2 − A2

D2C1 C2

≤
rank


sIn1 − A1 0
−B2C1 sIn2 − A2

C1 0
D2C1 C2

≤n1 + n2.

We have the following result.
Theorem 4.3: A necessary and sufficient condi-

tion for observability of systematic serial concate-
nated system is that both systems are observable.

Proof:

rank


sIn1 − A1 0
−B2C1 sIn2 − A2

C1 0
D2C1 C2

 =

rank


sIn1 − A1 0

C1 0
−B2C1 sIn2 − A2

D2C1 C2

 .

Example 4.1: Let us consider the systems
(A1, B1, C1, D1), (A2, B2, C2, D2) two systems to
be concatenated in a serial systematic form, and
(A1, B1, C1, D1 and (A2, B2, C2, D2) as follows:

A1 =

1 3 1
0 2 4
3 0 2

 , B1 =

0
1
2

 ,

C1 =
(
1 0 2

)
, D1 =

(
3
)

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING Volume 8, 2014

ISSN: 1998-4464 628



and

A2 =

1 3 0
2 1 2
1 0 4

 , B2 =

0
2
0

 ,

C2 =

(
1 4 2
1 0 4

)
, D2 =

(
3
1

)
Then, both systems are observable;

rank

 C1

C1A1

C1A
2
1

 = rank

 1 0 2
7 3 5
22 27 29

 = 3

rank

 C2

C2A2

C2A
2
2

 = rank


1 4 2
1 0 4
11 7 16
5 3 16
41 40 78
27 18 70

 = 3.

The concatenated system A,B,C,D is observ-
able, because:

A =


1 3 1 0 0 0
0 2 4 0 0 0
3 0 2 0 0 0
0 0 0 1 3 0
2 0 4 2 1 2
0 0 0 1 0 4

 , B =


0
1
2
0
6
0

 ,

C =

1 0 2 0 0 0
3 0 6 1 4 2
1 0 2 1 0 4

 , D =

3
9
3



and rank


C
CA
CA2

CA3

CA4

CA5

 =

rank



1 0 2 0 0 0
3 0 6 1 4 2
1 0 2 1 0 4
7 3 5 0 0 0
29 9 31 11 7 16
7 3 5 5 3 16
22 27 29 0 0 0
136 105 155 41 40 78
28 27 41 27 18 70
109 120 188 0 0 0
681 618 1026 199 163 392
187 138 290 133 99 316
673 567 965 0 0 0
4085 3279 5857 917 760 1894
1255 837 1715 647 498 1462
3568 3153 4871 0 0 0
23176 18813 31955 4331 3511 9096
7396 5439 10025 3105 2439 6844


= 6.

Then, the systematic serial concatenated matrix
is observable.

(The example has been computed using Matlab).

B. Observability of parallel composite systems

In parallel concatenated model (A,B,C,D)
obtained from the systems (A1, B1, C1, D1) and
(A2, B2, C2, D2), the observability matrix is:

C
CA
CA2

...
CAn1+n2−1

 =


C1 C2

C1A1 C2A2

C1A
2
1 C2A

2
2

...
C1A

n1+n2−1
1 C2A

n1+n2−1
2


(10)

So, we have the following theorem.
Theorem 4.4: The parallel concatenated system

C(A,B,C,D) is observable, if and only if, the
matrix (10), has full rank.

Using the Hautus test we have
Theorem 4.5: The parallel concatenated system

(A,B,C,D) is observable, if and only if the fol-
lowing matrix

rank

sIn1 − A1 0
0 sIn2 − A2

C1 C2

 = n1 + n2, ∀s ∈ C

which means that:
Proposition 4.2: A necessary condition for ob-

servability of parallel concatenated system is that
the pairs (A1, C1) and (A2, C2) are observable.

Nevertheless, this condition is not sufficient as we
can see in the following example.

Example 4.2: Let (A,B,C,D) be the parallel
concatenated system of the following realizations.
The first system is (A1, B1, C1, D1) with A1 =0 1 0

0 0 1
1 0 0

, B1 =

1 0
0 1
1 1

, C1 =
(
2 1 0

)
and

D1 =
(
1 1

)
,

and the second one is the system (A2, B2, C2, D2)
with

A2 =

−1 −1 0
−1 0 −1
1 0 0

 , B2 =

 0 0
−1 0
0 −1

 ,

C2 =
(
2 0 1

)
, D2 =

(
1 0

)
.

Both systems are observable:

rank

 C1

C1A1

C1A
2
1

 = rank

2 1 0
0 2 1
1 0 2

 = 3,
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rank

 C2

C2A2

C2A
2
2

 = rank

 2 0 1
−1 −2 0
3 1 2

 = 3.

However, the parallel concatenated model is not
observable:

rank


2 1 0 2 0 1
0 2 1 −1 −2 0
1 0 2 3 1 2
2 1 0 −2 −3 −1
0 2 1 4 2 3
1 0 2 −3 −4 −2

 = 5 < 6.

Proposition 4.3: Let (A1, B1, C1, D1) and
(A2, B2, C2, D2) be two systems where
Spec(A1) ∩ Spec(A2) = ∅. If the pairs (A1, C1)
and (A2, C2) are observable, then the parallel
concatenated system is observable.

Proof: Analogous to 3.3.

V. CONCLUSION

In this paper a sufficient condition for con-
trollability and observability characters of serial
and parallel concatenated finite-dimensional linear
continuous-time-invariant systems are obtained.
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Observers, International Journal of Circuits, Systems and Signal
Processing, 8, pp. 9-14, (2014).

[4] C. Chen, “Introduction to Linear System Theory”, Holt, Rine-
hart and Winston, Inc., New York, 1970.

[5] J. Domı́nguez-Garcı́a, M. Garcı́a-Planas, Output controllability
analysis of fixed speed wind turbine, in: 5th Physcon, 2011.

[6] P. Ferreira, On degenerate systems, International Journal of
Control 24, (4), pp. 585-588, (1976).

[7] M.I. Garcı́a-Planas, Holomorphic generic families of singular
systems under feedback and derivative feedback International
Journal of Mathematical Models and Methods in Applied
Sciences, pp. 1-7. (2008).

[8] M.I. Garcı́a-Planas, J. Domı́nguez-Garcı́a, Alternative tests for
functional and pointwise output-controllability of linear time-
invariant systems. Systems & Control letters. 62, (5), pp. 382-
387, (2013).

[9] M.I. Garcı́a-Planas, J. Domı́nguez-Garcı́a, B. Mediano-Valiente,
Input observability analysis of fixed speed wind turbine. Math-
ematical Modelling and Simulation in Applied Sciences. Pro-
ceedings of the 3rd International Conference on Energy, Envi-
ronment, Devices, Systems, Communications, Computers (IN-
EEE ’12). Rovaniemi, Finland April 18-20, pp. 13-19, (2012).

[10] M.I. Garcı́a-Planas, El M. Souidi, L. E. Um, Convolutional
systems under linear systems point of view. Analysis of output-
controllability. Wseas Transcations on Mathematics, 11, (4), pp.
324-333, (2012).

[11] M.I. Garcı́a-Planas, El M. Souidi, L. E. Um, Convolutional
Codes under Control Theory Point of View. Analysis of Output-
Observability. Recent Advances in Circuits, Communications
and Signal Processing. Proceedings of the 12th International
Conference on Signal Processing, Robotics and Automation
(ISPRA’13) (2013), pp. 131-137.

[12] M.I. Garcı́a-Planas, S. Tarragona, Analysis of functional output-
controllability of time-invariant singular linear systems. Pro-
ceedings of Cedya 2013.

[13] A. Germani, S. Monaco, Functional output-controlability for
linear systems on hilbert, Systems & Control Letters 2, (5), pp.
313-320, (1983).

[14] M. Hautus, Controllability and observability condition for
linear autonomous systems, Proceedings of Nedderlandse
Akademie voor Wetenschappen, Series A 72, pp. 443, (1969).

[15] P. Kundur, Power System Stability and Control, McGraw-Hill,
New York, 1994.

[16] Yan Wu, Controllability and Observability of Matrix Differ-
ential Algebraic Equations International Journal of Circuits,
Systems and Signal Processing. 5, (3), pp. 287-296, (2011).

Maria Isabel Garcia-Planas joined the De-
partment of Applied Mathematics at the “Uni-
versitat Politecnica de Catalunya” Barcelona,
Spain in 1981. Her work had been centred on
Linear Algebra, Systems and Control Theory.
She has authored over a hundred papers and
serves on the referee on several Journals and
International Conferences.
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