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Universitat Politècnica de Catalunya, Escola Universitària
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Abstract: The Duhem model, widely used in structural, electrical and mechanical engineering,
gives an analytical description of a smooth hysteretic behavior. In practice, the Duhem model is
mostly used within the following black-box approach: given a set of experimental input-output
data, how to tune the model so that its output matches the experimental data. It may happen
that a Duhem model presents a good match with the experimental real data for a specific input,
but does not necessarily keep significant physical properties which are inherent to the real data,
independently of the exciting input. This paper presents a characterization of different classes
of Duhem models in terms of their consistency with the hysteresis behavior.
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1. INTRODUCTION

Hysteresis is a nonlinear behavior encountered in a wide
variety of processes including biology, optics, electronics,
ferroelectricity, magnetism, mechanics, structures, among
other areas. The detailed modeling of hysteresis systems
using the laws of Physics is an arduous task, and the
obtained models are often too complex to be used in appli-
cations. For this reason, alternative models of these com-
plex systems have been proposed [24; 5; 15; 12; 18]. These
models do not come, in general, from the detailed analysis
of the physical behavior of the systems with hysteresis.
Instead, they combine some physical understanding of the
system along with some kind of black-box modeling.

One of the popular models for hysteresis is the Duhem
model proposed in [7]. The generalized form of the
Duhem model consists of an ordinary differential equa-
tion of the form ẋ = f (x, u) g (u̇), where u is the in-
put and x is the state or the output [22]. Other spe-
cial forms of the model have been used, like the form
ẋ = f1 (x, u) max {u̇, 0} + f2 (x, u) min {u̇, 0} [17] or the
semilinear form ẋ = (Ax+Bu) g (u̇) [19]. Other important
special cases of the Duhem model are the LuGre model of
friction [26], the Dahl model of friction [6] and the Bouc-
Wen model of hysteresis [25; 4]. The Duhem model has
been used to represent friction [22], electromagnetic be-
havior [9; 10], or hysteresis in magnetorheological dampers
[23].
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In the current literature, the Duhem model is mostly used
within the following black-box approach: given a set of
experimental input-output data, how to adjust the Duhem
model so that the output of the model matches the exper-
imental data? The use of system identification techniques
is one practical way to perform this task. Once an iden-
tification method has been applied to tune the Duhem
model, the resulting model is considered as a “good” ap-
proximation of the true hysteresis when the error between
the experimental data and the output of the model is small
enough. Then this model is used to study the behavior of
the true hysteresis under different excitations. By doing
this, it is important to consider the following remark. It
may happen that a Duhem model presents a good match
with the experimental real data for a specific input, but
does not necessarily keep significant physical properties
which are inherent to the real data, independently of the
exciting input. In the current literature, this issue has been
considered in [13; 20] regarding the passivity/dissipativity
of Duhem model.

In this paper, we investigate the conditions under which
the Duhem model is consistent with the hysteresis be-
havior. The concept of consistency is formalized in [11]
where a general class of hysteresis operators is considered.
From the results of [11], it can be concluded that, to
check consistency one has to consider the sequence of
inputs uγ(t) = u(t/γ), t ≥ 0, γ > 0 and the corresponding
sequence of outputs xγ with ẋγ = f (xγ , uγ) g (u̇γ). For
the Duhem model to represent a hysteresis system, it
is necessary that the sequence of functions t → xγ (γt)
converge uniformly when γ → ∞. In this paper, we seek
necessary conditions and sufficient ones for this uniform
convergence to hold.
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2. PROBLEM STATEMENT

The generalized Duhem model is defined for almost all
t ≥ 0 by [22]

ẋ (t) = f (x (t) , u (t)) g (u̇ (t)) , (1)

x(0) = x0, (2)

where x0 and state x(t) take values in Rm for some positive
integer m, input u ∈ W 1,∞(R+,R) 1 , function f : Rm ×
R → Rm×r is continuous, where r and m are positive
integers. Finally, g : R → Rr is continuous and satisfies
g (0) = 0.

Since g is continuous and u̇ ∈ L∞ (R+,R), we have
g ◦ u̇ ∈ L∞ (R,Rr). The differential equation (1) satis-
fies Carathéodory conditions, thus, for each initial state
x0 ∈ Rm, (1) has an absolutely continuous solution that is
defined on an interval of the form [0, T ), T > 0 [8, p.4]. In
this paper, we assume that the system (1)-(2) has a unique
solution.

Consider the time scale change sγ(t) = t/γ, γ > 0, t ≥ 0.
When the input u ◦ sγ is used instead of u, the system
(1)-(2) becomes

ẋγ (t) = f (xγ (t) , u ◦ sγ (t)) g

(
1

γ
u̇ ◦ sγ (t)

)
(3)

xγ(0) = x0. (4)

When γ = 1, system (3)-(4) reduces to (1)-(2). For any
γ > 0, define σγ : R+ → Rm as σγ = xγ ◦ s1/γ . System
(3)-(4) can be re-written as:

σγ (t) = x0 + γ

t∫
0

f (σγ (τ) , u (τ)) g

(
1

γ
u̇ (τ)

)
dτ, (5)

for all γ > 0 and for almost all t ∈ [0, ωγ), where [0, ωγ) is
the maximal interval of existence of the solution σγ .

Definition 2.1. In the system (1)-(2), the operator which
maps (u, x0) to x is said to consistent if the function σγ
converges in L∞ [11].

It is shown in [11], that for hysteresis process, the sequence
of functions {ϕu◦sγ}γ>0 converges in L∞(Iu,Rm) as γ →
∞. This fact shows that consistency is a mathematical
property that any model of hysteresis should satisfy.

3. NECESSARY CONDITIONS

Definition 3.1. Let G ∈ C0 ([t1, t2] ,R). We define the
right and left local fractional derivative of G at t3 ∈ (t1, t2)
with respect to order λ > 0 respectively as [2]:

Dλ
+G (t3) = Γ (1 + λ) lim

κ→t3+

G (κ)−G (t3)

(κ− t3)
λ

,

1 W 1,∞(R+,R) is the Sobolev space of absolutely continuous func-
tions u : R+ → R. For this class of functions, the derivative u̇ is
defined a.e. with ‖u‖∞ < ∞ and ‖u̇‖∞ < ∞. Endowed with the
norm ‖u‖1,∞ = max (‖u‖∞, ‖u̇‖∞), W 1,∞(R+,R) is a Banach space
[1]

Dλ
−G (t3) = Γ (1 + λ) lim

κ→t3−

G (t3)−G (κ)

(t3 − κ)
λ

,

where Γ is the gamma function.

The local fractional derivatives of vector-valued functions
can be differentiated by simply differentiating the compo-
nents in the Cartesian coordinate system.

Definition 3.2. The function g ∈ C0 (R,Rr) is said to be
of class λ > 0 if the quantities Dλ

+g (0) , Dλ
−g (0) exist, are

finite, and at least one of them is nonzero.

Proposition 3.1. The function g ∈ C0 (R,Rr) is of class
λ if and only if

∀ϑ ∈ R, we have lim
γ→∞

γλg

(
ϑ

γ

)
= g∗ (ϑ) ,

where g∗ ∈ C0 (R,Rr) is defined as

g∗ (ϑ) =


ϑλ lim

κ→0+

g (κ)

κλ
ϑ ≥ 0

(−ϑ)
λ

lim
κ→0−

g (κ)

(−κ)
λ

ϑ < 0
(6)

Lemma 3.1. Assume that the system (1)-(2) has a unique
global solution 2 for each input u ∈ W 1,∞(R+,R) and
initial condition x0 ∈ Rm. Assume that the function g
is of class λ > 0. Suppose that there exists a continuous
function Q : R+ × R+ × R+ → R+ such that

|x (t)| ≤ Q (|x0| , ‖u‖∞ , ‖u̇‖∞) , ∀t ≥ 0, (7)

for each initial state x0 ∈ Rm and each input u ∈
W 1,∞(R+,R). Assume that the system (1)-(2) is consis-
tent with respect to (u, x0); that is there exists qu ∈
L∞ (R+,Rm) such that limγ→∞ ‖σγ − qu‖∞ = 0, then

if λ = 1, we have

• qu ∈W 1,∞ (R+,Rm).

• We have for all t ≥ 0 that

qu (t) = x0 +

t∫
0

f (qu (τ) , u (τ)) g∗ (u̇(τ)) dτ, (8)

where g∗ is given in equation (6).

if λ ∈ (0, 1), we have

• qu ∈ C0(R+,Rm) ∩ L∞(R+,Rm).

• qu(0) = x0.

2 The standard way to ensure that the system (1)-(2) admits a
unique solution is to prove that the right-hand side of (1)-(2) is
Lipschitz with respect to x. A function ν : D ⊆ Rm × R+ → Rm
is Lipschitz with respect to x if there exists a summable function
l : R+ → R+ such that |ν (α1, t)− ν (α2, t)| ≤ l (t) |α1 − α2| , for
almost all t ≥ 0 and for all α1, α2 ∈ Rm that satisfy (t, α1) , (t, α2) ∈
D [8]
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• We have for almost all t ≥ 0 that

f (qu (t) , u (t)) g∗ (u̇(t)) = 0, (9)

where g∗ is defined in equation (6).

if λ > 1, we have qu (t) = x0,∀t ≥ 0.

4. SUFFICIENT CONDITIONS

This section presents sufficient conditions for the consis-
tency for the system (1)-(2) with respect to (u, x0).

Definition 4.1. [14] A continuous function β : R+ → R+

is said to belong to class K∞ if it is increasing, satisfies
β (0) = 0, and limt→∞ β (t) =∞.

Lemma 4.1. Suppose that the system (1)-(2) has a unique
solution and that the function g is of class λ ∈ (0, 1).
Assume that there exists qu ∈ W 1,∞ (R+,Rm) such that
for almost all t ≥ 0{

qu(0) = x0,

f (qu (t) , u (t)) g∗ (u̇(t)) = 0.
(10)

For all γ > 0, define yγ : R+ → Rm as

yγ (t) = σγ (t)− qu (t) = xγ (γt)− qu (t) , (11)

for all t ∈ [0, ωγ), where [0, ωγ) is the maximal interval of
existence of solution σγ in (5). Suppose that we can find
a continuously differentiable function V : Rm → R+ such
that

(1) There exists a function δ1 : R+ → R+ that satisfies

δ1 (γ)→ 0 as γ →∞. (12)

(2) There exist constants γ∗, δ2 > 0, continuous functions
R1, R2 : R+ → R+ and K∞ class functions β1, β2, β3 :
R+ → R+ satisfying:

β1 (|α|) ≤ V (α) ≤ β2 (|α|) , ∀α ∈ Rm, (13)

dV (α)

dα

∣∣∣∣
α=yγ(t)

· f (yγ (t) + qu (t) , u (t)) g

(
u̇ (t)

γ

)
≤ − 1

γλ
β3 (|yγ (t)|) +

1

γ
R1 (|yγ (t)|)

for almost all t ∈ [0, ωγ) and ∀γ > γ∗
that satisfy δ1 (γ) < |yγ (t)| < δ2,

(14)∣∣∣∣dV (α)

dα

∣∣∣∣ ≤ R2 (|α|) ,∀α ∈ Rm. (15)

Then,

• There exist E, γ∗ > 0 such that ∀γ > γ∗: ωγ = +∞,
and ‖xγ‖∞ ≤ E, where xγ is given in (3)-(4).

• limγ→∞ ‖σγ − qu‖∞ = 0.

Remark 4.1. For λ ∈ (0, 1), if the function qu ∈
C0(R+,Rm) ∩ L∞(R+,Rm) in Lemma 4.1 is such that
qu = R (u) for some R : R → Rm, then the graphs
{(σγ (t) , u (t)) , t ≥ 0} converge to the curve R as γ →∞.
Hence (1)-(2) is not a hysteresis because the hysteresis
loop cannot be a function [3]. This fact is illustrated in
the following Example.

Example. Consider the semilinear Duhem model:

ẋ= (Ax+Bu) g (u̇) , (16)

x (0) = x0,

where A is a Hurwitz m×m matrix (that is, every eigen-
value of A has negative real part), vector B and state x
taking values in Rm. The right-hand side of (16) is Lips-
chitz and thus the system has a unique solution [8]. Take
an input u ∈ W 1,∞(R+,R) such that A−1B u (0) = −x0,
and that |u̇ (t)| ≥ M for almost all t ∈ R and for some
M > 0. Assume that the function g : R→R+ is of class
λ ∈ (0, 1) and that dλ+g (0) , dλ−g (0) > 0. The function
qu ∈ W 1,∞ (R+,R) which is defined as qu = −A−1B u
satisfies (10).

Since A is Hurwitz, there exists a m×m positive-definite
matrix P such that [14, p.136]: PA + ATP = −I, where
I is the identity matrix. Consider the continuously dif-
ferentiable quadratic Lyapunov function candidate V :
Rm → R such that V (α) = αTPα, ∀α ∈ Rm. It can
be checked that all conditions of Lemma 4.1 are satisfied.
Thus, it follows from Lemma 4.1 that there exist some
E, γ∗ > 0 such that ∀γ > γ∗, the solution of (16) is
global with |xγ (t)| ≤ E, ∀t ≥ 0. Moreover, the operator
which maps (u, x0) to x is consistent. In particular, we
have ‖σγ − qu‖∞ =

∥∥σγ +A−1B u
∥∥
∞ → 0 as γ →∞.

As a conclusion, the graphs {(σγ (t) , u (t)) , t ≥ 0} con-
verge to the graph of the linear function R : R → Rm,
which is defined as R (α) = −A−1B α,∀α ∈ R. This means
that for λ ∈ (0, 1), the model (16) does not represent a
hysteresis (see Remark 4.1).

Simulations: Take m = 1, B = 1.0, A = −1.0, and x0 = 0.
Let g (ϑ) =

√
|ϑ|, ∀ϑ ∈ R, then dλ+g (0) = dλ−g (0) =

Γ (3/2) = Γ (1/2) /2 =
√
π/2 > 0. Let u ∈ W 1,∞ (R+,R)

be the function of period 2 such that u (t) = t, ∀t ∈ [0, 1],
and u (t) = 2 − t, ∀t ∈ [1, 2]. Then, we have |u̇ (t)| =
1, for almost all t ≥ 0. We also have qu = −A−1Bu = u.
Figure 1 left shows that the graph {(σγ (t) , u (t)) /t ≥ 0}
collapses into the identity function when γ → ∞. This
happens because of the fact that qu = u and Remark 4.1.
Figure 1 right shows that the sequence of functions σγ
converges uniformly to qu = u as γ →∞.

4.1 Class λ = 1 Functions

In this subsection, we consider class λ = 1 functions.

Proposition 4.1. Assume the following

(1) The system (1)-(2) has a unique global solution.
(2) For the function g in system (1)-(2), there exist

a1, a2 ∈ Rr such that

g (ϑ) =

{
a1ϑ ϑ ≥ 0

a2ϑ ϑ < 0

Then the sequence of functions σγ of (5) is independent of
γ and the operator which maps (u, x0) to x is consistent.
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Fig. 1: Left σγ (t) versus u (t) for different values of γ. Right σγ (t) versus t for different values of γ. The plots are for
system (16). In each plot, the function qu is the solid line.

Example. Consider Bouc’s hysteresis model [4]:

ẋ = −c |u̇|x+ Φ
′
(u) u̇, (17)

where c > 0, Φ ∈ C1 (R,R), input u ∈W 1,∞ (R+,R), and

Φ
′
(u) = dΦ (α) /dα|α=u.

It can be easily shown that Condition 1 in Lemma 4.1 is
satisfied. Equation (17) can be written as

ẋ= f (x, u) g (u̇)

=
[
−c x+ Φ

′
(u) c x+ Φ

′
(u)
] [max{0, u̇}

min{0, u̇}

]
.

Clearly, the function g is of class λ = 1 and satisfies Condi-
tion 2 in Lemma 4.1. This implies that the operator which
maps (u, x(0)) to x is consistent and σγ is independent of
γ.

Lemma 4.2. Consider the semilinear Duhem model with
m = 1, and λ = 1

ẋ= (Ax+Bu+ C) g (u̇) , (18)

x (0) = x0, (19)

where A = [ a1 a2 · · · ar ] 6= 0, B, and C are 1 × r row
vectors, state x ∈ R, function g ∈ C0 (R,Rr) is of class
λ = 1, and non-constant input u ∈W 1,∞(R+,R). Denote

lim
κ→0+

g (κ)

|κ|
= G∗+ =

[
G∗+,1 G

∗
+,2 · · · G∗+,r

]
,

lim
κ→0−

g (κ)

|κ|
= G∗− =

[
G∗−,1 G

∗
−,2 · · · G∗−,r

]
.

For any i ∈ {1, 2, . . . , r}, assume that

G∗+,i, G
∗
−,i ≥ 0 whenever ai < 0, (20)

G∗+,i, G
∗
−,i ≤ 0 whenever ai > 0. (21)

Suppose that there exists some i0 ∈ {1, 2, . . . , r} such that

ai0 6= 0 and
∣∣G∗+,i0 ∣∣+

∣∣G∗−,i0 ∣∣ > 0. (22)

Then

• There exist E, γ1 > 0 such that ‖xγ‖∞ ≤ E, ∀γ > γ1.
3

• There exists a function qu ∈ W 1,∞ (R+,R) such that
‖σγ − qu‖1,∞ → 0, as γ → ∞ where ‖·‖1,∞ is the

norm of the Banach space W 1,∞ (R+,Rm).
• qu (0) = x0. Furthermore, for almost all t ≥ 0, we

have q̇u (t) = (Aqu (t) +Bu (t) + C) g∗ (u̇(t)), where
the function g∗ ∈ C0 (R,R) is defined as in equation
(6), i.e.

g∗ (ϑ) =

{
ϑG∗+ ϑ ≥ 0

−ϑG∗− ϑ < 0

Example. The LuGre model is described by [26]:

ẋ = u̇− θ |u̇|
µ (u̇)

x = [ 1 x ]

 u̇

−θ |u̇|
µ (u̇)

 = f (x) g (u̇) (23)

x (0) = x0, (24)

F = θx+ c1ẋ+ c2u̇, (25)

where parameters θ, c1, c2 > 0 are respectively the stiff-
ness, damping, and viscous friction coefficients, x ∈ R is
the average deflection of the bristles, x0 ∈ R is the initial
state, u ∈ W 1,∞(R+,R) is the relative displacement and
is the input of the system, and F is the friction force and
is the output of the system. The function µ : R → R is
defined as µ (α) = FC +(FS − FC) e−|α/vs|,∀α ∈ R, where
FC > 0 is the Coulomb friction force, FS > 0 is the stiction
force, and vs ∈ R is the Stribeck velocity.

The LuGre model can be written in the form of the
system (18)-(19) with A = [ a1 a2 ] = [ 0 1 ], B = [ 0 0 ],
and C = [ 1 0 ]. Furthermore, it can be easily checked
that Conditions (20)-(22) are satisfied. Thus, Lemma 4.2
implies that ‖σγ − qu‖1,∞ → 0, as γ → ∞, where the

function qu ∈W 1,∞ (R+,R) are defined for all t ≥ 0 as

qu (t) = x0 +

t∫
0

(
u̇ (τ)− θ |u̇ (τ)|

FS
qu (τ)

)
dτ. (26)

3 xγ is the output of the system (18)-(19) when we use the input
u ◦ sγ instead of the input u (see system (3)-(4))

32



0 0.5 1 1.5 2
−2

−1

0

1

2

3

t

σ γ,
F(t

)

 

 

 γ = 1000
 γ = 1800
 γ = 3500
 θq

u
(t) vs t

0 0.2 0.4 0.6 0.8 1
−2

−1

0

1

2

3

u(t)

σ γ,
F(t

)

 

 

 γ = 1000
 γ = 1800
 γ = 3500
 θq

u
(t) vs u(t)

Fig. 2: Left σγ,F (t) versus t. Right σγ,F (t) versus u(t).

Also, there exist some E, γ1 > 0 such that for all γ > γ1,
the solution of (23)-(24) is global with ‖xγ‖∞ ≤ E.

Now, the following analysis is not a part of Lemma 4.2, but
it follows straightforwardly from it. Let Fγ be the output
of the system when we use the input u ◦ sγ instead of u.
We obtain from (25) for almost all t ≥ 0 that

Fγ (t) = θxγ (t) + c1ẋγ (t) +
c2
γ
u̇ ◦ sγ (t) ,∀γ > 0,

which leads to

σγ,F (t) = θσγ (t) + c1
σ̇γ (t)

γ
+
c2
γ
u̇ (t) ,∀γ > 0, (27)

where σγ,F : R+ → Rm is defined as σγ,F (t) =
Fγ (γt) ,∀γ > 0,∀t ≥ 0.

Since ‖σγ − qu‖1,∞ → 0, as γ →∞, we have

lim
γ→∞

‖σγ − qu‖∞ = 0,

lim
γ→∞

‖σ̇γ − q̇u‖∞ = 0.

Thus, we obtain from the boundedness of u̇ and equation
(27) that limγ→∞ ‖σγ,F (t)− θqu‖∞ = 0, which means
that the operator which maps input u and initial state
x0 to output F is consistent.

The conclusion of the analysis is that the hysteresis loop
of the LuGre model is {(θq̇u (t) , u (t)) , t ≥ 0}, where qu
is given in (26). Observe that this conclusion has been
obtained due to the convergence of σγ in W 1,∞ (R+,R).

Simulations: Take θ = 4 N/m, vS = 0.001 m/s, FS = 3
N, FC = 1 N, c1 = 1 N-s/m, c2 = 1 N-s/m, and x (0) = 0
N. Let u ∈W 1,∞ (R+,R) be a function of period 2 that is
measured in meters such that u (t) = t, ∀t ∈ [0, 1] s, and
u (t) = 2− t, ∀t ∈ [1, 2] s. Figure 2 left shows the uniform
convergence of σγ,F to θqu as γ → ∞. Figure 2 right
shows that the graphs {(σγ (t) , u (t)) , t ≥ 0} converge to
the hysteresis loop {(θqu (t) , u (t)) , t ≥ 0}.

CONCLUSION

This paper presented a classification of the possible Duhem
models in terms of their consistency with the hysteresis
behavior. Three classes of models have been considered
in relation with the range of a parameter λ. For λ > 1
it has been shown that the corresponding generalized
Duhem model does not represent a hysteresis behavior. For
0 < λ < 1 it has been shown that the semilinear Duhem
model is not compatible with a hysteresis behavior. In all
other cases, necessary conditions and sufficient ones have
been derived to insure the consistency of the Duhem model
with the hysteresis property. Numerical simulations have
been carried out to illustrate the obtained results.
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