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REDUCTION OF POLYSYMPLECTIC MANIFOLDS

JUAN CARLOS MARRERO, NARCISO ROMÁN-ROY, MODESTO SALGADO, AND SILVIA VILARIÑO

Abstract. The aim of this paper is to generalize the classical Marsden-Weinstein reduction procedure
for symplectic manifolds to polysymplectic manifolds in order to obtain quotient manifolds which in-
herit the polysymplectic structure. This generalization allows us to reduce polysymplectic Hamiltonian
systems with symmetries, suuch as those appearing in certain kinds of classical field theories. As an
application of this technique, an analogous to the Kirillov-Kostant-Souriau theorem for polysymplectic
manifolds is obtained and some other mathematical examples are also analyzed.

Our procedure corrects some mistakes and inaccuracies in previous papers [28, 48] on this subject.
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1. Introduction

The problem of reduction of systems with symmetry has attracted the interest of theoretical physicists
and mathematicians, who have sought to reduce the number of equations describing the behavior of the
system by finding first integrals or conservation laws. The use of geometrical methods has proved to be a
powerful tool in the study of this topic, and was introduced by Marsden and Weinstein in their pioneering
work of reduction of autonomous Hamiltonian systems under the action of a Lie group of symmetries,
with regular values of their momentum maps [45] (see also [46] for a review of symplectic reduction).
In this case, the reduced phase space so-obtained is a symplectic manifold and inherits a Hamiltonian
dynamics from the initial system.

The Marsden-Weinstein technique was subsequently applied and generalized to many different situa-
tions; for instance, the reduction of Hamiltonian systems with singular values of the momentum map has
been studied in several papers such as [52] for the autonomous case, and [36] for the non-autonomous.
In both cases, a stratified symplectic manifold is obtained as a quotient manifold which, in the second
situation, is also endowed with a cosymplectic structure. Furthermore, with certain additional conditions,
the reduced phase space inherits a non-degenerate Poisson structure [3] (see also other references quoted
therein). The reduction of time-dependent regular Hamiltonian systems (with regular values) is developed
in the framework of cosymplectic manifolds in [2], obtaining a reduced phase space which is a cosymplec-
tic manifold. The study of autonomous systems coming from certain kinds of singular Lagrangians can
be found in [15], where the conditions for the reduced phase space to inherit an almost-tangent structure
are given. Some of the results here obtained are generalized to the case of non-autonomous singular
Lagrangian systems in [30]. Another approach to this question is adopted in [34], where the authors give
conditions for the existence of a regular Lagrangian function in the reduced phase space, which allows
them to construct the reduced cosymplectic or contact structure (and hence the reduced Hamiltonian
function) from it. Finally, a general study on reduction of presymplectic Hamiltonian systems with
symmetry is conducted in [24].

There are further cases in reduction theory; for instance, the theory of reduction of Poisson manifolds
is treated in works such as [32] and [42]. Reduction of cotangent bundles of Lie groups is considered in
[43]. As regards the subject of Lagrangian reduction, some works, such as [44], consider the problem from
the point of view of reducing variational principles (instead of reducing the almost tangent structure, as
is the case made in some of the above mentioned references), as well as other approaches to the so-called
Euler-Poincaré reduction [17, 22] and Routh reduction for regular and singular Lagrangians [19, 31]. The
study of reduction of non-holonomic systems can be found, for instance, in [7], [11], [16] and [40]. Finally,
in [10] a presentation of optimal control systems on coadjoint orbits related to reduction problems and
integrability is provided, although it is in previous papers such as [53] and [56], where an initial analysis
of the problem of symmetries of optimal control systems is carried out. A more general treatment of the
reduction problem of these kinds of systems using the reduction theory for presymplectic systems is given
in [23]. A different point of view on this topic using Dirac structures and implicit Hamiltonian systems
is adopted in [8] and [9]; wjile a further approach can be found in [47]. (Of course, this list of references
is far from complete).

With regard to the problem of reduction by symmetries of classical field theories, only partial results
have been achieved in the context of the Lagrangian and Poisson reduction, leading to the analogous
of the Lie-Poisson equation in classical mechanics [20], the Euler-Poincaré reduction in principal fiber
bundles [18, 21] and for discrete field theories [55], and other particular situations in multisymplectic
field theories. Nevertheless, although studies on symmetries and conservation laws in field theories have
already been carried out (see, for instance, [25, 27, 33, 41, 51] and the references quoted therein), a
complete generalization of the Marsden-Weinstein reduction theorem to the case of classical field theory
has yet to be obtained.

The main objective of this paper is to perform this generalization for one of the simplest geometric
formalisms of classical field theories: the so-called k-symplectic formalism [28] (on its Hamiltonian formu-
lation), and considering only the regular case. This k-symplectic formalism (also called polysymplectic

formalism) is the generalization to field theories of the standard symplectic formalism in autonomous
mechanics, and is used to give a geometric description of certain kinds of field theories: in a local descrip-
tion, those whose Lagrangian and Hamiltonian functions do not depend on the coordinates in the basis



REDUCTION OF POLYSYMPLECTIC MANIFOLDS 3

(in many of these theories, the space-time coordinates). The foundations of the k-symplectic formalism
are the k-symplectic manifolds [4, 5, 6, 35].

An innitial approach to reduction in this context was made in the seminal work of Gunther [28], where
the author attempts to apply the Marsden-Weinstein reduction theory for symplectic manifolds to the
polysymplectic case. Nevertheless, in this paper (in which the author wishes to generalize some technical
properties of the orthogonal symplectic complement to the analogous polysymplectic situation) the proof
of one of the fundamental results fails to hold true. A more recent attempt was made in [48] for reduction
of k-symplectic structures, but this article contains similar inaccuracies that invalidate the proof of the
theorem of reduction of the polysymplectic structure proposed there. On the other hand, a further
analogous erroneous attempt to extend the Marsden-Weinstein reduction theorem to multisymplectic
manifolds was made in [29]. A promising way to address this problem has been initiated very recently by
Bursztyn et al [13]. The key point in this approach is to use the notion of a multiplicative form in a Lie
groupoid (see [12, 14]). Another approach using a different and appropriate notion of a multi-momentum
map was proposed by Madsen and Swann [38, 39] (see also [54]). The theory is applied to closed forms
of arbitrary degree. Existence and uniqueness of multi-momentum maps was discussed and applications
to the reduction of several types of ”closed geometries of higher order” are given.

In this paper, we seek to correct these inaccuracies, although as we will see, the generalization of
the Marsden-Weinstein theorem to the polysymplectic context (for regular values of the corresponding
momentum maps) is not straightforward and some additional technical conditions must be added to the
usual hypothesis. We also study how a polysymplectic structure can be defined in the quotient space,
and then, when starting from a Hamiltonian polysymplectic system, how to reduce it.

The organization of the paper is as follows: Section 2 provides a brief review on polysymplectic
manifolds (in appendix A we present some typical examples of these structures). In particular, we review
Gunther’s reduction method and give a counterexample showing that this procedure is not correct.
The main results of the paper are presented in Section 3, where we study the reduction procedure for
polysymplectic structures in general, first considering the reduction by a submanifold in general, and
then stating the Marsden-Weinstein reduction theorem for this case. As an application, some typical
examples are analyzed; namely, the reduction of cotangent bundles of k1-covelocities and the Kirillov-
Kostant-Souriau theorem for polysymplectic manifolds. In Section 4, the above results are applied and
completed in order to reduce polysymplectic Hamiltonian systems, and the procedure is applied to certain
kinds of Hamiltonian polysymplectic systems defined in cotangent bundles of k1-covelocities, as well as
to the problem of harmonic maps, as a particular example.

Troughout this work, manifolds are real, paracompact, connected and C∞, maps are C∞, and sum
over crossed repeated indices is understood. G denotes a Lie group and g its Lie algebra.

2. Comments on Günther’s polysymplectic reduction: A counterexample.

In [28], Günther extends the Marsden-Weinstein reduction [45] to the polysymplectic setting. However,
as commented in the introduction to the present paper, the description given by Günther contains some
mistakes. In this section we discuss this fact and present a simple counterexample of Günther’s results;
in particular, we see that Lemma 7.5 and Theorem 7.6 in [28] are incorrect. First, we recall the notions
of a polysymplectic manifold, a polysymplectic action and momentum map, and then in section 2.2 we
discuss Günther’s results on reduction.

2.1. Polysymplectic manifolds, actions and momentum maps. In this section we review the con-
cept of a polysymplectic structure introduced by Günther in [28] and some necessary notions for the
reduction procedure described by this author (for further details see [28] and also [48]).

Definition 2.1. Let M be a differentiable manifold of dimension n. A k-polysymplectic structure in M
is a closed nondegenerate Rk-valued 2-form

ω̄ =

k∑

A=1

ωA ⊗ rA ,

where {r1, . . . , rk} denotes the canonical basis of Rk. The pair (M, ω̄) is called a k-polysymplectic manifold
or simply a polysymplectic manifold.
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Some typical examples of polysymplectic manifolds are analyzed in Appendix A

The following proposition characterizes the polysymplectic structures:

Proposition 2.2. Let M be a differentiable manifold of dimension n. The following conditions are
equivalent:

(1) M has a k-polysymplectic structure ω̄.
(2) There exists a family of k closed 2-forms (ω1, . . . , ωk) such that

(2.1)

k⋂

A=1

ker ωA = 0 .

Throughout this paper we use this characterization of a polysymplectic structure. Thus, a family
of k closed 2-forms (ω1, . . . , ωk) such that (2.1) holds is called a k-polysymplectic structure or simply a
polysymplectic structure.

Remark 2.3. The definition of a polysymplectic manifold is the differentiable version of the notion of
a polysymplectic vector space: a polysymplectic structure on a vector space V is a family of k skew-
symmetric bilinear maps ω1, . . . , ωk such that ker ω1 ∩ . . . ∩ ker ωk = {0}.

Definition 2.4. An action Φ: G×M → M of a Lie group G on a polysymplectic manifold (M,ω1, . . . , ωk),
is said to be a polysymplectic action if for each g ∈ G, the diffeomorphism

Φg : M → M
x 7→ Φ(g, x)

is polysymplectic; that is, for A = 1, . . . , k,

Φ∗

gω
A = ωA

As in the symplectic case, we can introduce the notion of a momentum map for polysymplectic actions
in a natural way:

Definition 2.5. Let (M,ω1, . . . , ωk) be a polysymplectic manifold and Φ: G×M → M a polysymplectic
action. A mapping

J ≡ (J1, . . . , Jk) : M → g∗× k. . . ×g∗

is said to be a momentum mapping for the action Φ if for each ξ ∈ g,

iξMωA = dĴA
ξ ,

where ĴA
ξ : M → R is the map defined by

ĴA
ξ (x) = JA(x)(ξ) , x ∈ M

and ξM is the infinitesimal generator of the action corresponding to ξ.

Remark 2.6. In the particular case k = 1, the above definition reduces to the definition of the momentum
mapping for a symplectic action. (See [1]).

If G is a Lie group, we may define an action of G over g∗× k. . . ×g∗ by

(2.2)
Coadk : G× g∗× k. . . ×g∗ → g∗× k. . . ×g∗

(g, µ1, . . . , µk) 7→ Coadk(g, µ1, . . . , µk) = (Coad(g, µ1), . . . , Coad(g, µk)) ,

where Coad denotes the usual coadjoint action

Coad : G× g∗ → g∗

(g, µ) 7→ µ ◦Adg−1

Coadk is called the k-coadjoint action (see Appendix A).

Definition 2.7. A momentum mapping J ≡ (J1, . . . , Jk) : M → g∗× k. . . ×g∗ for the action Φ is said to
be Coadk-equivariant if, for every g ∈ G and x ∈ M ,

(2.3) J(Φg(x)) = Coadkg(J(x)) ;
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that is, the following diagram is commutative

M

Φg

��

J
// g∗× k. . . ×g∗

Coadk
g

��

M
J

// g∗× k. . . ×g∗

Remark 2.8. (1) Observe that, for every g ∈ G and x ∈ M , the condition (2.3) is equivalent to

JA(Φg(x)) = Coadg(J
A(x)) , for every A = 1, . . . , k .

(2) If J is Coadk-equivariant then TmJ(ξM (m)) = ξ
g∗× k...×g∗

(J(m)), for m ∈ M and ξ ∈ g, where

ξ
g∗× k...×g∗

is the infinitesimal generator of Coadk asociated with ξ.

Definition 2.9. A polysymplectic manifold endowed with a polysymplectic action of a Lie group and
a Coadk-equivariant momentum map, (M ;ω1, . . . , ωk; Φ; J), is said to be a polysymplectic Hamiltonian
G-space.

In this setting we can prove a result which generalizes Lemma 4.3.2 in [1]. First we need to introduce
the following concept: let (V, ω1, . . . , ωk) be a polysymplectic vector space and W be a subspace. The
polysymplectic orthogonal complement of W is the linear subspace of V defined by

W⊥,k = {v ∈ V |ω1(v, w) = . . . = ωk(v, w) = 0, for every w ∈ W} =

k⋂

A=1

W⊥,ωA

.

(A complete description of the k-th orthogonal complement and its properties can be found in [37]).
Then:

Lemma 2.10. Let Φ: G×M → M be a polysymplectic action with momentum mapping J : M → g∗× k. . .
×g∗, and let µ ∈ g∗× k. . . ×g∗ be a regular value of J . If m ∈ J−1(µ) and Gµ is the isotropy group of µ
under the k-coadjoint action, we have:

(1) Tm(Gµ ·m) = Tm(G ·m) ∩ Tm(J−1(µ)) and
(2) Tm(J−1(µ)) = T⊥,k

m (G ·m), where ⊥,k denotes the polysymplectic orthogonal complement.

Proof. For (1), observe that v ∈ Tm(G ·m) if and only if there exists ξ ∈ g such that v = ξM (m). Then,
to check (1) is equivalent to proving that ξM (m) ∈ Tm(Gµ · m) if and only if ξM (m) ∈ Tm(J−1(µ)), or
equivalently ξ ∈ gµ if and only if ξM (m) ∈ Tm(J−1(µ)).

Now, note that ξM (m) ∈ Tm(J−1(µ)) if and only if J∗(m)(ξM (m)) = 0, that is ξ
g∗× k...×g∗

(J(m)) = 0.

Since m ∈ J−1(µ), we have that ξ
g∗× k...×g∗

(µ) = ξ
g∗× k...×g∗

(J(m)) = 0 and then ξ ∈ gµ. Therefore (1)

holds.

For the item (2), we have

X ∈ T⊥,k
m (G ·m) ⇔ωA(m)(X, ξM (m)) = 0, ∀ξ ∈ g and ∀A = 1, . . . , k

⇔ dĴA
ξ (m)(X) = 0, ∀ξ ∈ g and ∀A = 1, . . . , k

⇔TmJA(X) = 0, ∀A = 1, . . . , k

⇔X ∈ Tm(J−1(µ)) .

2.2. Günther’s reduction: a counterexample. The idea of the reduction of polysymplectic manifolds
is to generalize the Marsden-Weinstein reduction procedure for symplectic manifolds to polysymplectic
manifolds in order to obtain quotient manifolds which inherit the polysymplectic structure.

A first but incomplete attempt at reduction in this setting was made in [28] (see also [48]). In this
direction, the main result in Günther’s paper is the following:

Theorem 2.11. Let Φ: G×M → M be a polysymplectic action with momentum map J : M → g∗× k. . .
×g∗, and let µ ∈ g∗× k. . . ×g∗ a regular value of J . Then there exists uniquely a polysymplectic form
ω̄µ on Mµ = J−1(µ)/Gµ with π∗

µω̄µ = i∗µω̄, where πµ : J
−1(µ) → Mµ is the canonical projection and

iµ : J
−1(µ) → M is the canonical inclusion.
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The proof of this theorem is based on the following lemma (Lemma 7.5 in [28]).

Lemma 2.12. Under the same conditions as in Theorem 2.11, if m ∈ J−1(µ) the following relations
hold:

(1) Tm(J−1(µ)) = T⊥,k
m (G ·m),

(2) Tm(Gµ ·m) = T⊥,k
m (G ·m) ∩ T⊥,k

m (J−1(µ)) .

Let us observe that the above lemma is true for symplectic manifolds (and in this case it coincides
with Lemma 2.10), but in general it is not true for polysymplectic manifolds. The key point is that if
W is a subspace of a polysymplectic vector space (V, ω1, . . . , ωk) then it is not true, in general, that
(W⊥,k)⊥,k = W , and in the above lemma Günther assumes that the identity (W⊥,k)⊥,k = W holds.
Next, we present a simple counterexample of the above results.

Let (N,ω) be a symplectic manifold, then M = N × N has a polysymplectic structure given by
ωA = pr∗Aω, A = 1, 2, pr1 and pr2 being the canonical projections.

Let φ : G × N → N be a free and proper symplectic action with equivariant momentum mapping
J̃ : N → g∗. Then we can define a free and proper polysymplectic action by

Φ: G× (N ×N) → N ×N

(g, (x, y)) 7→ (φg(x), φg(y))

and a Coad2-equivariant momentum mapping for Φ given by

J : M = N ×N → g∗ × g∗

(x, y) → (J̃(x), J̃(y))

Let µ = (µ1, µ2) ∈ g∗ × g∗ be. Since the action φ is free and proper, µ1 and µ2 are regular values of

J̃ , and then µ is a regular value of J . Therefore, Gµ acts free and properly on J−1(µ) and this implies
that J−1(µ)/Gµ is a smooth quotient manifold.

Next, we see that, for this example, item (2) in Lemma 2.12 does not hold. In fact, we know that

T(x1,x2)J
−1(µ) = {(v1, v2) ∈ Tx1N × Tx2N | J̃∗(x1)(v1) = 0, J̃∗(x2)(v2) = 0}

= Tx1(J̃
−1(µ1))× Tx2(J̃

−1(µ2)),

T(x1,x2)(G · (x1, x2)) = {(ξN (x1), ξN (x2)) | ξ ∈ g}

and, as a consequence of item (2) in Lemma 2.10, we have that

T⊥,2
(x1,x2)

(G · (x1, x2)) = Tx1(J̃
−1(µ1))× Tx2(J̃

−1(µ2)) .

On the other hand, using again Lemma 2.10, we know that

T(x1,x2)

(
Gµ · (x1, x2)

)
=T(x1,x2)

(
G · (x1, x2)

)
∩ T(x1,x2)(J̃

−1(µ))(2.4)

={(ξN (x1), ξN (x2)) | ξ ∈ gµ1 ∩ gµ2} .

Finally,

T(x1,x2)J
−1(µ) ∩ T⊥,2

(x1,x2)
J−1(µ) =

(
Tx1(J̃

−1(µ1))× Tx2(J̃
−1(µ2))

)
∩
(
Tx1(J̃

−1(µ1))× Tx2(J̃
−1(µ2))

)⊥,2

=
(
Tx1(J̃

−1(µ1))× Tx2(J̃
−1(µ2))

)
∩
(
T⊥

x1
(J̃−1(µ1))× T⊥

x2
(J̃−1(µ2))

)

=
(
Tx1(J̃

−1(µ1)) ∩ T⊥

x1
(J̃−1(µ1))

)
×
(
Tx2(J̃

−1(µ2)) ∩ T⊥

x2
(J̃−1(µ2))

)

=Tx1(Gµ1 · x1)× Tx2(Gµ2 · x2) = {(ξN (x1), ηN (x2)) | ξ ∈ gµ1 , η ∈ gµ2} .(2.5)

Remark 2.13. In (2.5) the symbol ⊥ denotes the symplectic orthogonal of a subspace. Moreover, we
use the following result: If (V, ω) is a symplectic vector space, and W,W ′ are two subspaces of the vector
space V , then (W ×W ′)⊥,2 = W⊥ × (W ′)⊥.

Using (2.4) and (2.5), it follows that T(x1,x2)

(
Gµ · (x1, x2)

)
⊂ T(x1,x2)J

−1(µ) ∩ T⊥,2
(x1,x2)

J−1(µ), but in

general these two spaces are different. Therefore, item (2) in Lemma 2.12 is not always right. This implies
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that the quotient space Mµ = J−1(µ)/Gµ is not, in general, a polysymplectic manifold and Theorem

2.11 is not true, in general (note that Tπµ(x1,x2)Mµ
∼=

T(x1,x2)J
−1(µ)

T(x1,x2)(Gµ · (x1, x2))
for (x1, x2) ∈ J−1(µ)).

As a consequence, we see that the generalization of the Marsden-Weinstein reduction theorem to the
polysymplectic setting is not straightforward, and some additional technical conditions must be added to
the usual hypothesis.

Remark 2.14. Note that the quotient vector space
T(x1,x2)J

−1(µ)

T(x1,x2)J
−1(µ) ∩ T⊥,2

(x1,x2)
J−1(µ)

is polysymplectic.

In addition, using (2.5), we have that

T(πµ1(x1),πµ2(x2))

(
J̃−1(µ1)/Gµ1 × J̃−1(µ2)/Gµ2

)
∼=

T(x1,x2)J
−1(µ)

T(x1,x2)J
−1(µ) ∩ T⊥,2

(x1,x2)
J−1(µ)

for (x1, x2) ∈ J−1(µ) = J̃−1(µ1)× J̃−1(µ2), where πµi
: J̃−1(µi) → J̃−1(µi)/Gµi

is the canonical projec-
tion, i ∈ {1, 2}.

Thus, J̃−1(µ1)/Gµ1 × J̃−1(µ2)/Gµ2 is a polysymplectic manifold (in fact, it is the product of the two

reduced symplectic manifolds J̃−1(µ1)/Gµ1 and J̃−1(µ2)/Gµ2).

In the following Section 3, we develop a Marsden-Weinstein reduction procedure for polysymplectic
manifolds in such a way that when we apply this procedure to the polysymplectic manifold M = N ×N
the resultant reduced polysymplectic manifold is just J̃−1(µ1)/Gµ1 × J̃−1(µ2)/Gµ2 .

3. Reduction of polysymplectic manifolds

The general setting of reduction (going back to E. Cartan) is the following (see [1], pag 298):

“Suppose that M is a manifold and ω is a closed 2-form on M ; let

ker ω = {v ∈ TM | ıvω = 0}

the characteristic distribution of ω and call ω regular if ker ω is a subbundle of TM .
In the regular case, we note that ker ω is an involutive distribution. By Frobenius’s
theorem ker ω is integrable and hence it defines a foliation F on M . Form the quotient
space M/F by identification of all points on a leaf. Assume now that M/F is a manifold,
the canonical projection M → M/F being a submersion. Then, the tangent space at
a point πµ(x) is isomorphic to TxM/ ker ω(x) and hence ω projects on a well-defined
closed, nondegenerate 2-form on M/F; that is, M/F is a symplectic manifold.”

Marsden and Weinstein [45] apply this general result to the case of submanifolds defined by the level
sets of a Coad-equivariant momentum mapping of a given symplectic action.

The aim of this section it to extend these results to polysymplectic manifolds, that is, we want define
quotients of polysymplectic manifolds which inherit the respective structure in a way analogous to the
Marden-Weinstein reduction for a symplectic manifold.

3.1. Polysymplectic reduction by a submanifold. First we consider a general setting for reduction.
By Frobenius’ theorem we obtain the following lemma:

Lemma 3.1. Let (M,ω1, . . . , ωk) be a polysymplectic manifold and S be a submanifold of M with injective

immersion i : S → M . If the distribution on S given by

k⋂

A=1

ker (i∗ωA) has constant rank then it defines

a foliation FS on S.

Proof. Our distribution is given by

x ∈ S →

k⋂

A=1

ker (i∗ωA)(x) ⊆ TxS .
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Observe that i∗ωA is a closed 2-form on S. Thus, if X,Y ∈ X(S) are tangent to the distribution then so
is [X,Y ]. In fact, we have that

ı[X,Y ](i
∗ωA) = LX ıY (i

∗ωA)− ıY LX(i∗ωA) = −ıY
(
ıXd(i∗ωA) + dıX(i∗ωA)

)
= 0 .

By Frobenius’ theorem, our distribution is integrable and hence defines a foliation FS on S.

Remark 3.2. Note that for each x ∈ S, the following relations holds (see [37])

k⋂

A=1

ker (i∗ωA)(x) = TxS ∩ T⊥,k
x S .

Theorem 3.3. Let (M,ω1, . . . , ωk) be a polysymplectic manifold and let S be a submanifold of M with
injective immersion i : S → M . Assume that

• The distribution

k⋂

A=1

ker (i∗ωA) has constant rank,

• The quotient space S/FS is a manifold and the canonical projection π : S → S/FS is a submersion.

Then, there exists a unique polysymplectic structure (ω1
S
, . . . , ωk

S
) on S/FS such that, for every A = 1, . . . , k

the following relation holds:

π∗ωA
S
= i∗ωA .

Proof. If x is a point of S, then the tangent space Tπ(x) (S/FS) to S/FS at the point π(x) is isomorphic
to the quotient space TxS/FS(x).

Now we shall see that the 2-form i∗ωA is π-projectable, that is, it is basic with respect to the foliation
FS. Obviously, if X ∈ X(S) is tangent to FS, then ıX(i∗ωA) = 0 and thus

LX(i∗ωA) = dıX(i∗ωA) + ıXd(i∗ωA) = 0 .

Hence every i∗ωA will project on a well-defined 2-form ω̃A
S

on S/FS such that

π∗ω̃A
S = i∗ωA .

Now we prove that ω̃A
S

is closed. Indeed

0 = d(i∗ωA) = d(π∗ω̃A
S
) = π∗

(
dω̃A

S

)
.

As π and π∗ are surjective, we obtain that π∗ is injective and thus dω̃A
S
= 0 .

Finally, we will prove that

k⋂

A=1

Ker ω̃A
S = 0. Let [vx] = Txπ(vx) ∈ Tπ(x) (S/FS) be such that

ı[vx]ω̃
A
S (π(x)) = 0 .

Furthermore, if wx ∈ TxS we obtain that
(
ıvx(i

∗ωA)(x)
)
(wx) = (i∗ωA)(x)(vx, wx) =

(
π∗ω̃A

S

)
(x)(vx, wx)

= ω̃A
S
(π(x))(π∗(x)(vx), π∗(x)(wx)) =

(
ı[vx]ω̃

A
S
(π(x))

)
([wx]) = 0 .

Thus,

vx ∈

k⋂

A=1

ker (i∗ωA)(x) ,

that is, vx is tangent to FS and then [vx] = π∗(x)(vx) = 0.
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3.2. Marsden-Weinstein reduction for polysymplectic manifolds. In this section we apply the
above general result to the case of submanifolds defined as the level sets of a Coadk-equivariant momentum
mapping of a given polysymplectic action. Our formulation follows the scheme of Marsden and Weinstein
[45].

Throughout this section we consider a polysymplectic Hamiltonian G-space (M,ω1, . . . , ωk; Φ, J).

The aim of this section is to impose conditions that guarantee that J−1(µ)/Gµ is a quotient manifold
with a polysymplectic structure (ω1

µ, . . . , ω
k
µ).

As a consequence of a well-known result, one obtains:

Lemma 3.4. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space. If µ = (µ1, . . . , µk) ∈
g∗× k. . . ×g∗ is a regular value of the momentum map J ≡ (J1, . . . , Jk) (by Sard’s theorem, it takes place
for “almost all” µ), then

S = J−1(µ) = J−1(µ1, . . . , uk)

is a regular submanifold of M .

Therefore, we can apply the general theorem of polysymplectic reduction (see Theorem 3.3) by a
submanifold with S = J−1(µ), and we obtain the following

Theorem 3.5. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space and µ = (µ1, . . . , µk) ∈
g∗× k. . . ×g∗ be a regular value of the momentum map J ≡ (J1, . . . , Jk). We denote by i : S = J−1(µ) →
M the canonical inclusion. Let us assume that:

• The distribution

k⋂

A=1

ker (i∗ωA) has constant rank (we denote by FJ−1(µ) the induced foliation),

• J−1(µ)/FJ−1(µ) is a manifold and the canonical projection πµ : J
−1(µ) → J−1(µ)/FJ−1(µ) is a

submersion.

Then there exists an unique polysymplectic structure (ω1
µ, . . . , ω

k
µ) on J−1(µ)/FJ−1(µ) such that the fol-

lowing relationship holds for every A = 1, . . . , k

π∗

µω
A
µ = i∗ωA .

Now we seek conditions, expressed in terms of the elements of the polysymplectic Hamiltonian G-space
(M,ω1, . . . , ωk; Φ, J), such that the two assumptions made in the previous theorem are satisfied. The
first point is to study the following question:

Under what conditions does the distribution

k⋂

A=1

ker (i∗ωA) have constant rank?.

Now we study this question, giving conditions that guarantee

k⋂

A=1

ker (i∗ωA) = Tx(Gµ · x), for every

x ∈ J−1(µ), and assuming that the action of Gµ on J−1(µ) is free. In such a case, the leaves of the
induced foliation FJ−1(µ) are the orbits of the action of Gµ on J−1(µ).

Lemma 3.6. Let µ = (µ1, . . . , µk) be a regular value of J .

(1) If GµA
denotes the isotropy subgroup of G under the coadjoint action Coad at µA ∈ g∗ and gµA

its Lie algebra, then

Gµ = G(µ1,...,µk) =

k⋂

A=1

GµA
and gµ = g(µ1,...,µk) =

k⋂

A=1

gµA
.

(2) Gµ acts on J−1(µ) and the orbit space J−1(µ)/Gµ is well-defined.
(3) For every x ∈ J−1(µ),

Tx(Gµ · x) ⊆
k⋂

A=1

ker (i∗ωA)(x) .
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Proof. (1) Using (2.2), one obtains:

Gµ = {g ∈ G | Coadkg(µ) = µ} = {g ∈ G | Coadg(µA) = µA , for A = 1, . . . , k}

=

k⋂

A=1

{g ∈ G | Coadg(µA) = µA} =

k⋂

A=1

GµA
.

As a consequence of this identity, it is immediate to prove the analogous relationship among the
Lie algebras.

(2) From the polysymplectic action Φ: G×M → M , we define the action

Φµ : Gµ × J−1(µ) → J−1(µ)

(g, x) 7→ Φµ(g, x) : = Φ(g, x)

This is a well-defined map. Indeed, let (g, x) ∈ Gµ × J−1(µ) ⊂ G × M , then as J is Coadk-
equivariant, we have:

J(Φµ(g, x)) = J(Φ(g, x)) = Coadkg(J(x)) = Coadkg(µ) = µ .

Therefore, if (g, x) ∈ Gµ × J−1(µ) then Φµ(g, x) ∈ J−1(µ).
(3) We consider the action Φµ : Gµ × J−1(µ) → J−1(µ). If gµ is the Lie algebra of Gµ we have

Tx(Gµ · x) = {ξJ−1(µ)(x) | ξ ∈ gµ} .

If ξJ−1(µ)(x) ∈ Tx(Gµ · x), then ξJ−1(µ)(x) ∈

k⋂

A=1

ker (i∗ωA)(x) if, and only if,

(i∗ωA)(x)
(
ξJ−1(µ)(x), Xx

)
= 0

for every Xx ∈ Tx(J
−1(µ)). Now, we have

(i∗ωA)(x)
(
ξJ−1(µ)(x), Xx

)
= ωA(x)(ξM (x), Xx) = (ıξMωA)(x)(Xx) = (dĴA

ξ )(x)(Xx) = Xx(Ĵ
A
ξ ) .

But as Xx ∈ Tx(J
−1(µ)), we obtain that

0 = TxJ(Xx) = (TxJ
1(Xx), . . . , TxJ

k(Xx)) ,

and thus, 0 = TxJ
A(Xx) = 0. Therefore, for ξ ∈ g we have

(
TxJ

A(Xx)
)
(ξ) = 0 ;

that is, Xx(Ĵ
A
ξ ) = 0.

From this lemma we obtain that,

Tx(Gµ · x) ⊆

k⋂

A=1

ker (i∗ωA)(x) = Tx(J
−1(µ)) ∩ T⊥,k

x (J−1(µ)) for every x ∈ J−1(µ),

but, in general, the condition

(3.1)

k⋂

A=1

ker (i∗ωA)(x) ⊆ Tx(Gµ · x)

does not hold. Note that if (3.1) holds and the action of Gµ on J−1(µ) is free then the distribution
k⋂

A=1

ker (i∗ωA) has constant rank. In addition, if the action of Gµ on J−1(µ) is proper, then J−1(µ)/Gµ

is a quotient manifold which admits a polysymplectic structure. In fact,

J−1(µ)/Gµ = J−1(µ)/FJ−1(µ) .

So, a new natural question arises:

Under what conditions can it be assured that Tx(Gµ · x) =

k⋂

A=1

ker (i∗ωA)(x), for every x ∈ J−1(µ)?
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Now we give conditions that guarantee that

Tx(Gµ · x) =

k⋂

A=1

ker (i∗ωA)(x), for every x ∈ J−1(µ) ,

which implies that Tx(J
−1(µ))/Tx(Gµ · x) is a polysymplectic vector space.

First, we recall the following immediate result, which is fundamental in our description.

Lemma 3.7. Let ΠA : V → VA be k epimorphisms of real vector spaces of finite dimension. Assume

that there exists a symplectic structure ωA on VA for each index A and
⋂k

A=1 ker ΠA = {0}, then
(V,Ω1, . . . ,Ωk), with ΩA = Π∗

Aω
A is a polysymplectic vector space.

We consider again the example described in Section 2.2 (see Remark 2.14). In this example, the

reduced polysymplectic manifold is the product of two reduced symplectic manifolds: J̃−1(µ1)/Gµ1 and

J̃−1(µ2)/Gµ2 . Using this fact for each (x1, x2) ∈ J−1(µ) we can obtain the reduced polysymplectic
structure by applying Lemma 3.7 as follows

V = T(πµ1(x1),πµ2 (x2))

(
J̃−1(µ1)/Gµ1 × J̃−1(µ2)/Gµ2

)

and

VA = TπµA
(xA)

(
J̃−1(µA)/GµA

)
= TxA

(J̃−1(µA))/TxA
(GµA

· xA) .

Observe that the vector spaces VA can be described as the quotients

VA =

(
ker T(x1,x2)J

A

ker ωA(x1, x2)

)

{[ξM (x1, x2)] | ξ ∈ gµA
}

where JA = J̃ , for A ∈ {1, 2}, ker ω1(x1, x2) = {0} × Tx2N and ker ω2(x1, x2) = Tx1N × {0}.

We now return to the general case of a polysymplectic Hamiltonian G-space (M,ω1, . . . , ωk; Φ, J) and
assume that µ = (µ1, . . . , µk) is a regular value of the momentum map J : M → g∗× k. . . ×g∗. Then, using
that J is a momentum map, we deduce that ker ωA(x) is a subspace of ker TxJ

A. In fact, if X ∈ kerωA(x)

and ξ ∈ g, we have that {(TxJ
A)(X)}(ξ) = dJ̃A

ξ (X) = (ıξMωA)(x)(X) = −(ıXωA)(x)(ξM (x)) = 0. On

the other hand, since GµA
acts on (JA)−1(µA), it follows that {ξM (x) | ξ ∈ gµA

} is also a subspace of

ker TxA
JA. Thus, if prMA : TxM →

TxM

ker ωA(x)
is the canonical projection, we have that prMA ({ξM (x) | ξ ∈

gµA
} = {[ξM (x)] | ξ ∈ gµA

} is a subspace of
kerTxJ

A

ker ωA(x)
. Therefore, as in the previous example, we can

consider the quotient space

VA =

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}

Thus, the problem of finding conditions that guarantee that Tx(Gµ · x) =
k⋂

A=1

Ker (i∗ωA)(x) can be

decomposed in two steps:

(1) To prove that, for every x ∈ J−1(µ), the vector space

VA =

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}

is a symplectic vector space, where [ξM (x)] = prMA (ξM (x)) and prMA : TxM →
TxM

ker ωA(x)
is the

canonical projection.
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(2) To find conditions guaranteeing that we can define k linear epimorphisms

π̃A
x : Tπµ(x)(J

−1(µ)/Gµ) −→

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}

such that

k⋂

A=1

ker π̃A
x = {0}.

We see that these conditions also imply that Tx(Gµ · x) =

k⋂

A=1

ker (i∗ωA)(x).

• Step 1.

As mentioned above, our aim is to prove the following proposition

Proposition 3.8. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space and µ = (µ1, . . . , µk) ∈
g∗× k. . . ×g∗ be a regular value of J , then for A = 1, . . . , k and x ∈ J−1(µ) we have that

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}

is a symplectic vector space.

The idea of the proof is to obtain a family of closed 2-forms in the different quotient spaces of the
following diagram, (based on Marsden-Weinstein’s reduction procedure):

ker TxJ
A , ωJA(x)

iAx
//

prJ
A

��

TxM , ωA(x)

prMA

��

ker TxJ
A

ker ωA(x)
, ω̃JA(x)

ĩAx
//

p̃rA

��

TxM

ker ωA(x)
, ω̃A(x)

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}
, ωµA

(x)

Before proving this proposition, we first need some lemmas in which we assume the same hypothesis
as in Proposition 3.8. The first is a straightforward consequence of the definition of a symplectic form on
a vector space and the definition of ker ωA(x).

Lemma 3.9. For every A = 1, . . . , k, there exists a unique symplectic form ω̃A(x) on
TxM

ker ωA(x)
such

that

[prMA ]∗[ω̃A(x)] = ωA(x) .

Now we consider the quotient space
ker TxJ

A

ker ωA(x)
, and the vectorial subspaces of

TxM

ker ωA(x)
defined by

{[ξM (x)] | ξ ∈ g} and {[ξM (x)] | ξ ∈ gµA
} which satisfy the following properties:

Lemma 3.10.

(1) {[ξM (x)] | ξ ∈ gµA
} = {[ξM (x)] | ξ ∈ g} ∩

ker TxJ
A

ker ωA(x)
.
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(2)
ker TxJ

A

ker ωA(x)
= {[ξM (x)] | ξ ∈ g}⊥, where the symbol ⊥ denotes the symplectic orthogonal in

TxM

ker ωA(x)
with respect to ω̃A(x).

(3)

[
ker TxJ

A

ker ωA(x)

]⊥
= {[ξM (x)] | ξ ∈ g}.

(4) {[ξM (x)] | ξ ∈ gµA
} =

ker TxJ
A

ker ωA(x)
∩

[
ker TxJ

A

ker ωA(x)

]⊥
.

Proof. (1) The proof of this item is similar to the proof of item (i) of Lemma 4.3.2 in [1].
(2) Taking into account that ker ωA(x) ⊆ ker TxJ

A, the proof of this item is similar to the proof of
item (ii) of Lemma 4.3.2 in [1].

(3) It is a consequence of (2), since ω̃A(x) is symplectic.
(4) It is a consequence of items (1) and (3) of this lemma.

Lemma 3.11. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space, µ = (µ1, . . . , µk) ∈

g∗× k. . . ×g∗ be a regular value of J and ω̃A(x) the symplectic structure on
TxM

ker ωA(x)
defined in Lemma

3.9. Then there exists a skew-symmetric bilinear form ω̃JA(x) on
ker TxJ

A

ker ωA(x)
such that

[prJ
A

]∗ω̃JA(x) = ωJA(x) ,

where prJ
A

: ker TxJ
A →

ker TxJ
A

ker ωA(x)
is the canonical projection, iAx : ker TxJ

A → TxM is the canonical

inclusion and ωJA(x) : = (iAx )
∗[ωA(x)]. Moreover, taking the inclusion ĩAx :

ker TxJ
A

ker ωA(x)
−→

TxM

ker ωA(x)
,

the following relation holds:

ω̃JA(x) = [ĩAx ]
∗[ω̃A(x)]

Proof. Consider the 2-form on ker TxJ
A defined by

ωJA(x) = (iAx )
∗[ωA(x)] ;

that is, if vx, wx ∈ ker TxJ
A then

ωJA(x)(vx, wx) = ωA(x)(iAx (vx), i
A
x (wx)) = ωA(x)(vx, wx) .

Taking into account that ker ωA(x) ⊆ ker TxJ
A, it is easy to prove that

(3.2) ker ωA(x) ⊆ ker ωJA(x) .

As (3.2) holds, ωJA(x) induces a well-defined 2-form ω̃JA(x) on the vector space
ker TxJ

A

ker ωA(x)
. Furthermore,

it is clear that [prJ
A

]∗ω̃JA(x) = ωJA(x). Moreover, ω̃JA(x) is the restriction of ω̃A(x) to the subspace
ker TxJ

A

ker ωA(x)
. Indeed, by definition, ω̃JA(x) is characterized by [prJ

A

]∗ω̃JA(x) = ωJA(x). In addition, we

have that

ωJA(x) = (iAx )
∗(ωA(x)) = (iAx )

∗

(
(prMA )∗ω̃A(x)

)
= (prMA ◦ iAx )

∗(ω̃A(x))

= (ĩAx ◦ prJ
A

)∗(ω̃A(x)) = (prJ
A

)∗
(
(ĩAx )

∗(ω̃A(x))
)
,

and then ω̃JA(x) = (ĩAx )
∗(ω̃A(x)).

Now, as a consequence of the above lemmas, we are able to prove Proposition 3.8.
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Proof of Proposition 3.8. We have that {[ξM (x)] | ξ ∈ gµA
} is a subspace of

ker TxJ
A

ker ωA(x)
. Then, we can

consider the quotient vector space

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}
, with canonical projection

p̃rA :
ker TxJ

A

ker ωA(x)
−→

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}
.

Now, using item (4) in Lemma 3.10, it is easy to prove that ω̃JA(x) induces a well-defined non-degenerate

2-form ωµA
(x) on

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}
given by

ωµA
(x)(

[
[vx]
]
,
[
[wx]

]
) : = ω̃JA(x)([vx], [wx]) , for [vx], [wx] ∈

ker TxJ
A

ker ωA(x)
.

• Step 2.

In this step we assume that the action of Gµ on J−1(µ) is free and proper, and thus J−1(µ)/Gµ is a
quotient manifold. Then we can define k linear morphisms

π̃A
x : Tπµ(x)(J

−1(µ)/Gµ) −→

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}

In fact:

Proposition 3.12. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space and let µ =
(µ1, . . . , µk) ∈ g∗× k. . . ×g∗ be a regular value of J . Suppose that Gµ acts freely and properly on J−1(µ),
then:

(1) For every x ∈ J−1(µ), Tπµ(x)(J
−1(µ)/Gµ) ≡

Tx(J
−1(µ))

Tx(Gµ · x)
≡

⋂k
A=1 ker TxJ

A

{ξJ−1(µ)(x) | ξ ∈ gµ}

(2) There exists a linear map between the quotient vector spaces Tπµ(x)(J
−1(µ)/Gµ) ≡

Tx(J
−1(µ))

Tx(Gµ · x)

and

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)] | ξ ∈ gµA
}
, for every A = 1, . . . , k.

Proof. (1) As πµ : J
−1(µ) → J−1(µ)/Gµ is a submersion, given x ∈ M , the map

Txπµ : Tx(J
−1(µ)) → Tπµ(x)(J

−1(µ)/Gµ)

is surjective and its kernel is the tangent space to π−1
µ {πµ(x)} = Gµ · x. Therefore,

Tπµ(x)(J
−1(µ)/Gµ) ∼=

Tx(J
−1(µ))

Tx(Gµ · x)
.

Now, as Tx(J
−1(µ)) =

⋂k
A=1 ker TxJ

A and Tx(Gµ · x) = {ξJ−1(µ)(x) | ξ ∈ gµ} we obtain the
last identity of the item (1).

(2) As Tx(J
−1(µ)) =

⋂k
B=1 ker TxJ

B, then, for every A = 1, . . . , k we have that Tx(J
−1(µ)) ⊆

ker TxJ
A and therefore we can consider the composition

Tx(J
−1(µ))

jA
//

πA
x

))

ker TxJ
A prJ

A

//
ker TxJ

A

ker ωA(x)
.
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Moreover, as gµ =
⋂k

A=1 gµA
(see item (1) in Lemma 3.6), we have

πA
x (Tx(Gµ · x)) ⊆ {[ξM (x)] | ξ ∈ gµA

} =
[ ker TxJ

A

ker ωA(x)

]⊥
.

Therefore (see Lemma 3.10),

πA
x (ξJ−1(µ)(x)) ∈

ker TxJ
A

ker ωA(x)
∩

[
ker TxJ

A

ker ωA(x)

]⊥
= {[ξM (x)] | ξ ∈ gµA

} .

Hence, πA
x induces a well-defined linear map

π̃A
x :

Tx(J
−1(µ))

Tx(Gµ · x)
−→

(
ker TxJ

A

ker ωA(x)

)

{[ξM (x)]/ξ ∈ gµA
}
.

Further results require to prove the following lemma:

Lemma 3.13. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space and let µ = (µ1, . . . , µk) ∈
g∗× k. . . ×g∗ be a regular value of J ≡ (J1, . . . , Jk). Let i : S = J−1(µ) → M be the canonical inclusion.
Assume that Gµ acts freely and properly on J−1(µ).

For every A = 1, . . . , k, the 2-form i∗ωA on J−1(µ) induces a closed 2-form ωA
µ on J−1(µ)/Gµ which

satisfies the following properties:

(1) π∗
µω

A
µ = i∗ωA, where πµ : J

−1(µ) → J−1(µ)/Gµ is the canonical projection.

(2) If x ∈ J−1(µ) then [π̃A
x ]

∗(ωµA
(x)) = ωA

µ (πµ(x))

Proof. (1) If x ∈ J−1(µ) we have that Tx(Gµ ·x) ⊆
⋂k

A=1 ker (i
∗ωA)(x), (see item (3) in lemma 3.6)

and, thus, ıξ
J−1(µ)

(i∗ωA) = 0, for ξ ∈ gµ. In addition, using that i∗ωA is a closed 2-form, we

deduce that i∗ωA is πµ-basic. Therefore, there exists a unique 2-form ωA
µ on J−1(µ)/Gµ such

that π∗
µω

A
µ = i∗ωA. In addition,

0 = i∗(dωA) = d(i∗ωA) = d(π∗

µω
A
µ ) = π∗

µ(dω
A
µ )

which implies that ωA
µ is a closed 2-form.

(2) If [vx] = Txπµ(vx) denotes the corresponding equivalence class in
Tx(J

−1(µ))

Tx(Gµ · x)
of vx ∈ Tx(J

−1(µ)),

then (
[π̃A

x ]
∗(ωµA

(x))
)
([vx], [wx]) =

(
[π̃A

x ]
∗(ωµA

(x))
)
(Txπµ(vx), Txπµ(wx))

= ωµA
(x)
(
(π̃A

x ◦ Txπµ)(vx), (π̃
A
x ◦ Txπµ)(wx)

)

= ωµA
(x)
(
(p̃rA ◦ πA

x )(vx), (p̃rA ◦ πA
x )(wx)

)

= ω̃JA(x)(πA
x (vx), π

A
x (wx))

= [πA
x ]

∗ω̃JA(x)(vx, wx) = (i∗ωA)(x)(vx, wx)

= ωA
µ (πµ(x))([vx], [wx]) ,

where we have used that π̃A
x ◦ Txπµ = p̃rA ◦ πA

x and that [πA
x ]

∗ω̃JA(x) = (i∗ωA)(x). This last
identity is a consequence of the commutativity of the diagram

Tx(J
−1(µ))

πA
x %%❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

jA
// ker TxJ

A

prJ
A

��

ker TxJ
A

ker ωA(x)

.
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Proposition 3.14. For A = 1, . . . , k, let π̃A
x be the linear maps defined in Proposition 3.12. If every π̃A

x

is an epimorphism and
k⋂

A=1

ker π̃A
x = {0}, for every x ∈ J−1(µ), then (ω1

µ, . . . , ω
k
µ) is a polysymplectic

structure on J−1(µ)/Gµ, which satisfies π∗
µω

A
µ = i∗ωA for every A.

Proof. It is a consequence of Lemmas 3.7 and 3.13.

Observe that, after these two steps, a polysymplectic structure is obtained on the quotient space
J−1(µ)/FJ−1(µ) ≡ J−1(µ)/Gµ using a family of auxiliar maps π̃A

x , A = 1, . . . , k, x ∈ J−1(µ). Neverthe-
less we want find conditions over the momentum map and the polysymplectic action such that the two
conditions of the last proposition over the linear map π̃A

x hold.

Lemma 3.15. If

(TxJ
1, . . . , TxJ

A−1, TxJ
A+1, . . . , TxJ

k) : ker ωA(x) → TJ1(x)g
∗×. . .×TJA−1(x)g

∗×TJA+1(x)g
∗×. . .×TJk(x)g

∗

is a linear epimorphism, then

πA
x : Tx(J

−1(µ)) →
ker TxJ

A

ker ωA(x)

is a linear epimorphism and thus so is the induced linear map

π̃A
x :

Tx(J
−1(µ))

Tx(Gµ · x)
−→

(
ker TxJ

A

ker ωA(x)

)

{[ξJ−1(µ)(x)] | ξ ∈ gµA
}

Proof. Obviously, if πA
x is a linear epimorphism then so is π̃A

x . Now, we prove that πA
x is a linear

epimorphism.

Let vx ∈ ker TxJ
A be, then TxJ

A(vx) = 0. For every B 6= A we consider the element of TJB(x)g
∗

defined by
uµB

≡ uJB(x) : = TxJ
B(vx) ∈ TJB(x)g

∗ .

As (TxJ
1, . . . , TxJ

A−1, TxJ
A+1, . . . , TxJ

k) is an epimorphism, there exists wx ∈ ker ωA(x) such that

TxJ
B(wx) = uµB

.

Consider Zx = vx − wx ∈ TxM , then

TxJ
B(Zx) = TxJ

B(vx)− TxJ
B(wx) = uµB

− uµB
= 0 ,

TxJ
A(Zx) = TxJ

A(vx)− TxJ
A(wx) = 0 ,

where in the last identity we have used that wx ∈ ker ωA(x) ⊆ ker TxJ
A. Therefore

Zx ∈

k⋂

B=1

ker TxJ
B = Tx(J

−1(µ)) .

Now, πA
x (Zx) = πA

x (vx), since wx ∈ ker ωA(x).

Lemma 3.16. If there exists A0 ∈ {1, . . . , k} such that

(3.3) Tx(Gµ · x) ∩ (ker ωA0(x) + ker ωA(x)) = {0} for all A = 1, . . . , k

and the maps
gµA0

+ gµA
→ TxM, ξ → ξM (x)

are injective, then
⋂k

A=1 ker π̃
A
x = {0}.

Proof. Let vx ∈ Tx(J
−1(µ)) such that π̃A

x ([vx]) = 0 for every A = 1, . . . , k. Thus, for every A there exists
ξA ∈ gµA

such that

πA
x (vx) = πA

x (ξ
A
M (x)) ;

that is,
vx = ξAM (x) + Y A

x , with Y A
x ∈ ker ωA(x) .

Then,
ξ1M (x) + Y 1

x = ξ2M (x) + Y 2
x = · · · = ξkM (x) + Y k

x .
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In particular,

(ξA0 − ξA)M (x) = Y A
x − Y A0

x , for A 6= A0 .

Therefore, as (ξA0 − ξA)M (x) ∈ Tx(Gµ · x) and Y A
x − Y A0

x ∈ ker ωA(x) + ker ωA0(x), we obtain that

(ξA0 − ξA)M (x) = 0 and Y A0
x = Y A

x , for A 6= A0 .

Thus, from (3.3) we obtain Y A0
x ∈

⋂k
B=1 ker ω

B(x) = {0}, where in the last identity we have used that

(ω1, . . . , ωk) is a polysymplectic structure on M . Then Y A
x = 0 for every A = 1, . . . , k.

Furthermore, from the second hypothesis of this lemma we obtain that ξA0 = ξA, and this implies

that ξA0 ∈
⋂k

A=1 gµA
= gµ (see Lemma 3.6). Therefore,

vx = ξA0

M (x) = ξA0

J−1(µ)(x) , with ξ ∈ gµ ;

that is, in
Tx(J

−1(µ))

Tx(Gµ · x)
we have that

[vx] = Txπµ(vx) = 0 .

Finally, we can summarize the results of this section in the following reduction theorem for polysym-
plectic manifolds.

Theorem 3.17. Let (M,ω1, . . . , ωk; Φ, J) be a polysymplectic Hamiltonian G-space such that µ = (µ1, . . . ,
µk) ∈ g∗× k. . . ×g∗ is a regular value of J and Gµ acts freely and properly on J−1(µ). Assume that for
every x ∈ J−1(µ) the following conditions hold:

(1) The following map is a linear epimorphism for every A

(TxJ
1, . . . , TxJ

A−1, TxJ
A+1, . . . , TxJ

k) : ker ωA(x) → TJ1(x)g
∗ × . . .× TJA−1(x)g

∗ × TJA+1(x)g
∗ × . . .× TJk(x)g

∗,

(2) There exists A0 ∈ {1, . . . , k} such that

Tx(Gµ · x) ∩ (ker ωA0(x) + ker ωA(x)) = {0}

and the map

gµA0
+ gµA

→ TxM, ξ → ξM (x)

is injective, for every A = 1, . . . , k.

Then the orbit space J−1(µ)/Gµ is a smooth manifold which admits a unique polysymplectic structure
(ω1

µ, . . . , ω
k
µ) satisfying the property

(3.4) π∗

µω
A
µ = i∗ωA ,

where πµ : J
−1(µ) → J−1(µ)/Gµ is the canonical projection, and i : J−1(µ) → M is the canonical inclu-

sion.

3.3. Examples.

3.3.1. The cotangent bundle of k1-covelocities. In this case we consider the model of polysymplectic
manifold M = (T 1

k )
∗Q (see Appendix A).

Let ϕ : Q → Q be a diffeomorphism. The canonical prolongation of ϕ to the bundle of k1-covelocities
of Q, is the map (T 1

k )
∗ϕ : (T 1

k )
∗Q → (T 1

k )
∗Q given by

(T 1
k )

∗ϕ(α1
q , . . . , α

k
q ) = (α1

q ◦ ϕ∗(ϕ
−1(q)), . . . , αk

q ◦ ϕ∗(ϕ
−1(q))) .

An interesting property of this map (T 1
k )

∗ϕ is that it conserves the canonical polysymplectic structure of
(T 1

k )
∗Q, that is,

[(T 1
k )

∗ϕ]∗ωA = ωA .

Observe that in the case k = 1, this notion reduces to the canonical prolongation T ∗ϕ from Q to T ∗Q.

Using the canonical prolongation, we can define a polysymplectic action in the following way.
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Every action Φ: G×Q → Q of a Lie group G on an arbitrary manifold Q can be lifted to a polysym-
plectic action

(3.5)
ΦT∗

k : G× (T 1
k )

∗Q → (T 1
k )

∗Q

(g, α1
q , . . . , α

k
q ) 7→ ΦT∗

k (g, α1
q, . . . , α

k
q ) = (T 1

k )
∗(Φg−1)(α1

q , . . . , α
k
q ) .

Now, in order to define a Coadk-equivariant momentum map for this action Φ, we recall the following
theorem, which can be found in [28, 48].

Theorem 3.18. Let Φ: G×M → M be a polysymplectic action on a polysymplectic manifold (M,ω1, . . . ,
ωk). Assume the polysymplectic structure is exact, that is, there exist a family of 1-forms θ1, . . . , θk such
that, ωA = −dθA. Assume that the action leaves each θA invariant, i.e., (Φg)

∗θA = θA for every g ∈ G
(and then it is called a k-polysymplectic exact action). Then the mapping J ≡ (J1, . . . , Jk) : M →
g∗× k. . . ×g∗ defined by

JA(x)(ξ) = θA(x) (ξM (x)) ; ξ ∈ g , x ∈ M

is a Coadk-equivariant momentum map for Φ.

Proof. It is equivalent to Proposition 6.9 in Günther’s paper [28].

Consider now the special case when M = (T 1
k )

∗Q with θ1, . . . , θk the canonical 1-forms. As we have
seen, a diffeomorphism ϕ of Q to Q lifts to a diffeomorphism (T 1

k )
∗ϕ of (T 1

k )
∗Q that preserves each θA,

and an action φ of G on Q can be lifted to obtain an action on (T 1
k )

∗Q (see example 3.5).

Corollary 3.19. Let φ : G × Q → Q be an action of G on Q and let Φ = (T 1
k )

∗φ be the lifted action
on M = (T 1

k )
∗Q. Then this polysymplectic action has a Coadk-equivariant momentum mapping J ≡

(J1, . . . , Jk) : (T 1
k )

∗Q → g∗× k. . . ×g∗ given by

JA(α1
q , . . . , α

k
q )(ξ) = αA

q (ξQ(q))

where ξQ is the infinitesimal generator of φ on Q.

We consider the Hamiltonian polysymplectic G-space (M,ω1, . . . , ωk; Φ; J) where

• M = (T 1
k )

∗Q is the tangent bundle of k1-covelocities of a manifold Q, with the canonical
polysymplectic structure defined in Appendix A.

• The polysymplectic action Φ is φT∗

k , the lift of an action φ : G×Q → Q, (see (3.5) ).

• The Coadk- equivariant momentum map J ≡ (J1, . . . , Jk) : (T 1
k )

∗Q → g∗× k. . . ×g∗ for the

action Φ = φT∗

k is defined by (see corollary 3.19)

JA(α1
q , . . . , α

k
q )(ξ) = αA

q (ξQ(q)) , A = 1, . . . , k .

If ξ ∈ g, we denote by ξQ the infinitesimal generator of the action φ associated to ξ, by ξT∗Q the

infinitesimal generator of the cotangent lifting φT∗

of the action φ associated to ξ, and finally, by ξ(T 1
k
)∗Q

the infinitesimal generator of Φ = φT∗

k associated to ξ. It is immediate to prove that

• ξT∗Q is πQ-projectable on ξQ.

• ξ(T 1
k
)∗Q is πk,A

Q -projectable on ξT∗Q and πk
Q-projectable on ξQ.

Proposition 3.20. If φ is infinitesimally free, that is, if the linear map

g → TqQ

ξ 7→ ξQ(q)

is injective for every q ∈ Q, then

T(α1
q,...,α

k
q )

(
G · (α1

q , . . . , α
k
q )
)
∩
(
ker ω1 + . . .+ ker ωk

)
(α1

q , . . . , α
k
q ) = {0} .

Proof. In order to prove this result, note that:

• T(α1
q,...,α

k
q )

(
G · (α1

q , . . . , α
k
q )
)
= {ξ(T 1

k
)∗Q(α

1
q , . . . , α

k
q )/ξ ∈ g} = {(ξT∗Q(α

1
q), . . . ξT∗Q(α

k
q )) | ξ ∈ g}.

• (ker ω1 + . . . + ker ωk)(α1
q , . . . , α

k
q ) = Vα1

q
(πQ) ⊕ . . . ⊕ Vαk

q
(πQ) = Tα1

q
(T ∗

q Q) ⊕ . . . ⊕ Tαk
q
(T ∗

q Q),

where Vα(πQ) is the vertical space of πQ : T ∗Q → Q at the point α ∈ T ∗Q.
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• ξT∗Q is πQ-projectable on ξQ.

Then, let ξ ∈ g such that

ξ(T 1
k
)∗Q(α

1
q , . . . , α

k
q ) = (ξT∗Q(α

1
q), . . . , ξT∗Q(α

k
q )) ∈

(
ker ω1 + . . .+ ker ωk

)
(α1

q , . . . , α
k
q ) ,

therefore
0 = TαA

q
πQ(ξT∗Q(α

A
Q)) = ξQ(q)

and, as the mapping ξ → ξQ(q) is injective for every q, we have that ξ = 0; that is, ξ(T 1
k
)∗Q(α

1
q , . . . , α

k
q ) = 0.

A straightforward consequence of this proposition is the following:

Corollary 3.21. Given A0 ∈ {1, . . . , k}, if the action φ : G×Q → Q is infinitesimally free, then

T(α1
q,...,α

k
q )

(
G · (α1

q , . . . , α
k
q )
)
∩
(
ker ωA0 + ker ωA

)
(α1

q , . . . , α
k
q ) = {0} , for every A 6= A0 .

Remark 3.22. Recall that if the action φ is free, then it is infinitesimally free.

Let J : T ∗Q → g∗ be the standard momentum mapping associated to an action φ : G × Q → Q; that
is, for αq ∈ T ∗

q Q,

J(αq) : g → R

ξ 7→ J(αq)(ξ) = αq(ξQ(q))
.

If φ is an infinitesimally free action then J
∣∣
T∗

q Q
: T ∗

q Q → g∗ is a linear epimorphism. Moreover,

the Coadk-equivariant momentum mapping J = (J1, . . . , Jk) associated to the action Φ = φT∗

k (see
Corollary 3.19) satisfies that JA(α1

q , . . . , α
k
q ) = J(αA

q ). Thus, every µ ∈ g∗× k. . . ×g∗ is a regular value of
the momentum J . In addition we may prove the following result.

Proposition 3.23. If φ : G×Q → Q is an infinitesimally free action and αq = (α1
q , . . . , α

k
q ) ∈ (T 1

k )
∗
qQ,

then

(TαqJ
1, . . . , TαqJ

A−1, TαqJ
A+1, . . . , TαqJ

k) : ker ωA(αq) → TJ1(αq)
g∗×. . .×TJA−1(αq)

g∗×TJA+1(αq)
g∗×. . .×TJk(αq)

g∗

is a linear epimorphism.

Proof. If αq = (α1
q , . . . , α

k
q ) ∈ (T 1

k )
∗
qQ then

ker ωA(α1
q , . . . , α

k
q ) = Vα1

q
(πQ)× . . .× VαA−1

q
(πQ)× {0} × VαA+1

q
(πQ)× . . .× Vαk

q
(πQ)

= Tα1
q
(T ∗

q Q)× . . .× TαA−1
q

(T ∗
q Q)× {0} × TαA+1

q
(T ∗

q Q)× . . .× Tαk
q
(T ∗

q Q) .

Thus, we have the identification

ker ωA(α1
q , . . . , α

k
q )

∼= T ∗

q Q× . . .×
A)

{0} × . . .× T ∗

q Q .

Furthermore
TJA(α1

q,...,α
k
q )
g∗ ∼= g∗ .

Under these identifications, for every B 6= A the map

T(α1
q,...,α

k
q )
JB|ker ωA(α1

q,...,α
k
q )
: ker ωA(α1

q , . . . , α
k
q ) → TJA(α1

q,...,α
k
q )
g∗

coincides with the map

T ∗
q Q× . . .×

A)

{0} × . . .× T ∗
q Q → g∗

(α1
q , . . . , α

A−1
q , 0, αA+1

q , . . . , αk
q ) 7→ JB(α1

q , . . . , α
A−1
q , 0, αA+1

q , . . . , αk
q ) = J(αB

q )

and, as J
∣∣
T∗

q Q
is a linear epimorphism, then so is

(TαqJ
1, . . . , TαqJ

A−1, TαqJ
A+1, . . . , TαqJ

k) : ker ωA(αq) → TJ1(αq)
g∗×. . .×TJA−1(αq)

g∗×TJA+1(αq)
g∗×. . .×TJk(αq)

g∗

From Theorem 3.17, Corollary 3.21 and Proposition 3.23 we conclude that if φ is an infinitesimally free
action, µ ∈ g∗× k. . . ×g∗ and Gµ acts properly on J−1(µ), then J−1(µ)/Gµ is a polysymplectic manifold.



20 J.C. MARRERO, N. ROMÁN-ROY, M. SALGADO, AND S. VILARIÑO

3.3.2. Kirillov-Kostant-Souriau theorem for polysymplectic manifolds. In this case, we specialize the
above example, taking Q = G with G acting on itself by left translations, that is, φg ≡ Lg for ev-
ery g ∈ G.

The momentum mapping of the action Φ = φT∗

k is J ≡ (J1, . . . , Jk) : (T 1
k )

∗G → g∗× k. . . ×g∗ where

JA(α1
g, . . . , α

k
g)(ξ) = αA

g ◦ TeRg(ξ) , ξ ∈ g ,

where Rg denotes the right translation by g ∈ G.

Using the identification

(T 1
k )

∗G ≡ T ∗G⊕ k. . . ⊕T ∗G ∼= G× (g∗× k. . . ×g∗)

(α1
g, . . . , α

k
g) ≡ (g, α1

g ◦ TeLg, . . . , α
k
g ◦ TeLg)

the momentum mapping J can be written as follows:

J : G× (g∗× k. . . ×g∗) → g∗× k. . . ×g∗

(g, ν1, . . . νk) 7→ (Coadg(ν1), . . . , Coadg(νk)) = Coadkg(ν1, . . . νk) .

On the other hand, it is well-know that if ω is the canonical symplectic structure of T ∗G then, under
the identification T ∗G ∼= G× g∗, we have that

ω(g, ν)(((TeLg)(ξ), α), ((TeLg)(η), β)) = −α(η) + β(ξ) + ν[ξ, η] ,

for (g, ν) ∈ G× g∗, ξ, η ∈ g and α, β ∈ g∗ (see, for instance, [1]).

Thus, if (ω1, . . . , ωk) is the polysymplectic structure on (T 1
k )

∗G ∼= G× g∗× k. . . ×g∗ it follows that

(3.6) ωA(g, ν1, . . . , νk)(((TeLg)(ξ), α1, . . . , αk), ((TeLg)(η), β1, . . . , βk)) = −αA(η) + βA(ξ) + νA[ξ, η] ,

for g,∈ G, ξ, η ∈ g and (ν1, . . . , νk), (α1, . . . , αk), (β1, . . . , βk) ∈ g∗× k. . . ×g∗.

Then, if µ = (µ1, . . . , µk) ∈ g∗× k. . . ×g∗ we have that

J−1(µ1, . . . , µk) = {(g, ν1, . . . νk) ∈ G× (g∗× k. . . ×g∗) | Coadg(νA) = µA} .

Therefore, there exists a diffeomorphism between J−1(µ) = J−1(µ1, . . . , µk) and G given by

G → J−1(µ1, . . . , µk)

g → (g, Coadg−1 (µ1), . . . , Coadg−1 (µk)) .

Thus,

J−1(µ1, . . . , µk)/G(µ1,...,µk)
∼= G/G(µ1,...,µk)

∼= O(µ1,...,µk) ⊆ g∗× k. . . ×g∗ ,

that is, the “reduced phase space” is just the orbit of the k-coadjoint action at µ = (µ1, . . . , µk). As
a consequence, as the action of G on itself is free, using the results from Section 3.3.1 we deduce that
O(µ1,...,µk) is a polysymplectic manifold.

Remark 3.24. In the case k = 1, this result reduces to the following : the orbit of µ ∈ g∗ under
the coadjoint representation is a symplectic manifold. This is the statement of Kirillov-Kostant-Souriau
theorem ( see, for instance, [1, 45]).

Note that, under the previous identifications, the canonical projection πµ : J
−1(µ) → J−1(µ)/Gµ is

just the map πµ : G → Oµ given by

πµ(g) = Coadkg−1µ

and

Tgπµ((TeLg)(ξ)) = −ξ
g∗× k...×g∗

(Coadkg−1µ)

for g ∈ G and ξ ∈ g.

Consequently, using (3.6) and the fact that π∗
µω

A
µ = i∗ωA, it follows that

(3.7) ωA
µ (ν)

(
ξ
g∗× k...×g∗

(ν), η
g∗× k...×g∗

(ν)
)
= −νA[ξ, η] ,

for ν ∈ Oµ and ξ, η ∈ g.

Observe that this polysymplectic structure coincides with the polysymplectic structure on O(µ1,...,µk)

described in (A.4).
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Now we consider the Kirillov-Kostant-Souriau theorem for the special case when G = SO(3) (the
rotation group), and we calculate the reduced polysymplectic structure. First, we briefly recall the main
formulas regarding the special orthogonal group SO(3), its Lie algebra so(3), and its dual so(3)∗ (for
more details see, for instance, [50])

The Lie algebra so(3) of SO(3) can be identified with R3 as follows: we define the vector space
isomorphism ˆ: R3 → so(3), by

x = (x1, x2, x3) 7→ x̂ =




0 −x3 x2

x3 0 −x1

−x2 x1 0


 .

As (x × y)̂ = [x̂, ŷ], the map ˆ is a Lie algebra isomorphism between R3, with the cross product, and
(so(3), [·, ·]), where [·, ·] is the commutator of matrices.

Note that the identity

x̂y = x× y for every x,y ∈ R3

characterizes this isomorphism. We also note that the standard “dot” product may be written as

x · y =
1

2
trace(x̂T ŷ) = −

1

2
trace(x̂ŷ)

It is well known that the adjoint representation Ad : SO(3) → Aut(so(3)) is given by

AdAx̂ = Ax̂AT = (Ax)̂ ,

for every A ∈ SO(3) and x̂ ∈ so(3). Using the isomorphism ,̂ this action can be regarded as the action
of SO(3) on R3, given by AdAx = Ax.

The dual so(3)
∗
is identified with (R3,×) by the isomorphism ¯: R3 → so(3)

∗
given by x̄(ŷ) : = x · y

for every x,y ∈ R3. Then the coadjoint action of SO(3) on so(3) is given by

Coad(A, x̄) = Ad∗A−1 x̄ = (Ax)̄ .

It is well known that the coadjoint orbit associated to SO(3) at π0 ∈ R3 ≡ so(3)
∗
(π0 6= (0, 0, 0)) is

the 2-sphere S2(||π0||) and it has a symplectic structure given by

(3.8) ωπo
(π)(ξ, η) = −π · (ξ × η) ,

where π ∈ Oπ0 ≡ S2(||π0||), and ξ, η ∈ TπOπ0 = {v ∈ R3 ≡ TπR
3 |v ∈ TπS

2(||π0||)}.

Now we describe the 2-coadjoint orbit at µ = (µ0
1, µ

0
2) ∈ so(3)

∗
×so(3)

∗
. Using the above identifications,

the 2-coadjoint action Coad2 : SO(3)×so(3)
∗
×so(3)

∗
→ so(3)

∗
×so(3)

∗
can be identified with the natural

action
Coad2 : SO(3)× R3 × R3 → R3 × R3

(A, π1, π2) 7→ (Aπ1, Aπ2)

Then, the 2-coadjoint orbit SO(3) · (π0
1 , π

0
2) at (π

0
1 , π

0
2) ∈ R3 × R3 is

O(π0
1,π

0
2)

= {(Aπ0
1 , Aπ

0
2) ∈ R3 × R3 | A ∈ SO(3)} .

We distinguish the following cases:

(1) The trivial case: (π0
1 , π

0
2) = (0, 0).

In this case it is immediate that O(π0
1,π

0
2)

= 0.

(2) π0
1 and π0

2 are linearly dependent and (π0
1 , π

0
2) 6= (0, 0).

Assume that π0
1 6= 0 and π0

2 = λ0π
0
1 , with λ0 ∈ R. Then,

O(π0
1,π

0
2)

= {(Aπ0
1 , λ0Aπ

0
1) ∈ R3 × R3 | A ∈ SO(3)}

= {(π, λ0π) ∈ R3 × R3 | π ∈ S2(||π0
1 ||)}

∼= {π ∈ R3 | π ∈ S2(||π0
1 ||)} = S2(||π0

1 ||) .

We know that the orbit O(π0
1,π

0
2)

(and therefore S2(||π0
1 ||)) is a polysymplectic manifold. Then,

let π ∈ S2(||π0
1 ||) ≡ O(π0

1,π
0
2)
; therefore

T(π,λ0π)O(π0
1,π

0
2)

= {(v, λ0v) ∈ R3 × R3 ≡ TπR
3 × Tλ0πR

3 | v ∈ TπS
2(||π0

1 ||)} .
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From (3.7) and (3.8) we obtain the polysymplectic structure of O(π0
1,π

0
2)
: for π ∈ S2(||π0

1 ||),u,v ∈

TπS
2(||π0

1 ||), this polysymplectic structure is given by

ω1
(π0

1,π
0
2)
(π, λ0π)((u, λ0u), (v, λ0v)) = −π · (u× v)

ω2
(π0

1,π
0
2)
(π, λ0π)((u, λ0u), (v, λ0v)) = −λ3

0 π · (u× v) .

Thus, under the canonical identification between O(π0
1,π

0
2)

and S2(||π0
1 ||), the 2-polysymplectic

structure on S2(||π0
1 ||) is given by

ω1(π)(u,v) = −π · (u× v)

ω2(π)(u,v) = −λ3
0 π · (u× v) .

(3) π0
1 and π0

2 are linearly independent.
In this case there exist a difeomorphism between O(π0

1,π
0
2)

and SO(3) given by the map

Coad2
(π0

1,π
0
2)
: SO(3) → O(π0

1,π
0
2)

A 7→ Coad2
(π0

1 ,π
0
2)
(A) = (Aπ0

1 , Aπ
0
2) .

We need only to prove that this map is injective. Assume that A,A′ ∈ SO(3) are such that
Coad2

(π0
1 ,π

0
2)
(A) = Coad2

(π0
1 ,π

0
2)
(A′), then for every i = 1, 2, (ATA′)π0

i = π0
i . Let U0 = 〈π0

1 , π
0
2〉

be the 2-dimensional subspace of R3 generated by π0
1 and π0

2 . If B : = A−1A′, then Bπ = π for
every π ∈ U0. Now consider an orthonormal basis {π̄0

1 , π̄
0
2} of U0 and extend it to a positively

oriented orthonormal basis of R3; that is,

{π̄0
1 , π̄

0
2 , π̄

0
3 = π̄0

1 × π̄0
2} .

As B ∈ SO(3) and (U0)⊥ =< π̄0
3 >, we obtain that Bπ̄0

3 ∈ (U0)⊥; that is, Bπ̄0
3 = λ0π̄

0
3 , but as

Bπ̄0
3 is unitary and {Bπ̄0

1 , Bπ̄0
2 , Bπ̄0

3} must be a positively oriented basis, we deduce that λ0 = 1.
Therefore,

Bπ = π ∀π ∈ R3

and so B = A−1A′ = I, that is A = A′. Therefore, we can identify O(π0
1,π

0
2)

with SO(3). We
know that O(π0

1,π
0
2)

is a 2-polysymplectic manifold, and we will describe this structure.

The difeomorphism Coad2
(π0

1 ,π
0
2)

is equivariant with respect to the action of SO(3) on itself

by left translations and the action Coad2 of SO(3) on O(π0
1,π

0
2)
, that is, the following condition

holds for every A ∈ SO(3),

Coad2A ◦ Coad2(π0
1 ,π

0
2)

= Coad2(π0
1 ,π

0
2)
◦ LA .

Lemma 3.25. The 2-polysymplectic structure on O(π0
1,π

0
2)

is invariant by the action Coad2.

Proof. Let ωπ0
i
be the symplectic structure on Oπ0

i
, i = 1, 2. This structure is invariant by the

action Coad (see [1], pag 485). Furthermore,

ωi
(π0

1,π
0
2)

= pr∗i ωπ0
i
,

where pri : O(π0
1,π

0
2)

→ Oπ0
i
is the projection (see Proposition A.3). Thus, we obtain:

(Coad2A)
∗ωi

(π0
1,π

0
2)

= (pri ◦ Coad2A)
∗ωπ0

i
= (CoadA ◦ pri)

∗ωπ0
i

= pr∗i

(
(CoadA)

∗ωπ0
i

)
= pr∗i ωπ0

i
= ωi

(π0
1,π

0
2)
.

As a consequence of the above lemma, we have that the 2-polysymplectic structure (ω1, ω2)
induced on SO(3) by the diffeomorphism Coad2

(π0
1 ,π

0
2)

is invariant by left translations. Therefore,

it is sufficient to compute ω1(Id) and ω2(Id). Using (3.7) and the fact that the 2-polysymplectic
structure on SO(3) is defined by

ωA : =
(
Coad2(π0

1 ,π
0
2)

)∗
ωA
(π0

1,π
0
2)
, A = 1, 2 ,

we deduce that
ωA(Id)(ξ̂1, ξ̂2) = −π03

A ,

ωA(Id)(ξ̂2, ξ̂3) = −π01
A ,

ωA(Id)(ξ̂3, ξ̂1) = −π02
A ,

A = 1, 2
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where π0
A = (π01

A , π02
A , π03

A ) ∈ R3 ≡ so(3)
∗
.

Finally, let {ξ1, ξ2, ξ3} be the canonical basis of so(3) ∼= R3 and {ξ1, ξ2, ξ3} the dual basis of
so(3)∗ ∼= R3. We denote by {θ1, θ2, θ3} the basis of left invariant 1-forms on SO(3) given by

θi(A) =
(
T ∗

ALA−1ξi
)
(A); A ∈ SO(3), i = 1, 2, 3 ,

then we have that

ω1 = −π03
1 θ1 ∧ θ2 − π01

1 θ2 ∧ θ3 − π02
1 θ3 ∧ θ1 ,

ω2 = −π03
2 θ1 ∧ θ2 − π01

2 θ2 ∧ θ3 − π02
2 θ3 ∧ θ1 .

4. Polysymplectic Hamiltonian Systems on the reduced space

In this Section we study Hamiltonian systems in the reduced space. First, a brief description of the
dynamics in polysymplectic manifolds is done.

4.1. Hamiltonian systems on polysymplectic manifolds. The dynamics in a polysymplectic man-
ifold (M,ω1, . . . , ωk) is introduced by giving a Hamiltonian function H : M → R. The dynamics is given
by k-vector fields; thus, we first recall this notion (see for instance [48]), which is a natural extension of
the notion of a vector field.

Let M be an arbitrary manifold and τkM : T 1
kM → M its tangent bundle of k1-velocities, that is the

Whitney sum of k copies of the tangent bundle (for a complete description of this manifold, see for
instance [51]).

Definition 4.1. A k-vector field X on M is a section X : M → T 1
kM of τkM .

Since T 1
kM may be canonically identified with the Whitney sum of k copies of TM , we deduce that a

k-vector field X defines k vector fields X1, . . . , Xk on M by projecting X onto every factor. From now
on, we will identify X with the k-tuple (X1, . . . , Xk). Throughout this paper we denote by Xk(M) the
set of k-vector fields on M .

Now assume that M is a polysymplectic manifold with polysymplectic structure (ω1, . . . , ωk). We
define a vector bundle morphism ♭ω as follows:

♭ω : T 1
kM → T ∗M

(v1, . . . , vk) 7→ ♭ω(v1, . . . , vk) = trace(ıvBω
A) =

k∑

A=1

ıvAω
A .

The above morphism induces a morphism of C∞(M)-modules between the corresponding space of sections,
♭ω : X

k(M) → Ω1(M).

Lemma 4.2. The map ♭ω is surjective.

Proof. This result is a particular case of the following algebraic assertion: If V is a vector space with a
k-polysymplectic structure (ω1, . . . , ωk), then the map

♭ω : V× k. . . ×V → V ∗

(v1, . . . , vk) 7→ ♭ω(v1, . . . , vk) = trace(ıvBω
A) =

k∑

A=1

ıvAω
A

is surjective.

In fact, we first consider the identification

(4.1)
F : V ∗× k. . . ×V ∗ ∼= (V× k. . . ×V )∗

(α1, . . . , αk) 7→ F (α1, . . . , αk) ,

where F (α1, . . . , αk)(v1, . . . , vk) = trace
(
αA(vB)

)
=

k∑

A=1

αA(vA). Now, we consider the map

♯ω : V → (V× k. . . ×V )∗ ≡ V ∗× k. . . ×V ∗

v 7→ ♯ω(v) = (ıvω
1, . . . , ıvω

k) .
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As (ω1, . . . , ωk) is a polysymplectic structure, we have ker ♯ω = ∩k
A=1 ker ω

A = {0}, that is, ♯ω is
injective and thus the dual map ♯∗ω is surjective.

Finally, using the identification (4.1), it is immediate to prove that ♭ω = −♯∗ω and therefore ♭ω is
surjective.

Let H ∈ C∞(M) be a function on M . As dH ∈ Ω1(M) and the map ♭ω is surjective, then there exists
a k-vector field XH = (XH

1 , . . . , XH
k ) satisfying

(4.2) ♭ω(X
H
1 , . . . , XH

k ) = dH .

This equation (4.2) is called the Hamiltonian polysymplectic equation.

Remark 4.3. Observe that the solution to (4.2) is not, in general, unique.

When we consider standard polysymlectic structures (that is, when M has an atlas of canonical charts
for (ω1, . . . , ωk), i.e. charts in which locally (ω1, . . . , ωk) is written as the canonical model, see (A.1)), we
obtain the classical local formulation of the Hamilton equations.

4.2. Reduced polysymplectic Hamiltonian systems. Now we want to induce Hamiltonian polysym-
plectic systems on the reduced phase space.

Theorem 4.4. Under the assumptions of Theorem 3.17, let H : M → R be a Hamiltonian function which
is invariant under the action of G. We denote by XH = (XH

1 , . . . , XH
k ) the k-vector field associated with

H solution to (4.2). Assume that each XH
A satisfies:

• it is G-invariant; that is,

(4.3) T (Φg)(X
H
A ) = XH

A , for g ∈ G ,A = 1, . . . , k .

• The restriction XH
A |J−1(µ) is tangent to J−1(µ).

Then the flows FA
t of XH

A leave J−1(µ) invariant and commute with the action of Gµ on J−1(µ), so
they induce canonically flows FA

tµ on J−1(µ)/Gµ satisfying that πµ ◦F
A
t = FA

tµ ◦πµ. If YA is the generator

of FA
tµ. Then (Y1, . . . , Yk) is a solution to the Hamiltonian polysymplectic system on J−1(µ)/Gµ associated

with a Hamiltonian function Hµ : J
−1(µ)/Gµ → R satisfying that Hµ◦πµ = H◦i. Hµ is called the reduced

Hamiltonian function.

Proof. As XH
A |J−1(µ) ∈ T (J−1(µ)), the flow FA

t of XH
A leaves J−1(µ) invariant.

From (4.3) we deduce that FA
t ◦ Φg = Φg ◦ F

A
t for every g ∈ Gµ. So, for every A = 1, . . . , k, we get

a well-defined flow FA
tµ on J−1(µ)/Gµ such that πµ ◦ FA

t = FA
tµ ◦ πµ. Thus, as H is G-invariant, we can

define the function Hµ : J
−1(µ)/Gµ → R by Hµ([x]) = H(x), for every x ∈ J−1(µ).

Denote by YA the generator of FA
tµ. As πµ ◦ FA

t = FA
tµ ◦ πµ, we have

Tπµ ◦XH
A = YA ◦ πµ .

Using i∗ωA = π∗
µω

A
µ , we obtain

(dHµ)([vx]) = i∗dH(vx) = i∗

(
k∑

A=1

ıXH
A
ωA

)
(vx) =

k∑

A=1

i∗ωA(x)(XH
A (x), vx)

=

k∑

A=1

(π∗

µω
A
µ )(x)(X

H
A (x), vx) =

k∑

A=1

ωA
µ ([x])(Txπµ(X

A
H(x)), Txπµ(vx))

=

k∑

A=1

ωA
µ ([x])(YA([x]), [vx]) =

k∑

A=1

(ıYA
ωA
µ )([vx]) ;

that is, (Y1, . . . , Yk) is a solution to the polysymplectic Hamiltonian equation (4.2) on J−1(µ)/Gµ asso-
ciated with Hµ.

4.3. Examples.
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4.3.1. In this part we discuss an application of Theorem 4.4. Let (G, h) be a Lie group with a left-
invariant metric h and g its Lie algebra.

In this example we consider the following canonical identifications TG ∼= G × g and T ∗G ∼= G × g∗,
via the diffeomorphisms

TG → G× g

vg 7→ (g, (Lg−1)∗(g)(vg))
and

T ∗G → G× g∗

αg 7→ (g, αg ◦ TeLg)
.

Hence, in a natural way we consider the identifications

(T 1
k )

∗G ∼= T ∗G⊕G
k
· · · ⊕GT

∗G ∼= G× g∗×
k
· · · ×g∗

(see example 3.3.2) and

T
(
(T 1

k )
∗G
)
∼=
(
G× g∗×

k
· · · ×g∗

)
×
(
g× g∗×

k
· · · ×g∗

)
.

Using these identifications, we can write the lift to (T 1
k )

∗G of the action of G on itself by left transla-
tions, as follows:

G× (G× g∗× k. . . ×g∗) → G× g∗× k. . . ×g∗

(h, (g, µ1, . . . , µk)) 7→ (hg, µ1, . . . , µk)

In this case, the canonical k-polysymplectic structure (ω1
G, . . . , ω

k
G) on (T 1

k )
∗G is defined as follows:

ωA
G(g, µ1, . . . , µk) (((TeLg)(ξ), ν1, . . . , νk), ((TeLg)(η), γ1, . . . , γk)) = γA(ξ)−νA(η)+µA[ξ, η] , A = 1, . . . , k ,

where (g, µ1, . . . , µk) ∈ G × g∗×
k
· · · ×g∗ and ((TeLg)(ξ), ν1, . . . , νk), ((TeLg)(η), γ1, . . . , γk) ∈ TgG ×

g∗×
k
· · · ×g∗ .

The momentun map J : (T 1
k )

∗G ∼= G× g∗× k. . . ×g∗ → g∗× k. . . ×g∗ is given by

J(g, µ1, . . . , µk) = Coadkg(µ1, . . . , µk) = (Coadgµ1, . . . , Coadgµk) ,

for (g, µ1, . . . , µk) ∈ G× g∗× k. . . ×g∗ (see Example 3.3.2)

We consider the Hamiltonian function

H : G× g∗× k. . . ×g∗ → R

(g, µ1, . . . , µk) 7→
1

2

k∑

A=1

< µA, µA >

where < ·, · > denotes the inner product on g∗ induced by the inner product on g. It is trivial that this
Hamiltonian is G-invariant.

Throughout this example we consider the isomorphism induced by the inner product < ·, · > given by
♭<·,·> : g → g∗ where (♭<·,·>(ξ))(η) =< ξ, η > for every ξ, η ∈ g.

We consider the k-vector field (XH
1 , . . . , XH

k ) on G× g∗× k. . . ×g∗ defined by

XH
A (g, µ1, . . . , µk) =

(
TeLg

(
♭−1
<·,·>(µA)

)
, ad∗

♭−1
<·,·>(µA)

(µ1), . . . , ad
∗

♭−1
<·,·>(µA)

(µk)
)

where ad∗ξµ ∈ g∗ is such that (ad∗ξµ)(η) = µ[ξ, η]. This k-vector field satisfies the following properties:

• Each XH
A is G-invariant.

• XH
A (g, µ1, . . . , µk) ∈ ker T(g,µ1,...,µk)J, for (g, µ1, . . . , µk) ∈ G× g∗× k. . . ×g∗.

In fact, if (g, µ1, . . . , µk) ∈ G×g∗× k. . . ×g∗ we have that the transformation Coadg is a linear
isomorphism and thus

(T(g,µ1,...,µk)J)(X
H
A (g, µ1, . . . , µk))

=(Coadg(ad
∗

♭−1
<·,·>(µA)

(µ1))− Te(Coadg ◦ Coadµ1)(♭
−1
<·,·>(µA)), . . . ,

Coadg(ad
∗

♭−1
<·,·>(µA)

(µk))− Te(Coadg ◦ Coadµk
)(♭−1

<·,·>(µA)))

=(0, . . . , 0)
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• (XH
1 , . . . , XH

k ) is a solution to the Hamiltonian polysymplectic system, that is,

k∑

A=1

ıXH
A
ωA
G = dH .

Indeed, if (g, µ1, . . . , µk) ∈ G × g∗× k. . . ×g∗ and (ξ, ν1, . . . , νk) ∈ g× g∗× k. . . ×g∗, it follows
that (

k∑

A=1

ıXH
A
ωA
G

)
(g, µ1, . . . , µk) ((TeLg)(ξ), ν1, . . . , νk)

=

k∑

A=1

(
νA(♭

−1
<·,·>(µA))− ad∗

♭−1
<·,·>(µA)

µA(ξ) + µA[♭
−1
<·,·>(µA), ξ]

)

=dH(g, µ1, . . . , µk)((TeLg)(ξ), ν1, . . . , νk)

We can therefore apply Theorem 4.4 and there exist a solution (X̂
Hµ

1 , . . . , X̂
Hµ

k ) to the Hamiltonian
polysymplectic system on J−1(µ)/Gµ associated with a Hamiltonian function Hµ : J

−1(µ)/Gµ → R

satisfying that Hµ ◦ πµ = H ◦ i.

In order to write a solution (X̂
Hµ

1 , . . . , X̂
Hµ

k ) to the reduced Hamiltonian polysymplectic system on
J−1(µ)/Gµ, we consider the identification between G and J−1(µ1, . . . , µk). Under this identification,
H |J−1(µ1,...,µk) can be rewritten as follows:

H |J−1(µ1,...,µk) : G → R

g 7→
1

2

k∑

A=1

< Ad∗gµA, Ad
∗

gµA > .

Now, applying Theorem 4.4 we have

(4.4) X̂
Hµ

A (ν1, . . . , νk) =
(
ad∗

♭−1
<·,·>νA

ν1, . . . , ad
∗

♭−1
<·,·>νA

νk

)

for each (ν1, . . . , νk) in the k-coadjoint orbit Oµ = J−1(µ)/Gµ. Therefore, (X̂
Hµ

1 , . . . , X̂
Hµ

k ) is a solution
to the reduced Hamiltonian polysymplectic system associated to the reduced Hamiltonian function given
by

Hµ : Oµ ⊂ g∗× k. . . ×g∗ → R

(ν1, . . . , νk) 7→
1

2

k∑

A=1

< νA, νA >

In the following subsubsection we consider this example in the particular case G = SO(3).

4.3.2. Harmonic maps. [17, 26].

Recall that a smooth map ϕ : M → N between Riemannian manifolds (M, g) and (N, h) is harmonic
if it is a critical point of the energy functional E, which, when M is compact, is defined as

E(ϕ) =

∫

M

1

2
tracegϕ

∗h dvg,

where dvg denotes the measure on M induced by its metric and, in local coordinates, the expression
1
2 tracegϕ

∗h reads

1

2
gijhαβ

∂ϕα

∂xi

∂ϕβ

∂xj
,

(gij) being the inverse of the metric matrix (gij) of g and (hαβ) the metric matrix of h. (This definition is
extended to the case where M is not compact by requiring the restriction of ϕ to every compact domain
to be harmonic).

Remark 4.5. Some examples of harmonics maps are as follows:

• The identity and the constant map are harmonic.
• In the case k = 1, that is, when ϕ : R → N is a curve on N , then ϕ is a harmonic map if and

only if it is a geodesic.
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• If we consider the case N = R (with standard metric). Then ϕ : Rk → R is a harmonic map if
and only if it is a harmonic function, that is, a solution to the Laplace equation.

In the sequel we consider the case M = R2 with gij = δij and N = SO(3) with a left-invariant metric
h. Then, we can define a Hamiltonian function

H : (T 1
2 )

∗SO(3) → R

(α1
g, α

2
g) 7→

1

2

(
h̃(α1

g, α
1
g) + h̃(α2

g, α
2
g)
)

,

where h̃ is the corresponding bundle metric on T ∗SO(3). Locally,

H(qi, pAi ) =
1

2
hijpAi p

A
j .

Since h is left-invariant, so is H . Moreover, one may prove, using general results on harmonic maps
(see, for instance [26]), that if (XH

1 , XH
2 ) is a solution to the Hamiltonian polsysymplectic equation

associated with H and γ : R2 → SO(3) is an integral submanifold of the distribution generated by XH
1

and XH
2 , then γ is a harmonic map.

On the other hand, as we have seen in the general situation referred to the previous example 4.3.1,
we have that under the assumptions of Theorem 3.17, there exist (Y1, Y2) a solution to the Hamiltonian
polysymplectic system on J−1(µ)/Gµ associated with a Hamiltonian function Hµ : J

−1(µ)/Gµ = Oµ → R

satisfying Hµ ◦ πµ = H ◦ i; that is, (Y1, Y2) is a solution to the equation

ıY1ω
1
µ + ıY2ω

2
µ = dHµ .

In this particular case, the expression of the polysymplectic forms ω1
µ, ω

2
µ is described in Section 3.3.2

(see (3.7)).

In accordance with the results and identifications in Section 3.3.2, we consider the following cases:

(1) π0
1 and π0

2 are linearly dependent and (π0
1 , π

0
2) 6= 0. Assume that π0

1 6= 0 and π0
2 = λ0π

0
1 with

λ0 6= 0. In this case O(π0
1,π

0
2)

= S2(||π0
1 ||) and

T(π,λ0π)O(π0
1,π

0
2)

= {(v, λ0v) ∈ R3 × R3|v ∈ TπS
2(||π0

1 ||)} .

On the other hand,

TπS
2(||π0

1 ||) = {ξR3(π)/ξ ∈ g ∈ R3}

and ξ3
R
(π) = ξ × π for every π ∈ so(3) ≡ R3.

Therefore, at a point (π, λ0π) ∈ O(π0
1,π

0
2)

= S2(||π0
1 ||), the solution to the reduced Hamiltonian

polysymplectic system is (see 4.4)

X̂
Hµ

1 (π, λ0π) =
(
ad∗

♭−1
<·,·>(π)

π, ad∗
♭−1
<·,·>(π)

(λ0π)
)
=
(
π × ♭<·,·>−1(π), λ0π × ♭<·,·>−1(π)

)

X̂
Hµ

2 (π, λ0π) =
(
ad∗

♭−1
<·,·>(λ0π)

π, ad∗
♭−1
<·,·>(λ0π)

(λ0π)
)
=
(
λ0π × ♭<·,·>−1(π), λ2

0π × ♭<·,·>−1(π)
)

= λ0X̂
Hµ

1 (π, λ0π)

(2) π0
1 and π0

2 are linearly independent. In this case, we know that there exist a diffeomorphism
between O(π0

1,π
0
2)

and SO(3), where

O(π0
1,π

0
2)

= {(Aπ0
1 , Aπ

0
2) |A ∈ SO(3)}

Therefore, from (4.4), we have that (X̂
Hµ

1 , X̂
Hµ

2 ) is a solution to the reduced hamiltonian
polysymplectic system where

X̂
Hµ

1 (Aπ0
1 , Aπ

0
2) =

(
ad∗

♭−1
<·,·>(Aπ0

1)
(Aπ0

1), ad
∗

♭−1
<·,·>(Aπ0

1)
(Aπ0

2)
)

=
(
(Aπ0

1)× ♭<·,·>−1(Aπ0
1), (Aπ

0
2)× ♭<·,·>−1(Aπ0

1)
)

X̂
Hµ

2 (Aπ0
1 , Aπ

0
2) =

(
ad∗

♭−1
<·,·>(Aπ0

2)
(Aπ0

1), ad
∗

♭−1
<·,·>(Aπ0

2)
(Aπ0

2)
)

=
(
(Aπ0

1)× ♭<·,·>−1(Aπ0
2), (Aπ

0
2)× ♭<·,·>−1(Aπ0

2)
)
.
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5. Conclusions and future work

We study the reduction of polysymplectic manifolds and Hamiltonian polysymplectic systems, such as
those that appear in some types of classical field theories.

First, we have given an example that shows a mistake in the reduction scheme proposed by Gunther.

Then, after stating the guidelines for reduction of a polysymplectic manifold by a generic submanifold,
we prove a generalized version of the Marsden-Weinstein reduction theorem for a polysymplectic manifold
M in the presence of an equivariant momentum map for a polysymplectic action on M . However, a new
additional hypothesis must be added to the usual ones (regular values of the momentum map, free and
proper actions); namely, the constancy of the rank of the characteristic foliation on the level set of the
momentum map corresponding to a fixed value µ ∈ g∗, and the fact that the leaves of this foliation are
the orbits of the action of the isotropy group Gµ on the level set. One of the main goals of this work is to
study what conditions ensure that this hypothesis holds (see Section 3.2). Assuming all these conditions,
we prove that the quotient space is a manifold that inherits a polysymplectic structure from the initial
one. In this way, the limitations of the reduction theorem presented in [48], which are referred in the
introduction, are overcome and corrected.

As an application of our theorem, we analyze the particular case of reduction of the standard model
of polysymplectic (k-symplectic) manifold: the cotangent bundle of k1-covelocities. Furthermore, we
generalize the Kirillov-Kostant-Souriau theorem to the case of polysymplectic manifolds.

Finally, the reduction of polysymplectic Hamiltonian systems is also studied as a natural continuation
of the previous results, showing how under the same hypothesis as above, and assuming the invariance
of the Hamiltonian function, a new Hamiltonian polysymplectic system is defined in the quotient space.
These results are applied to analyzing the problem of reduction of Hamiltonian polysymplectic systems
defined in cotangent bundles of k1-covelocities, which admit a suitable decomposition and, as a particular
case, the harmonic maps.

This work is the first step towards a more ambitious program of reduction (“a la Marsden-Weinstein”)
of geometric classical field theories. In particular, since the multisymplectic formulation constitutes the
most general geometric framework for describing classical field theories, our next objective is to extend
the results obtained here to multisymplectic manifolds, in such a way that they can be applied to reduce
multisymplectic Hamiltonian systems.

Appendix A. Examples of polysymplectic manifolds

In this appendix we describe some typical examples of polysymplectic manifolds.

A.1. The cotangent bundle of k1-covelocities of a manifold. Let Q be a differentiable manifold,
dimQ = n, and πQ : T ∗Q → Q its cotangent bundle. Denote by (T 1

k )
∗Q the Whitney sum T ∗Q⊕ k. . .

⊕T ∗Q of k copies of T ∗Q, with projection πk
Q : (T 1

k )
∗Q → Q.

(T 1
k )

∗Q can be identified with the manifold J1(Q,Rk)0 of 1-jets of maps σ : Q → Rk with target at
0 ∈ Rk, the diffeomorphism is given by

J1(Q,Rk)0 ≡ T ∗Q⊕ k. . . ⊕T ∗Q
j1q,0σ ≡ (dσ1(q), . . . , dσk(q)) ,

where σA = πA ◦ σ : Q −→ R is the Ath component of σ, and πA : Rk → R is the canonical projection
onto the Ath component, for A = 1, . . . , k. (T 1

k )
∗Q is called the cotangent bundle of k1-covelocities of the

manifold Q.

If (qi) are local coordinates on U ⊆ Q, then the induced local coordinates (qi, pAi ) on (πk
Q)

−1(U) =

(T 1
k )

∗U are given by

qi(α1
q , . . . , α

k
q ) = qi(q) , pAi (α

1
q , . . . , α

k
q ) = αA

q

(
∂

∂qi

∣∣∣
q

)
, 1 ≤ i ≤ n; 1 ≤ A ≤ k .
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On (T 1
k )

∗Q, we consider the differential forms

θA = (πk,A
Q )∗θ , ωA = (πk,A

Q )∗ω ,

where ω = −dθ = dqi ∧ dpi is the canonical symplectic form on T ∗Q, θ = pi dq
i is the Liouville 1-form

on T ∗Q and πk,A
Q : (T 1

k )
∗Q → T ∗Q is the projection defined by

πk,A
Q (α1

q , . . . , α
k
q ) = αA

q .

Obviously, ωA = −dθA.

In local natural coordinates, we have

(A.1) θA = pAi dqi , ωA = dqi ∧ dpAi .

A simple inspection of their expressions in local coordinates shows that the forms ωA are closed and
the relation (2.1) holds; that is, (ω1, . . . , ωk) is a k-polysymplectic structure on (T 1

k )
∗Q.

A.2. Frame bundle. Let LM be the frame bundle of M ; that is, the manifold of all the vector space
bases in all the tangent spaces at the various points of M . This bundle is a special type of principal
bundle in the sense that its geometry is fundamentally tied to the geometry of M . This relation can

be expressed by means of the vector-valued 1-form ϑ =

k∑

A=1

ϑArA ∈ Ω1(LM,Rn) called the solder form.

This form is defined by

ϑ(u) : Tu(LM) → Rn

Xu 7→ ϑ(u)(Xu) = u−1Tuπ(Xu) ,

where π : LM → M is the canonical projection and u : Rn → TxM a point of LM .

The solder form endows LM with a n-polysymplectic structure given by

ωA = dϑA, A = 1, . . . , n .

(See [49] for more details).

A.3. k-coadjoint orbits. Before describing this new example of a polysymplectic manifold, it is neces-
sary to recall the symplectic structure of the coadjoint orbit of a Lie group, (for more details see [1], pag
303).

Let G be a Lie group, g its Lie algebra. We consider the coadjoint action

Coad : G× g∗ → g∗

(g, µ) 7→ Coad(g, µ) = µ ◦Adg−1

and the orbit of µ ∈ g∗ in g∗ under this action,

Oµ = {Coad(g, µ) | g ∈ G} .

It is well known that Oµ has a symplectic structure ωµ defined by the expression

(A.2) ωµ(ν) (ξg∗(ν), ηg∗(ν)) = −ν[ξ, η]

where ν is an arbitrary point of Oµ, ξg∗(ν), ηg∗(ν) ∈ TνOµ.

Let (µ1, . . . , µk) be an element of g∗× k. . . ×g∗. We define the k-coadjoint orbit as the orbit of
(µ1, . . . , µk) in g∗× k. . . ×g∗, that is,

O(µ1,...,µk) = {Coadk(g, µ1, . . . , µk) | g ∈ g} ,

Coadk being the k-coadjoint action defined in (2.2). The space Oµ1,...,µk
was considered in [28]. In fact,

in [28], Oµ1,...,µk
was called the polycoadjoint orbit by (µ1, . . . , µk).

Next, we will recall the definition of the k-polysymplectic structure on Oµ1,...,µk
which was introduced

in [28].
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Lemma A.1. For every (ν1, . . . , νk) ∈ O(µ1,...,µk) we have that

T(ν1,...,νk)O(µ1,...,µk) = {ξ
g∗× k...×g∗

(ν1, . . . , νk) | ξ ∈ g} ,

where ξ
g∗× k...×g∗

is the infinitesimal generator of the k-coadjoint action corresponding to ξ.

Proof. This is a well-known result (see for example [1] p. 267).

Lemma A.2. For every A = 1, . . . , k and each (ν1, . . . , νk) ∈ O(µ1,...,µk) we obtain that

(prA)∗(ν1, . . . , νk)
(
ξ
g∗× k...×g∗

(ν1, . . . , νk)
)
= ξg∗(νA) ,

where prA is the canonical projection

prA : O(µ1,...,µk) → OµA

(ν1, . . . , νk) 7→ νA .

Proof. As the relation prA ◦ Coadk(ν1,...,νk) = CoadνA holds, we obtain

(prA)∗(ν1, . . . , νk)
(
ξ
g∗× k...×g∗

(ν1, . . . , νk)
)
= Te(prA ◦ Coadk(ν1,...,νk))(ξ) = TeCoadνA(ξ) = ξg∗(νA) .

As a consequence of the above lemma we can consider the following relations:

(A.3)
T(ν1,...,νk)O(µ1,...,µk) ⊆ Tν1Oµ1 × . . .× TνkOµk

ξ
g∗× k...×g∗

(ν1, . . . , νk) ≡ (ξg∗(ν1), . . . , ξg∗(νk)) .

Proposition A.3. Let ωµA
be the symplectic structure of the coadjoint orbit OµA

at µA, then the family
(ω1

µ, . . . , ω
k
µ) given by

ωA
µ : = (prA)

∗ωµA

is a k-polysymplectic structrure on the k-coadjoint orbit O(µ1,...,µk) at µ = (µ1, . . . , µk).

Proof. By definition, every ωA
µ is a closed 2-form on O(µ1,...,µk). Now we have to prove that

k⋂

A=1

ker ωA
µ = 0.

From Lemmas A.1 and A.2 and the expression (A.2) of the symplectic form ωµA
, if (ν1, . . . , νk) is an

arbitrary point of g∗× k. . . ×g∗, we obtain that

(A.4)

ωA
µ (ν1, . . . , νk)

(
ξ
g∗× k...×g∗

(ν1, . . . , νk), ηg∗× k...×g∗
(ν1, . . . , νk)

)
=

[(prA)
∗ωµA

]
(
ξ
g∗× k...×g∗

(ν1, . . . , νk), ηg∗× k...×g∗
(ν1, . . . , νk)

)
=

ωµA
(νA) (ξg∗(νA), ηg∗(νA)) = −νA[ξ, η] .

Let ξ
g∗× k...×g∗

(ν1, . . . , νk) be an element of

k⋂

A=1

ker ωA
µ . As a consequence of (A.4), we obtain that

νA[ξ, η] = 0, for every η ∈ g, and this is equivalent to ξg∗(νA) = 0. Therefore, using the identification

(A.3), we obtain that ξ
g∗× k...×g∗

(ν1, . . . , νk) = 0 and thus
k⋂

A=1

ker ωA
µ = 0.
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Phys. 236(2) (2003) 223250.
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