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Abstract

Information entropy concept is the base for many measures used to evaluate the
complexity of complex environmental systems. Its application has great potential to
evaluate landscape organization and dynamics, especially if we consider that there
is a direct relation between their patterns and processes: the spatial arrangement
(structure) of units within a mosaic reflects on system functions. Consequently,
changes on structure reflects on functions and vice versa. Here, we exemplify how
three measures based on information entropy – LMC and SDL complexity measures
and He/Hmax variability measure – could be applied to evaluating the degree of
complexity of a landscape and its components by associating their heterogeneity
with the diversity of information acquired from the remote sensors’ images. For
this, we developed two scripts for a Geographical Information System (QGIS): (1)
CompPlex HeROI, that compares the complexity of a landscape patch with others
and also with their transition areas; and (2) CompPlex Janus, which analyzes how
complexity varies in the landscape over space and time, generating landscape com-
plexity maps. We also use LMC and SDL complexity measures and He/Hmax vari-
ability measure to evaluate complexity time series of environmental variables, as
rain and temperature, which allow to evaluate how their variations along time and
space affects landscape dynamics. Therefore, application of such metrics in multi-
temporal studies of landscape dynamics provides indicators of landscape resilience
and the degree of conservation or degradation of its different fragments due to
anthropic impacts related to land uses.

Keywords: complexity, Information entropy, landscape metrics

1. Introduction

From the perspective of the Complexity Paradigm [1], the landscape can be
interpreted as a complex environmental system that is established from the
interdependence relationships of the physical-natural system (that is, by the ele-
ments and processes present in nature) and the socioeconomic system (that is, the
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elements and processes linked to human societies in their cultural, economic and
social aspects). When these two systems interact, they are considered as subsystems
of a system with a higher level of ecological organization: the landscape. Landscape
can be considered the 2nd level of ecological organization, characterized by a set of
interrelated ecosystems and formed, as the other levels, by the interactions between
society and nature (Figure 1).

As is typical of complex adaptive system, the landscape presents non-linear
negative and positive feedback processes generated from self-organization of its
elements in interaction networks. The structure and dynamics of the landscape are
affected and affect the other three levels (holons) constituents of this holarchic
organization through bottom-up and top-down processes (Figure 1). The evidence
of these interactions can be seen in landscape’s patterns, as in this type of system,
there is a direct relationship between its patterns and processes [4]: the spatial
arrangement (structure) of units within a mosaic influence system functions. Con-
sequently, changes in structure reflects on functions and vice versa, therefore
affecting landscape resilience and integrity.

Thus, the complexity of a landscape and of the units that comprise the mosaic
can be associated with the heterogeneities of its spatial, temporal, and structural
patterns, with greater complexities being represented by patterns located in regions
of intermediate heterogeneity in a gradient that goes from totally ordered patterns
up to those completely disordered [5, 6]. To capture this typical signature of com-
plex environmental systems not only qualitatively, it is necessary to use indicators
capable of representing it in a quantitative way. This can be done through measures
based on information entropy, which can be applied to assess the structure and
dynamics of landscapes, as done by Mattos et al. [7] and Piqueira et al. [8] in

Figure 1.
Holarchic organization levels of complex environmental systems (inpired in: [2, 3].
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relation to ecological interactions between their populations or by Piqueira &
Mattos [9] for abiotic factors present in them.

Here, the application of measures based on information entropy for two pur-
poses is demonstrated. The first is to assess the complexity of climatic time series.
The other is both in comparing the complexity of a landscape patch with others and
also with their transition areas, as well as allowing to verify as complexity varies in
the landscape over space and time.

2. Use of measures based on information entropy to evaluate landscapes
complexity

Remote sensor images can be used to identify landscape patterns in two differ-
ent ways. The first one is related to the degree of roughness caused by the variability
of tone or color, which provides image geometry and texture from targets [10–12].
The other is by examining the image spectral features, analyzing the values (e.g.,
surface reflectance, radiance, digital numbers) for each wavelength interval (i.e.,
band) vs. matrix pixels obtained for a specific target, which provides the spectral
signature of a specific target [11, 13].

Several methods have been developed for both texture and spectral analysis to
recognize patterns in remote sensing data [14–16]. Generally, many measures (also
called metrics) derived from these methods have the same purposes: identifying
similar patterns that occur in different places and distinguishing different patterns
within a landscape. Although theoretically simple, in practice, this objective is not
always easily achieved. Here, we discuss the use of three metrics derived from
information entropy to measure the complexity of landscape patterns and show
their applications to some case studies.

2.1 Information entropy applied to landscape patterns recognition and the
evaluation of their level of complexity

Several metrics applied to textural and spectral analysis try to capture landscape
patterns by using approaches deriving from theories and methods associated to the
complexity paradigm, such as General System Theory, Cybernetic, Theory of Dis-
sipative Structures, Hierarchy Theory, Percolation Theory, Self-Organized Critical-
ity, Catastrophe Theory and Fractal Geometry ([17–20].

Information entropy and other measures derived from it are also extensively
used to quantify landscape heterogeneity and, consequently, to evaluate its organi-
zation level and complexity [18, 21]. According to Shiner et al. [22], there are three
broad categories in which complexity measures based on information entropy may
be classified: the first is composed of measures that consider complexity as a direct
function of disorder (as is the case of very popular Shannon diversity index). So,
measures of this category attribute lower values of complexity to ordered states and
higher values to disordered states [22, 23]. Another category inverts this interpre-
tation by associating higher complexity to most ordered states [22].

However, both measure categories are considered inadequate since there is no
real complexity in situations that present zero or maximum entropy [23]. This fact
is particularly applicable in Landscape Ecology, since, as mentioned by Parrot [24],
more spatially complex landscapes are those in which the spatial pattern is situated
in regions of intermediary heterogeneity, between order and disorder patterns.
Thus, the maximum complexity would be located between these two extreme
situations, which could be mathematically expressed as a convex function of disor-
der, as are the measures belonging to the third category defined by Shiner et al. [22].
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This is the case of the LMC and SDL measures, proposed initially by López-Ruiz
et al. [25] and Shiner et al. [22], respectively. In both definitions, the two
complementary parameters – disorder and order – are combined to obtain a
complexity measure.

2.1.1 He/Hmax, LMC and SDL complexity measures and their application to remote
sensing images

Shannon’s Information Theory [26] could be applied to reflectance data in a
remote sensing image band. These data are represented by their discretization in
single digital numbers (DN), each DN representing a pixel value related to the
intensity of the radiation in a particular wavelength at the sensor [11]. As the
occurrence of certain DN values becomes more likely than other values, the entropy
of the image decreases.

The variability measure He/Hmax is related to Shannon entropy, and it belongs to
the first category mentioned by Shiner et al. [22]; therefore, considering that com-
plexity increases as a function of increasing the system disorder. This measure is
useful to verify if a landscape and its patches are near the ordered/homogeneous or
the disordered/heterogeneous patterns. To use this measure, it is necessary first to
define system extension (N), given by the system’s total number of possible states.
In the case of remote sensing images, N corresponds to the number of different DN
values present in the region of interest (ROI). As the maximum entropy value of a
ROI could only be reached when the occurrence of the DNs values (i.e., states) is
equiprobable, the maximum entropy (Hmax) is calculated considering all DNs
values with the same probability as follows (Eq.(1)):

Hmax ¼ log 2N: (1)

Dividing the number of pixels that have a determined DN value by the total DN
values present in the ROI, we have the probability p of the ith DN value of occur-
rence of this value within the ROI. The Boltzmann-Gibbs-Shannon entropy (He) for
ROI is then calculated as (Eq.(2)):

He ¼ �
X

DN ∈N

P DNð Þ log 2P DNð Þ: (2)

Finally, the variability measure (V) is obtained by dividing the information
entropy calculated (He) by the maximum entropy (Hmax), as follows (Eq.(3)):

V ¼
He

Hmax
: (3)

It can be deduced that complexity values for this measure range between 0 and
1, with complexity values associated with disorder (thermodynamic equilibrium).

Differently from the variability measure He/Hmax, SDL and LMC belong to the
third category of complexity measures defined by Shiner et al. [22], considering that
the highest complexity is situated between order/homogeneous and disorder/het-
erogeneous patterns, that is, regions of intermediary heterogeneity associated with
a high degree of self-organization. A convex function of information entropy may
mathematically represent this assumption.

SDL measure is composed of two terms: disorder and order, i.e. (Eq.(4)):

SDL ¼ He=Hmaxð Þ 1� He=Hmaxð Þ½ �: (4)
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For the LMC measure, the order term is substituted by another term, called
disequilibrium (D), which measures the distance between the system probability
and the uniform distribution [27] (Eq.(5)):

D ¼
X

N

i¼1

P DNð Þ �
1
N

� �2

: (5)

Consequently, LMC is given by (Eq.(6))

LMC ¼ He=Hmaxð Þ½1� He=Hmaxð Þ� (6)

or by (Eq.(7)):

LMC ¼ He=Hmaxð ÞD (7)

Zero is the minimum value for both measures, while 0.25 and 0.15 are the
maximum values for SDL and LMC, respectively. These maximun values occur
when the DN distribution is uniform [27].

To apply these measures based on information entropy to the remote sensing
images, we developed two scripts in Phyton language to be executed as plugins in
QGIS, an open-source Geographic Information System. The first one is CompPlex
HeROI, which calculates He/Hmax, LMC, and SDL complexity measures of a ROI
and compares them with others patches and their transition areas. The other plugin
is CompPlex Janus, composed of a sliding window that runs through the image,
calculating those three measures for the set of pixels inside it. CompPlex Janus then
generates complexity maps, allowing verification as complexity varies in the land-
scape over space and time.

Here we present examples illustrating the application of CompPlex HeROI to
evaluate the complexity of several ROIs (Example 1) and the use of CompPlex Janus
to evaluate the spatial distribution of landscape patterns complexity (Example 2),
highlighting in both cases the efficiency of the measures based on the information
entropy presented.

2.1.1.1 Example 1: CompPlex HeROI applied to evaluate patterns of different land uses

In this example, we show how CompPlex HeROI had been applied to evaluate,
by using metrics based on information entropy, the complexity of spatial patterns
with different land uses present in two river neighbor basins located at municipality
of São Carlos (São Paulo state, Brazil – Figure 2), especially as indicators of the
resilience of its green areas, to help establishing a free space system for this region.
Land uses inside these river basins had been identified using images from CBERS 4
remote sensor (Figure 3), and six categories of use were selected to be evaluated by
CompPlex HeROI. Results obtained for ROIs of these categories are shown in
Table 1, where they are compared for each measure and each band used.

Colors associated with values presented in Table 1 help to identify tendencies of
each land use complexity pattern. In general, ROIs of exposed soil, urban areas, and
pasture have high values for He, Hmax, and He/Hmax measures and low values for
SDL and LMC measures, indicating that these land uses have more disordered
patterns. In turn, agricultural use varies from low to relatively high values for He,
Hmax, and He/Hmax measures, but has, in most cases, low values for SDL and LMC
measures. Finally, vegetation areas have low values for the first three measures (He,
Hmax and He/Hmax) and high values for SDL and LMC measures that use convex
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function of disorder to associate more complexity with patterns situated in a
zone between ordered and disordered patterns. Therefore, these results are coher-
ent and consistent with the Landscape Ecology assumption that more complexity is
found in intermediary heterogeneity patterns [5, 6], as is the case of vegetation
areas present in the two neighbor river basins studied. High values for SDL and
LMC obtained by these areas could be related to their high levels of self-
organization and resilience.

Figure 3.
Land use and land cover on study area (municipality of São Carlos, São Paulo state, Brazil).

Figure 2.
Localization of study area in São Carlos’s municipality (São Paulo state, Brazil).
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2.1.1.2 Example 2: CompPlex Janus and landscape complexity maps

To exemplify how CompPlex Janus works to generate landscape complexity
maps, here is presented a case study of sensor images from the Assis Ecological
Station and its boundaries (located at Assis, São Paulo State, Brazil – Figure 4).
Several tests varying the sliding window size, sensor band, and number of color
classes had been performed to compare results obtained by He, He/Hmax, SDL, and
LMC measures. Some of these results are shown in Figures 5 and 6.

Comparing the four examples of maps of He, we observe that for sliding window
of 3x3 pixels sides (Figure 5A and B), this measure highlights borders among
different land uses and, especially for the image of band 3 (Figure 5A), the appar-
ent homogeneity of natural vegetation is broken. For this same measure, but for
sliding window of 9x9 pixels sides results are shown in Figure 5C and D. On the
other side, these edges are blurred for the 9x9 pixel window. However, areas with
higher values for this measurement (visualized by more intense red tones) are
found around natural vegetation areas, possibly indicating areas of greater risk to
their integrity and resilience.

Table 1.
Results obtained by CompPlex HeROI for six land use and land cover categories in the study area (municipality
of São Carlos, São Paulo state, Brazil).
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For He/Hmax measure, we can perceive a significant difference between
maps generated by a window of 3x3 pixels sides (Figure 5E and F) and those of
9x9 pixels (Figure 5G and H). Due to the reduced amount of pixels in the smaller
window, there is less diversity of information, and the interval between minimum
and maximum values is high. As occurred with the He measurement, a larger
window (9x9 pixels) generated a more extensive range for the minimum and
maximum values, highlighting possible areas that represent greater risks to natural
vegetation.

In Figure 6A-H, we show, respectively, some results obtained by Complex Janus
to SDL and LMC measure. For a window of 3x3 pixels sides (Figure 6A, B, E and F),
these measures allow identifying punctual areas with higher values within natural
vegetation regions. This effect is best observed on images generated by windows of

Figure 4.
Localization of Assis Ecological Station and surroundings (municipality of Assis, State of São Paulo, Brazil).

Figure 5.
Some complexity maps for He and He/Hmax entropy measures generated by CompPlex Janus to study area.
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9x9 pixels (Figure 6C, D, G, and H), where areas of natural vegetation have a more
variable value gradient and areas with other land uses are ‘homogenized’ with low
values for both measures. In general, SDL and LMC measures assign higher values to
natural vegetation, consistent with the assumption of Landscape Ecology that more
complex patterns are associated with intermediary spatial heterogeneity.

3. Measures based on information entropy applied to analyze climatic
time series

Information entropy measures are also useful to verify complexity (in the sense
of variability) of time series, as shown by Piqueira and Mattos [9]. To exemplify
how these measures can be utilized for this purpose, here we show an application of
He/Hmax, SDL, and LMC measures for a time series corresponding to the maximum
daily temperatures that occurred in each January from 1980 to 2017 in the munici-
pality of São Carlos (São Paulo State, Brazil).

To calculate the measures, daily maximum temperature data for each January of
the entire time series were used to define its quartiles. Then, for the January data for
each year, we check the number of days that belonged to each quartile, which
allowed us to calculate the probability p for each interval. The system extension (N)
corresponded to the number of quartiles that presented at least one data.

With these values, it was possible to calculate the measures He/Hmax, SDL, and
LMC for data from January of each year, according to the equations previously
presented. The results obtained are shown in Table 2. To compare the performance
of measures and to try to identify any patterns from results for each measure we
group each of them in decreasing order of value and organize in four classes. Table 3
shows pairwise comparisons between the measures to verify whether or not a given
year occupies the same class and the same position for both measures. Through these
comparisons, it is evident that He/Hmax and SDL have the same behavior, while LMC
measure behavior differs from them, revealing the differences in the relations
between order and disorder terms present in these measures’ equations.

Figure 6.
Some complexity maps for SDL and LMC entropy measures generated by CompPlex Janus to study area.
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Table 2.
Results obtained by applying entropy measures for daily maximum temperature data of municipality of São
Carlos (São Paulo state, Brazil) for each January from 1980 to 2017.
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Table 3.
Results obtained by applying entropy measures for daily maximum temperature data of municipality of São
Carlos (São Paulo state, Brazil) for each January from 1980 to 2017.
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4. Conclusions

In addition to exploring results obtained from case studies here presented, we
intended to show why and how measures based on information entropy can con-
tribute to understanding complexity of landscapes patterns and processes. As
shown in the first example, He/Hmax, SDL, and LMC are complexity measures that
represent useful tools for evaluating landscape patterns. He/Hmax allows identifying
ordered and disordered targets, while SDL and LMC are related to intermediary
heterogeneity patterns presented by landscape patches. Comparing the landscape
metrics used here with the spectral decomposition methods proposed in Mustard
and Sunshine [13], they prove to be quite efficient in comparing the complexity of
the patterns of different patches as well as their variation over the entire landscape.
Based on this example, the application of such metrics is proposed for multi-
temporal studies of landscape dynamics, for evaluating resilience and the degree of
degradation of different fragments, for estimating the degree of the anthropic
impact due to alterations on land usage, among other applications.

In the second example, we highlight the use of these measures to evaluate
complexity in climatic time series. Our future studies involve the application of
these measures as alternatives for classical statistical analysis, using them to assess
the influences of both natural processes, such as El Niño and La Niña, and those
resulting from anthropic processes, such as the increase in temperature and fre-
quency of extreme weather events, such as severe droughts and heavier rains.

Author details

Sérgio Henrique Vannucchi Leme de Mattos1*, Luiz Eduardo Vicente2,
Andrea Koga Vicente2, Cláudio Bielenki Junior1, Maristella Cruz de Moraes1,
Gabriele Luiza Cordeiro1 and José Roberto Castilho Piqueira3

1 Environmental Complex Systems Laboratory, Department of Hydrobiology,
Biological and Health Sciences Center, Federal University of São Carlos (UFSCar),
São Carlos, SP, Brazil

2 ABC Platform, Embrapa Environment, Jaguariúna, SP, Brazil

3 Department of Telecommunications and Control Engineering, Polytechnic School
of the University of Sao Paulo (USP), São Paulo, SP, Brazil

*Address all correspondence to: sergiomattos@ufscar.br

© 2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

12

Theory of Complexity - Definitions, Models, and Applications



References

[1]MORIN, E. From the concept of
system to the paradigm of
complexity. Journal of Social and
Evolutionary Systems. Volume 15,
Issue 4, 1992, Pages 371-385.

[2] CHRISTOFOLETTI, A. Modelagem
de Sistemas Ambientais. Editora
Blucher, 1999. 256 Pages.

[3] KOESTLER, A. The Ghost in the
Machine. Macmillan Length. 384 Pages.

[4] TURNER, M.G. & GARDNER, R.H.
Quantitative methods in landscape
ecology: an introduction. In: _.
Quantitative methods in landscape ecology.
New York: Springer Verlag, 1990.
p.3-14.

[5] ANAND, M. et al. Ecological
Systems as Complex Systems:
Challenges for an Emerging Science.
Diversity 2010, 2, 395-410; doi:10.3390/
d2030395.

[6] PARROTT, L; Measuring ecological
complexity. Ecological Indicators,
November 2010, 10(6):1069-1076. doi:
10.1016/j.ecolind.2010.03.014.

[7]MATTOS, Sérgio Henrique
Vannucchi Leme de; PIQUEIRA, José
Roberto Castilho ; VASCONCELLOS
NETO, João ; ORSATTI, Fernando
Moya. Measuring q-bits in three-
trophic level systems. Ecological
Modelling, v. 200, n.1-2, p. 183-187,
2007.

[8] PIQUEIRA, J.R,C., MATTOS, S.H.V.
L; VASCONCELOS NETO, J.
Measuring complexity in three-
trophic level systems. Ecological
Modelling, v. 220, p. 266-271, 2009.

[9] PIQUEIRA, J. R. C.; MATTOS, S.H.V.
L. LMC and SDL complexity
measures: a tool to explore time
series. Complexity, v. 2019, p. 1-8,
2019.

[10] AVERY, T.E., BERLIN, G.L.
Fundamentals of remote sensing and
airphoto interpretation. New York:
Macmillan, 1992. 472p.

[11] JONES, H.G., VAUGHAN, R.A.
Remote Sensing of Vegetation:
Principles, Techniques, and
Applications. UP Oxford, 2010. 384
Pages.

[12]MUSICK, H.B. & GROVER, H.D.
Image textural measures as indices of
landscape pattern. In: Turner, M.G. &
Gardner, R.H. Quantitative methods in
landscape ecology. New York: Springer
Verlag, 1990. p.77-103.

[13]MUSTARD, J.F.; SUNSHINE, J.M.
Spectral analysis for Earth Science:
investigations using remote sensing
data. In: RENCZ, A.N. Remote sensing
for the Earth Sciences. New York: John
Wiley & Sons, 1999.

[14]ASNER,G.P. et al.Remote sensing of
selective logging in Amazonia-
Assessing limitations based on detailed
field observations, Landsat ETM+, and
textural analysis. Remote Sensing of
Environment, v.80, 2002, p. 483-496.

[15]GARRIGUES, S. et al. Influence of
landscape spatial heterogeneity on the
non-linear estimation of leaf area
index from moderate spatial
resolution remote sensing data.
Remote Sensing of Environment, v.105,
n.4.2006, p.286-298.

[16]MIRANDA, F.P. et al. Analysis of
JERS-1 (Fuyo-1) SAR data for
vegetation discrimination in
northwestern Brazil using the
semivariogram textural classifier
(STC). International Journal of Remote
Sensing, v.17, 1996.

[17] BAK, P. How nature works: the
science of self-organized criticality.
New York: Springer-Verlag, 1997. 212p.

13

Metrics Based on Information Entropy to Evaluate Landscape Complexities
DOI: http://dx.doi.org/10.5772/intechopen.96976



[18] FARINA, A. Principles and
methods in landscape ecology.
Londres: Chapman & Hall, 1998. 235p.

[19] LI, B.L. Fractal geometry
applications in description and
analysis of patch patterns and patch
dynamics. Ecological Modelling, v.132,
2000. p.33-50.

[20]NAVEH, Z. & LIEBERMAN, A.
Landscape ecology. New York:
Springer Verlag, 1994. 360p.

[21] FEAGIN, R.A. Heterogeneity
versus homogeneity: a conceptual and
mathematical theory in terms of
scale-invariant and scale-covariant
distributions. Ecological Complexity,
v.2, 2005, p.339–356.

[22] SHINER, J.S. et al. Simple measure
of complexity. Physical Review, 1999,
v.59, n.2, Pages 1459-1464.

[23] KANEKO, K., TSUDA, I. Complex
Systems: chaos and beyond. Berlim:
Springer Verlag, 2001. 257p.

[24] PARROT, L. Quantifying the
complexity of simulated
spatiotemporal population dynamics.
Ecological Complexity, v.2, 2005,
p.175-184.

[25] LÓPEZ-RUIZ, R. et al. A statistical
measure of complexity. Physical Letter
A, v.209, 1995, p.321-326.

[26] SHANNON, C. E. A mathematical
theory of communication. The Bell
System Technical Journal, Vol. 27,
pp. 379–423, 623–656, July, October,
1948.

[27] PIQUEIRA, J.R,C. A comparison of
LMC and SDL complexity measures
on binomial distributions. Physica. A
(Print), v. 444, p. 271-275, 2016.

14

Theory of Complexity - Definitions, Models, and Applications


