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Abstract – This paper presents experiences obtained from our involvement in the development 
of industrial simulation projects. Some important, common questions are covered, such as the 
need to define model behavior using a conceptual model, the problem of choosing the 
appropriate tool to code the model, and the validation and verification process required. As we 
will see, the scope of applicability of simulation is broad and the tools are therefore diverse. A 
clear understanding of the objectives of the simulation, the client’s aims and the resources at 
our disposal are key issues that often determine the success of a simulation project. 

 

 

1. INTRODUCTION 

Over the last fifteen years our simulation team 
(affiliated to the Computing Laboratory of the 
Barcelona School of Informatics, LCFIB) has 
carried out simulation projects that often have a 
common characteristic: they are critical or present 
some technical complication that entails an 
element of risk (hopefully only in the economic 
sense). 

In this paper we present some of the experiences 
obtained from the projects in which we are, or have 
been, involved. 

Not all simulation projects have the same 
objective. Although the main purpose of 
constructing a simulation model is usually to 
understand and predict the behavior of a system, 
this system knowledge can be applied for several 
purposes. According to (Kellner, Madachy, & 
Raffo, 1999), the main categories that define the 
purpose and use of a simulation model are: 

1. Strategic Management. 
2. Planning. 
3. Control and operational management. 
4. Process improvement and technology 

adoption. 
5. Understanding. 
6. Training and learning. 

In this paper we review three examples, related to 
planning, control and operational management 
and process improvement and technology 
adoption. 

2. SIMULATION FOR PLANNING 

Planning in organizations is the process of creating 
and maintaining a plan following a defined 
purpose. Planning entails studying the likely 
consequences of several alternatives and choosing 
the most suitable option. Simulation can be used to 
support the planning process in a number of ways 
by forecasting outcomes and facilitating decisions 
regarding resource constraints and resource 
allocation. 

The example presented in this section is the 
simulation of an industrial plant operated by the 
pharmaceutical firm (Casanovas, Perez, Montero, 
& Fonseca, 1999). Its main objective is to 
represent the industrial processes requiring 
planning during the merger of two major 
pharmaceutical companies, each with its own 
management culture and technical structure, which 
needed to be aligned to unify production processes. 
From the initial stages of the merger, all of the 
actors involved in the project understand the 
advantages of simulation as a tool for evaluating 
different plant layouts and alternative production 
planning schemes. 

The project focuses on the simulation of reception, 
picking, expedition, and production orders at the 
pharmaceutical plant in question. The baseline 
situation is as follows: the order expedition process 
is partially automated, and completed products are 
stored for subsequent distribution. Since the 
existing processes are semi-automatic, the merging 
of several company units could have a major 
impact on different sections of the plant. 
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One of the main concerns is to enable increased 
throughput and to detect the possible bottleneck 
problems anticipated for intermediate and 
completed products. The simulation model must 
also consider the issues associated with the flow of 
semi-manufactured products between the 
company’s different laboratories and plants, to 
create a representation of the complete in-factory 
transportation system 

Some of the structural modifications and 
operational changes envisaged were as follows: 

 To maximize the use of automatic processing 
by installing a robot to carry out the picking of 
completed boxes. 

 To analyze unit-picking data to evaluate the 
cost and potential suitability of automatic 
dispensers for the picking of product fractions.   

 To introduce new order preparation policies.  

 To increase production levels. 

On the one hand, these modifications must 
maintain existing quality and due-time parameters, 
and alternative shift policies should be evaluated to 
reach a maximum level of 24-hour customer 
service. The duration of the order preparation 
process and existing agreements with clients and 
transport companies must be respected. Special 
short-life products have to be considered. 

On the other hand, production costs and picking of 
fractions must be reduced. To achieve this, a tool 
was created to design the optimum plant layout, 
including alternative equipment and specialized 
machinery. Finally, the different alternatives and 
possible decisions had to be explored and 
compared. 

To achieve these aims, several tasks were 
considered necessary, some related to data and 
others related to the processes that govern the 
system behavior. Consequently, two main model 
phases were conceived: 

1. Macroscopic specification and modeling. 
Numerical modeling covering the hypotheses 
related to data and data validation. Here we 
only consider the main industrial elements, the 
behavior of which is simple. 

2. Detailed microscopic modeling of machines, 
conveyors, resources and other elements. In 
this phase we also consider the behavior of the 
individual elements that make up the system. 

Operational validation of the different simulation 
scenarios was performed during the study of the 
system. As a result of this validation, different 
modifications were requested for certain elements 
in the initial layout. These modifications often do 
not imply that the initial plant behavior is incorrect 
but rather include several alternative equipment 
evaluations. Since modifications of this type are 
commonly introduced during project development, 
the prototyping approach (Janson, 1986) was one 
of the most effective ways of maintaining focus on 
the client’s requirements, as it enabled us to 
implement these changes to the model quickly and 
without incurring substantial additional costs. 

The R&D team was of medium size (5 members). 
As is often found in this type of project, the main 
problems concern the quality and availability of 
current or historical data and the agenda of critical 
factory experts.   

2.1. Modeling methodology 

To develop the model, the LeanSim methodology 
was used, which consists of the following steps: 

1. Identify the objects to be considered in the 
model. 

2. Define the channels for communication 
between objects. 

3. Define an external event list for each 
object. 

4. Define the detailed behavior of each 
object. 

5. Define the external routines. 

There is a clear distinction between the model 
definition, which follows a formal language, and 
its implementation, in C++, which facilitates 
model validation, verification and maintenance. 

There are several languages for formally 
representing a simulation model. In our projects we 
use the Specification and Description Language 
(Doldi, 2003), (Telecommunication 
standardization sector of ITU, 1999), Petri Nets 
(Recalde, Teruel, & Silva, 1999), (Peterson, 1981) 
or DEVS (Zeigler, Praehofer, & Kim, 2000). The 
choice of a specific formalism is determined by the 
nature of the project and the industry figure you 
are dealing with. It is important for the client to 
feel confident about the language and to 
understand it to a sufficient level to be able to 
assist with the conceptual validation of the model. 

At the operational level, the model definition for 
this project consists of three steeps: 
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1. Define the block diagram, the system and 
the outermost agent, following the SDL 
specification paradigm. 

2. Define the state diagrams. Although this 
representation can be ambiguous, it 
simplifies communication with the client. 
It is our responsibility to ensure that this 
representation is consistent at all times 
with any other system representation 
diagrams. 

3. Process and procedure diagrams for all the 
elements, following SDL. This 
representation is formal, complete and 
unambiguous and helps us to fully define 
the behavior of the model elements, 
simplifying the implementation. 

Figure 2 shows the state diagram for one of the 
model elements. Figure 1 shows a simulation 
procedure using SDL language. 

 
Figure 1. SDL procedure diagram. 

 

 
Figure 2. State diagram. 

2.2. Model implementation 

This project was implemented as a stand-alone 
application in C++. 

Although the graphical representation is not a 
mandatory element of this project, it is vital for 
understanding the model behavior and performing 
the operational validation. Accurate representation 
of the model has several advantages, including the 
following:  

 The user can view the system modeled in the 
simulation as a replica of the real system. 

 The model is easier to validate, increasing the 
overall process credibility from the end-user 
perspective. 

 Minor errors or inconsistencies can be 
debugged during the specification phase, 
leading to a better understanding of the model. 

 The model can be used as a powerful operator 
training tool. 

 The model shows the closest representation to 
the real image of the studied system. 

Of course, if the simulation model is in the training 
and learning category, an accurate representation 
is a key element. 

To produce an accurate representation, two 
principal alternatives are available: Off-line and 
Integrated. In Off-line, the representation is based 
on analysis of a list of events stored in a file (or 
database). This technique does not allow 
interaction with the model but it is generally easy 
to implement and consumes less resources that the 
integrated option. In Integrated, the representation 
of the model is shown during execution. In this 
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case, the visualization is closely bound to the 
simulation model and there is a dynamic 
connection between visualization and simulation. 
The system implements an interactive on-line 
communication mechanism in both directions 
throughout the execution of the model.  This 
enables the user to determine the operational state 
of the model at any moment by observing what 
appears on in the screen and to introduce changes 
when desired. This approach can be used for the 
implementation of training systems. 
Implementation of the integrated option is usually 
more complex and more resources are required to 
execute the model. 

The simulation environment developed in this case 
consists of a simulator with an interactive 
graphical representation of the model. 

Figure 3 show a virtual representation of the robot 
element. 

 
Figure 3. Automatic robot. 

Partial results are visible in real time, and several 
scenarios can be studied and compared.  The user 
can change certain scenario parameters in real time 
and observes the effects of these changes on the 
model. 

 
Figure 4. Results obtained during execution of the model. 

2.3. Results and validation 

The system was designed to be parameterized from 
a standard text file listing the required 
characteristics of objects, model parameters and 
statistical results (Figure 5 shows the 
parameterization window). 

 
Figure 5. Model parameterization window. 

Solutions were obtained for several different 
alternatives and scenarios, mainly proposed by the 
client. Here we do not discuss the alternative 
solutions proposed for the industry, and the 
Validation, Verification and Accreditation process 
(Sargent, 2007), but it should be noted that 
validating the solution is very important for the 
simulation team. Validation of the solution consists 
of client analysis of the use of the simulator in the 
industrial application it models and 
implementation of the conclusions. 

The main consideration in our project is that the 
project budget and outlay for picking and 
expedition areas are determined on the basis of the 
conclusions drawn from the simulation. The 
revision of the model and final implementation of 
the solution, one year after the end of the project, 
indicated that the simulation results were accurate 
and that the solution successfully tackles problems 
encountered in the industry in question. 

3. SIMULATION FOR CONTROL AND 
OPERATIONAL MANAGEMENT 

In this section we present the simulation of the new 
Barcelona International Airport Terminal (NAT). 
In this huge project, the main objective is to 
provide the architects, civil engineers and 
aeronautical engineers with the information they 
need to ensure that the new terminal performs well 
following the IATA standards. As such, the 
primary use of the simulators could be for 
planning, although the resulting models, a set of 
micro and macro simulators (that allow predicting 
risky situations in the operational management of 
the process related to the airport), was 
subsequently used to execute the operational 
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management of the airport. So in this section we 
focus on this part of the model. 

Airport management is a complex task because 
many flows converge in different terminal spaces. 
Each of these flows has its own personality and 
characteristics, and it is obviously necessary to 
know the structure and quantity of each flow in 
order to manage the different airport spaces and 
prevent bottlenecks. Space requirement 
calculations for an airport are typically based on 
differential equations or queuing theory. These 
approaches, however, are not ideal if we want a 
precise model of the real environment or a model 
that can be defined using a large number of 
different parameters. Our project is based on the 
need to identify the potential bottlenecks in the 
operation of the new terminal before its 
construction. This determines the build 
requirements for the simulation model, which was 
developed to reflect the real environment as 
closely as possible in order to return the most 
realistic data about the possible collapse of certain 
critical areas. Check in, ticket control, baggage 
retrieval and many other resource-limited 
processes determine the quality level of an airport, 
and in a completely new design it is very difficult 
to determine the most suitable dimensions of each 
area because the behavior of the different flows 
(such as passengers flows) is hard to predict. 

3.1. Modeling methodology 

Again, we applied the LeanSim methodology, 
defining detailed behavior for each of the 
simulation entities and elements that compose the 
model. 

The micro-simulation of the new terminal at 
Barcelona International Airport is an extremely 
large-scale simulation project involving five teams 
(a team of computer scientists and statisticians who 
develop the model, an aeronautic and civil 
engineering team, aeronautical teams, architects, 
and an external consulting firm responsible for 
performing the validation of the model). This 
means that different languages and knowledge 
must be processed. Again, the formalization of the 
model helps a great deal. SDL was selected due to 
the heterogeneity of the team involved. 

Although the processes that govern the model 
behavior were relatively simple to represent, one of 
the main problems in this project was to define the 
nature and structure and model the data that govern 
the behavior of the model. 

This project has two objectives: to test the 
structures, spaces and processes of the new 
terminal, and to act as become a testing 
environment to analyze the operations in typical 
daily use. 

The modeling process of big systems like airports, 
that are intended to be used for management, 
requires low response times in front of new 
configurations. To allow a faster modification of 
the model configurations we develop a Witness 
model that can be constructed dynamically from a 
set of files (that allows us the creation of the 
simulation objects that defines the model). These 
files also controls the generation of new entities 
through the Witness part files, the files that 
represents the generation of entities in witness 
(Lanner, 2011). All the parameterization was 
centralized in an excel Spreadsheet based 
application. This application, that represents all the 
main elements of the Terminal, allows the 
generation of the files needed to define a new 
simulation scenario (the configuration files that 
define the model elements and the part files that 
feeds the model. 

 
Figure 6. Hypothetical presentation functions for the 
passengers. 

In this project we need to define the probability 
distributions that govern the behavior of the airport 
over the coming years (from 2007 to 2025), and 
since the date are not available we need to use 
statistical techniques to define the distributions. 

It is important to note that six months were spent 
acquiring, analyzing and structuring the data for its 
correct use in the simulator. Data acquisition and 
analysis can be a demanding task and care must be 
taken to monitor the time required to complete this 
phase to ensure the success of the project. 

3.2. Implementation of the model 

The selection of the implementation tool (or tools) 
for a specific simulation project is a task in itself. 



Fonseca i Casas, Casanovas, Montero & Guasch  –  SCS M&S Magazine – 2011 / n3 (July) 157

In any simulation project, the system requirements 
must be analyzed to determine the best option for 
implementing the model. In this case the 
implementation tool, for interoperability reasons 
was selected by the client. However, as always, we 
analyze potentially suitable alternatives for 
performing the implementation to identify the 
strengths and weaknesses of the selected tool. To 
do this we often use the methodology presented by 
(Rincon, Alvarez, Perez, & Hernandez, 2005). 
Notably, the technology constrains the nature of 
the implementation and the time needed to reach a 
solution. In our case, the analysis showed that, due 
to the time constraints of the project and the 
structure of the team involved, Witness (Lanner, 
2011) (the tool used) is a good alternative for 
implementing this model. 

Figure 7 shows the layout of the model 
representing the jet bridges of the Schengen area of 
the airport. 

 
Figure 7. NAT layout. 

3.3. Results and validation 

Models must be executed to obtain the results. 
Here, it is important to note that, due to its detail, a 
single execution of the initial micro simulation 
model (that encompasses a complete subsystem) 
takes approximately three hours. This implies that 
if replications of the model are required (at least 
eight in our analysis) we need 24 hours to obtain 
the results, after which we need to analyze the 
output and write the report. Two comments should 
be made at this point: first, time is needed to obtain 
the results, so when defining the project plan it is 
important to remember that experimentation can be 
time consuming; second, certain techniques can be 
used to parallelize the simulation to reduce the 
time needed. A very simple technique is to use “n” 
computers that execute the model replications in 
parallel, although other, more complex techniques 
can be considered depending on the project, See 
(Fujimoto, 2001) to review a set of techniques to 
perform a parallel simulation. 

In this project the managers continue to use the 
simulator on a regular basis for their operations. 
For example, one of the simulation models 
implements an algorithm to assign the jet bridges 
for each of the planes that arrives at the airport. 
This algorithm can be modified, and since the 
simulation model represents all of the flows in the 
airport, the managers can determine the effects of 
new assignment algorithms over the whole airport. 

4. SIMULATION FOR TECHNOLOGY 
ADOPTION 

Testing and debugging logistic control systems in 
real scenarios can be very difficult when there is a 
risk of disrupting manufacturing or logistic 
operations. Moreover, not all possible scenarios 
can be tested because constraints are introduced by 
the plant status. Finally, some problems may be 
difficult to solve due to the complexity of tracing 
their possible causes and the impossibility of 
repeating the exact same sequence of events that 
caused the failure. 

In this project we focus on the simulation of a 
production plant. The main objective of this project 
is to perform a simulation of the AGVs of an 
important beer industry in order to evaluate the 
current management and planning algorithms. 
Secondary objectives include testing and validating 
the communication protocols between the different 
agents involved in the transport operations and 
analyzing the behavior of the system in response to 
different situations. 

4.1. Modeling methodology 

In this project we use Coloured Petri Nets (CPN). 
This formal, graphical language has proved to be 
successful a tool for modeling logistic systems 
thanks to several advantages such as the concision 
with which it represents both the static structure 
and the dynamics, the availability of mathematical 
analysis techniques, and its graphical nature 
(Recalde, Teruel, & Silva, 1999). Furthermore, 
CPN is very suitable for modeling and visualizing 
patterns of behavior comprising concurrency, 
synchronization and resource sharing, which are 
key factors when trying to optimize the 
performance of logistic systems. 



Fonseca i Casas, Casanovas, Montero & Guasch  –  SCS M&S Magazine – 2011 / n3 (July) 158

G

A

T6

T7

M

a8

a9
a10

a11

a12 a13

 
Figure 3. Colored Petri Net of the path generation 

However, although CPN models contain the 
essential information to build the simulation 
model, they are not widely used in commercial 
simulators as a mechanism to code and specify 
simulation models, nor are they commonly used by 
the optimization community, due to a lack of 
qualitative analysis tools. Consequently, a generic 
simulation tool must be used. 

4.2. Implementation of the model 

The tool selected to implement the simulation 
model was Arena (Figure 8 shows a detail of the 
model). Several additional components were also 
needed.  

 
Figure 8. Line 2 simulated section. 
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Figure 9. System architecture. 

The system architecture is composed of the 
following modules (see Figure 9): 

 AGV mission planner. 
 AGV’s traffic control system. 
 Real-time simulator. 
 Experiment design sheet in MS-Excel. 
 Communicator (ECI). 

In the hardware architecture it is possible to 
identify four PCs involved in the study—clients as 
yellow PCs and servers as orange ones—and the 
message types transmitted between them. The 
double blue arrows identify a communication via 
TCP/IP, whilst the single red arrow shows a 
Remote Procedure Call (RPC). 

 
Figure 10. ECI, Architecture & message communication 

Two techniques were used to integrate the 
communication services into the hybrid simulation 
system. 

 Transmission and reception of messages 
using sockets over TCP/IP protocol. 

 Remote Procedure Call (RPC), to emulate 
the sensorial signals in the plant and 
update distributed databases in other PCs.  

These techniques are encapsulated in the External 
Communication Interface (ECI). The ECI is a 
communication gateway between the simulator and 
the AGV’s traffic control and mission planner 
(Figure 11). The main tasks associated with the 
ECI are shown in the following points: (i) to 
establish the correct connections between the real-
time simulator, the AGV’s traffic control, the 
mission planner and the ECI; (ii) to propagate the 
messages from the simulator to the AGV’s traffic 
control and vice versa with the codec/decodec 
needed for comprehensive use; (iii) to update, 
using RPC, the mission planner’s databases of 
those plant sensorial signal records which are 
simulated and sent from the Simulator to the ECI; 
(iv) to report in real time the status of the simulated 
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AGV’s battery level, mission status and load 
status; (v) to generate log files, which record the 
movement sequence and messages generated, 
enabling the debugging process. 

We developed the ECI component instead of using 
an embedded alternative because: (i) it allows a 
simple analysis and trace of outgoing and 
incoming messages, simplifying the detection of 
bugs in the communication ports associated to 
external software; (ii) it decreases the overall 
development time, since model building and the 
communication protocol tasks can proceed in 
parallel; (iii) the ECI can run on a different PC. 
Therefore, the speed of the simulator increases. 
This is an important factor, since a working mode 
which runs faster than real time is required to 
reduce the total amount of time needed to perform 
the simulation experiments. A real-time scale 
factor of 5 was chosen because the AGV’s traffic 
control and mission planner could not function 
properly at higher speeds. 

 
Figure 11. ECI, detail AGV status. 

Additionally, the ECI emulates a third software 
application which manages all of the missions in 
the production line. These tasks are: 
 To update the newest product references in the 

scheduler database. 
 To initialize the warehouse status, i.e. to set up 

several experimentation scenarios. 
 To acknowledge production line messages to 

the mission planner. 

4.3. Results and validation 

The last example is an industrial application 
developed over a five-month period. The key 
factors that contributed to the success of the 
application are: (i) the use of a real-time system 
(Arena) to model the plant behavior and the AGV 
fleet; and (ii) the use of the ECI communication 
gateway. This component simplifies the debugging 
of the communication protocols. Furthermore, 
since the ECI can run on a different PC, the speed 
of the simulator increases. 

Again, the formalization of the model—in this case 
using CPN to represent the complex AGV 
behavior—simplifies its implementation and the 
definition of the model behavior. 

In this project, success was again achieved by 
verifying the accuracy of the model, implying that 
the AGV fleet can be used in the industry in 
question. 

5. DISCUSSION 

All of the examples given in this paper contain 
common elements that we believe contribute to the 
success of a simulation project. 

The first key element is the use of a formal model. 
This simplifies the understanding of the hypotheses 
used by all the actors involved, simplifies the 
verification of the model implementation and 
simplifies the validation process. 

The second element is to hold regular meetings 
with the client, to revalidate the hypothesis 
document on a regular basis and keep the formal 
representation of the model up to date. This is 
important as it increases the credibility of the 
model from the clients’ perspective; ultimately, the 
model belongs to the modelers and the client, not 
to the project team. 

The third element is the use of techniques to 
accelerate the execution of the model, running 
parallel executions in the case of the Airport or a 
distributed component simulation in the case of the 
beer industry. A distributed simulator is not always 
necessary, but some techniques (not necessarily 
complicated) can help to accelerate the execution 
of the models. 

The fourth element is the creation of an accurate 
representation. Although in some cases the client 
does not require one, the more accurate the 
representation the easier it is to validate the model. 
Since the tools currently help on this a good 
animation (Law, 2005) can be considered a must. 

The fifth element is the validation stage, which is 
vital in establishing trust between the project team 
and the client. It also increases the level of 
confidence in the techniques used and, of course, 
helps to detect errors. 

Finally, it is important to bear in mind that each 
action requires time: to acquire the data, to build 
the model, to implement the simulator, and of 
course, to execute the models and write the 
documentation. 
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