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a b s t r a c t

In this paper we propose a new dynamic model, based on quaternions, for tensegrity systems of class-1.
Quaternions are used to represent orientations of a rigid body in the 3-dimensional space eliminating the
problem of singularities. Moreover, the equations based on quaternions allow to perform more precise
calculations and simulations because they do not use trigonometric functions for the representation of
angles. We present a thorough introduction of tensegrities and the current state of research. We also
introduce the quaternions and provide in the appendix some important details and useful properties.
Applying the Euler–Lagrange approach we derive a comprehensive dynamic model, first for a simple rigid
bar in the space and, at last, for a class-1 tensegrity system. We present two model forms: a matrix and a
vectorial form. The first more compact and easier to write, the latter more suitable to apply the tools and
the theory based on vector fields.

� 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Tensegrities are mechanical systems born in the art community
in the early 60s (Snelson, 1965), at the beginning studied by archi-
tects and successively widely used in engineering applications.
Among several definitions we can say that a tensegrity system is
an aggregation of mechanical elements, carrying either compres-
sion or tension but not both, for which at least one equilibrium
state exists. Mixing together the terms tensile and integrity, which
emphasize the main characteristic of such structures, the name
tensegrity was coined by Buckminister Fuller in the early 60s
(Fuller, 1962). An interesting and quite general definition was
given by Pugh (1976): ‘‘A tensegrity system is established when a
set of discontinuous compressive components interacts with a set of
continuous tensile components to define a stable volume in space’’.

Elements working under compression are called struts while the
elements working in tension are called tensors. Usually the struts
are rigid bars and the tensors are cables or springs, but several vari-
ations may be allowed. Actuating bars and cables allow to dynam-
ically modify their lengths and, hence, change the configuration of
the system.

To build a tensegrity structure, several approaches have been
proposed. Between others, one of the most powerful techniques

is based on the construction of a base module and of a design pat-
tern. The overall structure is the result of assembling the base
module along the design pattern following proper rules to ensure
the existence of, at least, one equilibrium point. So, usually, the
most famous tensegrity structures have some degree of geometric
symmetry in their equilibrium positions.

These systems have a lot of interesting properties. It has been
shown, for example, that carefully designing the appropriate net
of connections between rigid elements, it is possible to provide
to the structure the desired rigidity (within the limits of the mate-
rial employed). Compared with traditional structures, tensegrities
can be much more stiff, much more light and occupy much less
space and volume. The main applications in the robotic field, tend
to exploit the capability of such systems to be extensible and
redundant (in case of one, or more, struts or tensors fail, it is pos-
sible to guarantee the functionality of the system by means of
other elements). See, for instance, Aldrich (2004), Paul et al.
(2006), Masic and Skelton (2004) and Mirats-Tur (2010) for some
application concerning manipulators and mobile robotics.

For several years they have been studied only from a static point
of view, mainly because there were no possibilities to face with the
enormous quantity of computations required to model their
dynamics. The static analysis of tensegrity has reached a certain le-
vel of maturity, with lots of contributions by different authors and
fields of study. See for instance Roth and Whiteley (1981), Connelly
(1999) for a mathematic perspective, Calladine and Pellegrino
(1992), Motro et al. (1986), Hanaor (1988) for studies about the
self-stress states of the structure, or Tarnai (1989), Vassart et al.
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(2000) talking about the prestressability problem. A recent review
about tensegrity statics was given in Hernandez and Mirats-Tur
(2008) presenting different existing definitions for tensegrity
structures, as well as their main properties.

The dynamics were first studied by Motro et al. (1986).
Kanchanasaratool and Williamson (2002) studied dynamic particle
models while considering the bars to be massless; other studies, as
those by Skelton et al. (2001) or Sultan (1999) consider mass on
bars. Also non-linear models and their linearizations have been
considered by Sultan et al. (2002). A recent survey on the dynamics
of tensegrity structures including current open research problems
was given in Mirats-Tur and Hernández (2009).

In the following we shall focus on the so called class-1 tenseg-
rity structures. A definition of class-k tensegrity structures can be
found in Skelton and Oliveira (2009): a tensegrity system with k ri-
gid components in contact, with a frictionless ball joint, at a given
node. So a class-1 tensegrity is a structure in which there is only
one rigid element per node, or in other words (as captured in Pugh
definition): systems where all tensors constitute a continuous set of
elements and no rigid bodies are in contact. This is the simplest cat-
egory, yet useful enough to allow the study of general dynamical
models and their properties.

To obtain a set of ordinary differential equations of a complex
system three different methods are commonly used: Newton–
Euler, Lagrange and Hamilton approaches. The Newton–Euler
approach is based on the two cardinal equations of the classical
mechanics and is particularly well suited for those situations in
which it is possible to exploit the recursive structure of the system
so that the equations can be written in algorithmic way. It is the
case, for example, of robot manipulators. For more details on this
approach read Arnold (1978) and Siciliano et al. (2009) for applica-
tions to robotics.

In general, for complex systems, Lagrange and Hamilton ap-
proaches allow writing the equations of motion in a more straight-
forward way. Both of them are based on systematic equations
which directly lead to the closed form equations of motion once
the energy of the system has been determined. These methods
are a direct consequence of a variational principle (Hamilton’s
principle), which states, in a nutshell, that the trajectories of a sys-
tem can only be solutions when they are stationary points of a spe-
cial integral function defined by the energy of the system (named
the action integral). For the systems studied here, these stationary
points should be minimums of this function, involving boundary
conditions not directly tested with the stationary point of the
action integral.

We propose to explore the Lagrange approach for a general sys-
tem composed of n rigid bodies that are linked between them by
means of massless connections. Such connections allow forces to
be exchanged between bodies. To represent the dynamics of the
system without singularities we will introduce and make use of
the quaternions.

This paper is organized as follows: We begin by a section in
which an algorithm to associate a quaternion to a bar starting from
a vector which locates one endpoint of the bar with respect to the
other (the bar vector) is presented. In order to maintain the paper
self-contained, further details and properties about quaternions
exploited to obtain the dynamic model can be found in the Appen-
dix 1. In Section 3 we apply the Euler–Lagrange equations to a
class-1 tensegrity structure using quaternions. Section 3.1 intro-
duces the notation utilized and the framework of reference; in
the Sections 3.2 and 3.3 we study, respectively, the kinetic and
the potential energy. Finally, in Section 3.4 we deploy the equa-
tions of motion, first for a single bar and then for a complete
tensegrity structure, differentiating two forms: a vectorial and a
matrix form (some calculations and useful properties are collected
in Appendix 2). In Section 4 we present some simulation results

aimed to show possible applications of the model proposed and
to provide an empirical proof of its correctness. Last, Section 5
contains some conclusions and hints about possible future
developments.

2. Three-dimensional rotations

In this paragraph we will focus on unit quaternions, with the
aim to give an example of how they can be exploited to define
the orientation of a rigid body. Please refer to Appendix 1 for fur-
ther details on quaternions and used notation. A unit quaternion
e can be written as follows:

e ¼

e0

e1

e2

e3

0BBB@
1CCCA ¼ cosðh=2Þ

sinðh=2Þ � u

� �
ð1Þ

where u represents a versor (unit vector). From Eq. (1), it is easy to
see that a unit quaternion contains information about a versor and
an angle, which may be thought as a rotation angle around that ver-
sor (h 2 [�p,p]). Roughly speaking, a unit quaternion specifies an
axis and the rotation around it, hence we can also say that it repre-
sents a new reference framework once a base reference frame (with
respect to which the vector u is expressed) is fixed. The framework
it represents is the result of a rotation of the base frame around the
u vector of the h angle.

Let now take into account a rigid body in the space. Say, for sim-
plicity, and to anticipate the discussions of the next sections con-
cerning tensegrity structures, this body is a simple bar. We want
to represent the orientation of a bar in the space by means of a
quaternion. We will neglect rotations of the bar around its axis
(so we finally have five degrees of freedom in a 5-dimensional
coordinate space). To associate a quaternion to a bar means associ-
ating it to a relative reference frame: a problem with infinite solu-
tions. Hence, there are infinite ways to associate a quaternion to a
bar, while there is only one solution to the reverse problem (a qua-
ternion uniquely identify one orientation).

Let r0 be a vector quaternion represented in the inertial refer-
ence frame O � x0y0z0 (the base frame from now on), and let r1

be the representation of the same vector quaternion in another
frame O � x1y1z1. Let e be the quaternion representing the orienta-
tion of the frame 1 with respect to the base frame, then, it is known
that

r0 ¼ e� r1 � e� ð2Þ

The quaternion e* represents the orientation of the base frame
in the frame O � x1y1z1.

Let P1 and P2 be the coordinates of the extremes of the bar ex-
pressed in the base frame. The bar geometric vector, in the base
frame, is defined by:

~b ¼ ~p2 �~p1 ð3Þ

where ~p1 and ~p2 are the geometric vectors associated to the points
P1 and P2. The quaternion associated to the bar in the base frame is:

b0 ¼
0
b

� �
¼

0
b1

b2

b3

0BBB@
1CCCA ð4Þ

where b is the vector associated to the bar meant as element of a
vector space (see Fig. 1).

Suppose now to associate a frame to the bar with the origin in
the center and one of the main axis directed like the bar; let it be,

786 M. Cefalo, J.M. Mirats-Tur / International Journal of Solids and Structures 48 (2011) 785–802



Author's personal copy

for example, the x axis. In this frame the vector quaternion associ-
ated to the bar is:

b1 ¼

0
l

0
0

0BBB@
1CCCA ð5Þ

where l is length of the bar: kp2 � p1k.
From Eq. (2), we can write:

b0 ¼ e� b1 � e� ¼ E
þ

b
þ

1e� ¼ E
þ
ET b1 ¼ ET E

þ
b1 ð6Þ

The matrices E
þ

and E are defined like Q
þ

and Q in (A.1).
Eq. (6), in matrix form becomes:

b0 ¼

0
b1

b2

b3

0BBB@
1CCCA ¼

1 0 0 0
0
0
0

E
þ

ET

0BBB@
1CCCA

0
l

0
0

0BBB@
1CCCA ð7Þ

where

E
þ
¼ �e1:3 ðe0I3 þ eEÞh i

¼
�e1 e0 �e3 e2

�e2 e3 e0 �e1

�e3 �e2 e1 e0

0B@
1CA ð8Þ

ET ¼ �e1:3 ðe0I3 � eEÞh iT
¼

�e1 �e2 �e3

e0 �e3 e2

e3 e0 �e1

�e2 e1 e0

0BBB@
1CCCA ð9Þ

are two special matrices associated to the quaternion that repre-
sents the bar orientation. Observe that E

þ
T and ET can be obtained,

respectively, from E and E
þ

suppressing the first column:

E E
þ

# #

E
þ

T ET

ð10Þ

From Eq. (7) we can write

b1

b2

b3

0B@
1CA ¼ E

þ
ET

l

0
0

0B@
1CA ð11Þ

which is equivalent to the following non-linear system:

b1 ¼ lðe2
0 þ e2

1 � e2
2 � e2

3Þ
b2 ¼ 2lðe0e3 þ e1e2Þ
b3 ¼ 2lðe1e3 � e0e2Þ

8><>: ð12Þ

System (12) allows to determine the components of b given a qua-
ternion e. To find a solution of the reverse problem, e = f(b), we must
also add the constraint equation

e2
0 þ e2

1 þ e2
2 þ e2

3 ¼ 1 ð13Þ

The resulting system is made of four equations in four un-
knowns, is non-linear and generally non-invertible, unless some
hypothesis are made (for the reasons above discussed the problem
has infinite solutions).

A way to find a solution is to put one component of the vector
part of e to zero. This fact corresponds to fix the vector u of Eq.
(1) in a plane defined by two main axis of the base frame. Adding
the constraint ux = 0 or uy = 0 or uz = 0, we obtain a system of five
equations in four unknowns and it may be proven that it always
admits one solution, with the exception of one case.2 Such case is
a singularity of the general solution and corresponds to a special
orientation of the bar. There is a different singularity for every
choice of the additional constraint on u. For all singularities, the
unit quaternion is however easily determinable: all components
of e will be zero, unless one, which will be 1 or �1.

Let us now show the algorithm introduced with an example.
Consider the system (12) with the constraint (13). Suppose to
add the constraint equation e1 = 0. It corresponds to put ux = 0,
i.e., to choose the vector u, which defines the direction around
which rotate the base frame to obtain the frame associated to
the bar, in the yz plane. Furthermore, suppose to fix the origin of
the bar frame on the center of the bar and to orient the x axis along
the bar itself. The resulting system becomes:

b1 ¼ l e2
0 � e2

2 � e2
3

� �
b2 ¼ 2le0e3

b3 ¼ �2le0e2

1 ¼ e2
0 þ e2

2 þ e2
3

8>>>>><>>>>>:
ð14Þ

Fig. 2 shows the solution for a given orientation of a bar. There
are infinite frames with the x axis oriented along the bar and the
origin coinciding with one of the extreme points. One of such
frames corresponds to a rotation of the base frame around a vector
in the yz plane (of the base plane). In the figure, the frame
O1 � x1y1z1 (in red)3 is the frame associated to the red versor u.
The analytical solution can be found as follows.

From the first and the fourth of (14) we have

2e2
0 � 1 ¼ b1

l

which implies

ð15Þ

From the second we have

e3 ¼
b2

2le0

Fig. 1. A single bar in the space.

2 Observe that a non-linear algebraic system, in general, may admit several
solutions even if the number of unknowns is less than the number of equations.

3 For interpretation of color in Figs. 1-9,11,12, the reader is referred to the web
version of this article.
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which, with Eq. (15), gives

ð16Þ

Finally, from the third we obtain

e2 ¼ �
b3

2le0

which, together with Eq. (15), gives

ð17Þ

Eqs. (15), (17), (16) with

ð18Þ

are a solution of the system made of (12) and of Eq. (13): it can be
directly proven substituting the solution found into the equations.

The solution found has a singularity for b1 = �l, i.e., for the case
in which the bar is oriented in the opposite direction of the x axis of
the base frame. In such case, the orientation of the bar frame is rep-
resented by the following unit quaternion:

e ¼

0
0
0
�1

0BBB@
1CCCA

There is a singularity in any case, i.e., whichever is the compo-
nent of the vector part of the unit quaternion that we choose to put
equal to zero. In general, if we choose to align the x axis of the bar
fixed frame with the bar itself, depending on which component of e
we put to zero, we have the following cases:

e1 ¼ 0 ) b ¼
�l

0
0

0B@
1CA

e2 ¼ 0; e3 ¼ 0 ) b ¼
l

0
0

0B@
1CA

The singularity depends on the way we choose to orient the bar
fixed frame with respect to the bar and on which component, of
the vector part of e, we put equal to zero. If we choose a bar fixed
frame oriented with the y axis directed along the bar, i.e.
b1 = (0 0 l 0)T the system (12) becomes:

b1 ¼ 2lðe1e2 � e0e3Þ
b2 ¼ lðe2

0 þ e2
2 � e2

1 � e2
3Þ

b3 ¼ 2lðe0e1 þ e2e3Þ

8><>: ð19Þ

and the singularities occur for:

e1 ¼ 0 ) b ¼
0
�l

0

0B@
1CA

e1 ¼ 0; e3 ¼ 0 ) b ¼
0
l

0

0B@
1CA

3. Euler–Lagrange equations for a tensegrity structure

In this section we will focus on the so called class-1 tensegrity
structures. We will deploy a dynamic model making use of quater-
nions to describe the orientation of the bars.

Fig. 2. Correspondence between rotations around the x1 axis of the frame O1 � x1y1z1 and rotations around the versor u of the frame O0 � x0y0z0.
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3.1. The framework and the notations

Consider a class-1 tensegrity system where the struts are rigid
bars and the tensors are cables. We admit, for simplicity, that the
bars have a radial dimension negligible with respect to their
length. On the basis of this hypothesis, we will model the bars as
straight lines in the space. For this purpose we will need three
independent parameters to describe the position and two indepen-
dent parameters to describe the orientation.

Before introducing the generalized coordinates and the nota-
tion, let us insert here a brief digression concerning terminology
and conventions. To avoid confusion and help the reader, we recall
some definitions from geometry and algebra.

With the term vector we mean an element of a vector space. To
avoid confusion, the oriented segment joining two points in R3 will
be called geometric vector. The set of all geometric vectors, consid-
ered applied at the origin of a reference frame, together with the
product of a geometric vector by a scalar and the sum of two geo-
metric vectors is also a vector space. Often, it is easy to get confu-
sion between the Euclidean space and the vector space of
geometric vectors. Points of the Euclidean space and geometric
vectors representing such points are different entities.

Displacements in R3 are geometric vectors. Usually, position
vectors (and therefore displacements) are considered as applied
vectors, while velocities and accelerations (both, angular or linear)
are not.

A position vector is said to be referred to a frame when it is
meant as applied to the origin of such frame.

The transformation applied by a rotation matrix to a vector
changes the frame in which it is expressed, but not the frame which
the vector refers to. Consider Fig. 3, the vector p1 is the position
vector associated to the point P, referred to the frame 1 and ex-
pressed in the same frame. If R0

1 is the rotation matrix representing
the orientation of the frame 1 with respect to the frame 0;R0

1p1 rep-
resents the position vector of the point P expressed in the frame 0
but still referring the frame 1. Besides, p0 ¼ o0

1 þ R0
1p1 is the vector

position associated to the point P expressed in the frame 0 and re-
ferred in the same frame. The quantities p0 and p1 are meant as ele-
ments of the vector space of all geometric vectors of R3. This is the
reason why we write them without the arrow. The two reference
frames, meant coincident in the origin, are the geometric equiva-
lent of a base change in the vector space. In Fig. 3 we associate
to the geometric vectors (the arrows) their equivalent vectors
meant as elements of a vector space. A superscript is typically used
to put in evidence the frame in which a variable is expressed, but
sometimes, to simplify the notation, we will omit the superscript
to indicate that a variable is expressed in the base frame.

Let us now turn talking about tensegrities. To describe the sys-
tem we will start introducing the description of a single bar. Let
O � x0y0z0 be an inertial reference frame (the base frame) and let
P1 and P2 be the coordinates of the extremes of the bar and ~p1

and ~p2 be the geometric vectors associated to the points P1 and

P2 (see Fig. 1). Let us now associate a frame to the bar like de-
scribed in Section 2 (see also Fig. 2): the origin is in the center
and the x axis is directed along the bar itself. Let e be the unitary
quaternion representing the orientation of the bar-fixed frame
(and hence also of the bar). The bar may be completely described
by means of e and by the position of anyone of its points. We
choose the center of mass Pc (whose associated vector will be de-
noted with c) which can be easily computed starting from P1 and
P2:

Pc ¼
1
2
ðP1 þ P2Þ ) c ¼ 1

2
ðp1 þ p2Þ

On the base of what introduced for a single bar, we define in the
following the notation needed to describe a class-1 tensegrity sys-
tem. We will introduce a double notation, to be able to present two
forms of the dynamic model: a matrix form (compact form) and a
classical vector form, both based on the Lagrange equations. The
former is useful because compact and elegant, the latter, allows
to manage the model with vector fields. Therefore, for each quan-
tity we introduce a matrix notation and a vector notation.

For the positions of the nodes and the bars we define

N ¼ ðN1 N2Þ ¼ ðn1 � � �n2nb
Þ nodes row matrix, 3 � 2nb

where nb is the number of
the bars. Bars are defined as
bi ¼ niþnb

� ni where
niþnb

2 N2 and ni 2 N1

m ¼ vecðNÞ ¼ m1
m2

� �
¼

n1

..

.

n2nb

0B@
1CA nodes column matrix, 6nb � 1

B ¼ ðb1 � � �bnb Þ ¼ N
�Inb

Inb

� �
bar row matrix, 3 � nb

b ¼ vecðBÞ ¼ ð�I3nb
I3nb
Þm bar column matrix, 3nb � 1

In the above definitions, the symbol vec represents the operator
which put in one column all the elements of its column arguments
(see (A.27)).

To describe the connections made by the cables (also called
strings) we define

Ccon = [ci,j]

ci;j ¼
1 if the string terminates on the node nj
�1 if the string originates from the node nj
0 if the string does not concern node nj

8<:
string
connectivity
matrix,
ns � 2nb

where ns is
the
number of
the strings

and, to handle the connections in the vector form, we also define

Ccon ¼ ½c0i;j�

c0i;j ¼
I3 if the string terminates on the node nj
�I3 if the string originates from the node nj
03�3 if the string does not concern node nj

8<:
general
connectivity
matrix,
3ns � 6nb

The cables are represented by a string vectors:

S ¼ ðs1 � � � sns Þ ¼ NCT
con

string matrix, 3 � ns

r ¼ vecðSÞ ¼
s1

..

.

sns

0B@
1CA ¼ Cconm

3ns � 1

Fig. 3. Reference frames.
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To model the effects of undesired interactions with the environ-
ment, we consider the presence of some disturbances applied at
the extreme of the bars:

D = [di,j]

di;j ¼
1 if the disturbance is applied to the node nj
0 otherwise

�
disturbance
connectivity
matrix,
nw � 2nb

where nw is
the number
of external
forces
applied to
the nodes
of the
structure.
Each row
only
contains
one non-
zero
element.

D ¼ d0i;j
h i

d0i;j ¼
I3 if disturbance is applied to the node nj
03�3 otherwise

�
general
disturbance
connectivity
matrix,
3nw � 6nb

W ¼ ðw1 � � �wnw
Þ disturbances

matrix,
3 � nw; the
set of all
external
forces
acting on
the system

f ¼ vecðWÞ ¼
w1

..

.

wnw

0B@
1CA 3nw � 1

Fig. 4 shows some of the quantities above introduced.
We also define the tension vectors, which represent the forces

applied by the cables to the bars. We have a tension vector for each
couple of cable-bar connected. Ultimately, we have 2ns tensions

applied to the bars. From the concept of ‘force coefficient’ we de-
fine as follows the tension applied by the cable i to the node j:

ti;j ¼ �Cði; jÞciksik
si

ksik
ð20Þ

The force coefficients ci, for an element in tension, must be always
positive, hence, in Eq. (20) it is necessary to take into account the
coefficient C(i, j) to coherently modify the sign of the vector. This
comes from the fact that, for each cable, the strings have a fixed
direction (even if arbitrary): the same for both nodes connected
by the tendon. The coefficient C(i, j) may be +1 or �1, depending
on the fact that the string associated to the cable, respectively, ter-
minates or originates from the node j and this is why we need to
correct the sign of a tension vector with respect to the string vector
which it refers to.

Let us define

C ¼ diagfc1 � � � cns
g force density matrix,

ns � ns; where ci are the
force density coefficients:
forces for length unit

C0 ¼ diagfc1; c1; c1 . . . cns
; cns

; cns
g general force density matrix,

3ns � 3ns

F ¼ ðF1 F2Þ ¼ ðf 1 � � � f 2nb
Þ forces matrix, 3 � 2nb; the

set of all resultant forces
applied to the nodes:
include tensions and
external forces

/ ¼ vecðFÞ ¼ /1
/2

� �
¼

f 1

..

.

f 2nb

0B@
1CA 6nb � 1

It is easy to prove that:

F ¼ �NCT
conCCcon þWD ð21Þ

/ ¼ �CT
conC

0Cconm þDTf ð22Þ
Observe the definition of the external forces and of the correspond-
ing matrix D: the external forces may be directed anyway, not nec-
essary along the cables.

Adopting the elastic model for the cables, from the equations of
a spring, we can also write:

ti;j ¼ �kiCði; jÞðksik � ksi0kÞ
si

ksik
ð23Þ

where ki is the stiffness of the cable, ksik the actual length and ksi0k
the rest length.

Fig. 4. Definitions of bar vectors, node vectors and forces.
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Comparing Eq. (20) with Eq. (23) we obtain:

kiðksik � ksi0kÞ ¼ ciksik ð24Þ

In (21) the matrix Ccon is constant and well known (it depends
on the mechanical connections). W and D are well known as well,
even if they may be time varying. Hence, in (21), the unknown
variables are the positions of the bars nodes and C, which is func-
tion of the cables length and, therefore, function of N. From (24) it
results

ci ¼ ki 1� ksi0k
ksik

� �
ð25Þ

Finally we define

K = diag{ki} diagonal matrix of all cables stiffness
coefficients, ns � ns

S0 = diag{ksi0k} matrix of the cables rest lengths, ns � ns

In the following we will treat the forces exerted by the cables
like non conservative forces, even if we defined them on the base
of the elastic model (they come from a potential function). The rea-
son for this choice is twofold: first, in this way the final equations
remain valid even if the model adopted to describe the cables
changes, and, second, we will be able to consider the cables (or
some of them) as actuated without the need to change anything.
In this case the tensions on the cables do not necessary obey more
to a model, they are directly imposed, for example, by means of en-
gines and therefore they really are non-conservative.

3.2. Kinetic energy

The kinetic energy of a tensegrity is the sum of the kinetic en-
ergy of the single bars. Accordingly, we will write first the kinetic
energy for a single bar, which is, itself, sum of two components:
the energy due to the translational motion and the component re-
lated to a rotational motion.

To write the kinetic energy as a function of the center of mass
and the quaternion representing the orientation of the bar, we
need to introduce first the complementary kinetic energy. Let ci be
the center of mass (expressed in the base frame) and x1

i be the
angular velocity vector (expressed in the body-fixed frame) of
the ith bar. The complementary kinetic energy is defined as (A.26)

T�i ¼
1
2

mi _cT
i

_ci þ
1
2
x1

i
T
J1

3;ix
1
i ð26Þ

¼ 1
2

mi _cT
i

_ci þ
1
2
x1

i
T
J1

4;ix
1
i ð27Þ

where mi is the mass of the bar and J1
3;i is the central tensor of inertia

(i.e. the tensor of inertia expressed in a frame positioned in the cen-
ter of mass). The subscript ‘3’ is used to distinguish this matrix from
the version valid with quaternions (J1

4;i), which is just a 4 by 4 ma-
trix. Eq. (27) allows to express the complementary kinetic energy
making use of quaternions in place of 3-dimensional vectors. The
matrix J1

4;i is defined as (Chou, 1992):

J1
4;i ¼

1
2 traceðJ1

3;iÞ 0

0 J1
3;i

 !

where the operator trace(A) is the sum of the elements on the main
diagonal of the matrix A. At last, in the hypothesis that the bar is a
solid, regular cylinder (not hollow), we easily compute the central
tensor of inertia, considering that all the elements outside the main
diagonal (products of inertia) are null and that the elements on the
main diagonal simply are the moments of inertia of the bar with re-
spect to the main axis (of the bar-fixed frame):

J1
3;i ¼

1
2 mir2

i 0 0

0 1
12 mil

2
i 0

0 0 1
12 mil

2
i

0BB@
1CCA ð28Þ

where ri is the radius of the bar section and li is the length of the bar.

Eq. (27) is commonly called kinetic energy but strictly speaking
it corresponds to the definition of the complementary kinetic energy
(see Tabarrok and Rimrott, 1994; Rimrott et al., 1993). For mechan-
ical scleronomic systems4 it happens that the two functions have
the same values when computed on the same state, even if this is
not true in general. The complementary function may be useful to
compute some partial differentiations with respect to variables that
do not explicitly appear in the kinetic energy function. For our pur-
poses, it will be useful to write the Lagrange’s equations in function
of the quaternions e.

Substituting (A.26) in (26), (A.22) in (27) we obtain
T�i ¼ T�i ð _ci; ei; _eiÞ:

T�i ¼
1
2

mi _cT
i

_ci þ 2 _eT
i ET

i J1
3;iEi _ei ¼

1
2

mi _cT
i

_ci þ 2eT
i

_ET
i J1

3;i
_Eiei

¼ 1
2

mi _cT
i

_ci þ 2 _eT
i E
þ

iJ
1
4;iE
þ

T
i

_ei ¼
1
2

m1 _cT
i

_ci þ 2eT
i

_
E
þ

iJ
1
4;i

_
E
þ

T
i ei

The kinetic energy can be obtained from the complementary
function applying the Legendre transformation. Let define the gen-
eralized momenta

pi ¼
@T�i
@ _ci

� �T

¼ mi _ci ð29Þ

gi ¼
@T�i
@ _ei

� �T

¼ 4E
þ

iJ
1
4;iE
þ

T
i

_e ¼ 4ET
i J1

3;iEi _ei ð30Þ

Let qi be the vector of the generalized coordinates:

qi ¼
ci

ei

� �
ð31Þ

It results T�i ¼ T�i ðqi; _qiÞ. Consider now the complementary ki-
netic energy only as function of _q : T� ¼ T�ð _qÞ. The definition of
the kinetic energy (coming from the application of the Legendre
transformation) is (see Arnold, 1978; Shivarama and Fahrenthold,
2004):

T ¼ xT _q� T�ð _qÞ
where x ¼ @T�

@ _q

� �T
. Finally, we have

Ti ¼ Tiðpi; ei; giÞ ¼ pT
i

_ci þ gT
i

_ei � T�i ð32Þ

¼ 1
2mi

pT
i pi þ

1
8

gT
i ET

i J1
3;1
�1

Eigi

¼ 1
2mi

pT
i pi þ

1
8

gT
i E
þ

iJ
1
4;i
�1
E
þ

T
i gi ð33Þ

This last expression, is particularly useful, since it allows to explicit
the dependency of the kinetic energy from the quaternion e. At last,
if nb is the number of the bars of a tensegrity structure, then the to-
tal kinetic energy is

T ¼
Xnb

i¼1

Ti ð34Þ

4 Are said scleronomics the systems for which the transformation equations
between cartesian coordinates and generalized coordinates do not explicitly depends
on time. A scleronomic constraint is a time-independent constraint, opposite to a
rheonomic constraint, which is a time varying constraint.
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Let us compute now the total differential of both Ti and T�i :

dT�i ¼
@T�i
@ _ci

� �
d _ci þ

@T�i
@ei

� �
dei þ

@T�i
@ _ei

� �
d _ei

¼ pT
i d _ci þ

@T�i
@ei

� �
dei þ gT

i d _ei ð35Þ

differentiating (32) and exploiting Eq. (35) we have

dTi ¼ pT
i d _ci þ _cT

i dpi þ gT
i d _ei þ _eT

i dgi � dT�i

¼ _cT
i dpi þ _eT

i dgi �
@T�i
@ei

� �
dei ð36Þ

while differentiating (33) we find

dTi ¼
@Ti

@pi

� �
dpi þ

@Ti

@ei

� �
dei þ

@Ti

@gi

 !
dgi ð37Þ

Finally, comparing (36) with (37) we obtain a very important
property, that we will exploit later onto determine the Lagrange’s
equations:

@Ti

@ei
¼ � @T�i

@ei
ð38Þ

3.3. Potential energy and non-conservative forces

From now on we will consider the actions exerted by the cables
like external non-conservative forces applied to the extremes of
the bars (see Subsection 3.1). The potential energy is hence due
only to the gravitational field. If the z axis of the base frame is ori-
ented in the vertical direction (upward direction), the potential en-
ergy function of a single bar is:

Vi ¼ ViðciÞ ¼ �migT
0ci ð39Þ

where gT
0 ¼ 0 0 �gð Þ and the potential function of the overall

system is:

V ¼
Xnb

i¼1

Vi ð40Þ

To be able to apply the Euler–Lagrange’s equations we also need
to define the non-conservative forces and moments acting on the
system. Referring to Fig. 5, in hypothesis that the only external
force is the friction, here modeled as viscous friction, the total force
applied to the center of mass of a single bar is the vectorial sum of
all forces applied at the extremes plus the gravity and the friction:

f i ¼ f 1;i þ f 2;i �
@Vi

@ci

� �T

� bt;i _ci ð41Þ

where f1 and f2 are the sum of the forces applied, respectively, to the
first and to the second endpoint of the bar and bt,i is the coefficient

of the viscous friction associated to the translational motion of the
ith bar. In term of f1 and f2, the resulting total moment responsible
for rotations is:

li ¼ �
1
2

bi � f 1;i þ
1
2

bi � f 2;i � br;ixi

¼ 1
2

bi � ðf 2;i � f 1;iÞ � br;ixi ð42Þ

where br,i is the coefficient of the viscous friction associated to the
rotational motion and xi is the angular velocity of the bar computed
in the base frame. Eqs. (41) and (42) are expressed in the base frame
and refers to the cartesian coordinates. Starting from (42) we can
determine now the generalized torques acting on quaternions. Let
qi be the quasi-coordinates5,6 associated with the components of
the angular velocity vector:

_q0
i ¼ x0

i

The virtual work made by the non-conservative forces is

dWi ¼ f 1;i þ f 2;i � bt;i _ci
� �T

dci þ lT
i dq

0
i ð43Þ

where

dq0
i ¼ dq0

i ¼ x0
i dt ¼ 2E

þ
idei ð44Þ

From (43) and (44) we have

dWi ¼ f 1;i þ f 2;i � bt;i _ci
� �T

dci þ 2E
þ

T
i li

� �T

dei ð45Þ

hence the generalized torque acting on ei is 2E
þ

T
i li. Similar calculus

can be done using quaternions in place of moment vectors for the
rotational part of the kinetic energy. The variables can be referred
to the base frame or to the body fixed frame:

dWrot;i ¼ l0
i

T
dq0

i ¼ l1
i

T
dq1

i ð46Þ

where li and qi are the quaternions representing, respectively, the
vectors li and qi. Eq. (46) can be proven as follows. Considering that

dq0
i ¼ x0

i dt ¼ 2EiðeiÞTdei ð47Þ

dq1
i ¼ x1

i dt ¼ 2E
þ

iðeiÞTdei ð48Þ

we have

dWrot;i ¼ 2EiðeiÞl0
i

� �T
dei ¼ 2E

þ
iðeiÞl1

i

� �T

dei ð49Þ

Fig. 5. Forces equivalent frames.

5 Quasi-coordinates were introduced to derive equations of motion using the
Boltzmann–Hamel equations. They are velocity coordinates which are not simply the
time derivative of position coordinates (see, for example, Nejmark and Fufaev, 1972
or Papastavridis, 2002 for more details).

6 Note the differences between q and q, which is the symbol used in (31) to refer to
the set of generalized coordinates of a bar.
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Recalling now that l1
i ¼ A�1

4;i l
0
i ¼ E

þ
iðeiÞTEiðeiÞl0

i , it can be easily
shown that the last two expressions of Eq. (46) are the same. The
expression referring to the base frame is, typically, more useful, be-
cause it requires to express the torque acting on the bar with re-
spect to the base frame, in which it is naturally deduced from the
forces expression. At last, observe that in Eq. (49), E iðeiÞ is the
square version of E

þ
T
i in Eq. (45): the latter can be extracted from

the former suppressing the first column (recall property (10)).

3.4. The Lagrange equations

In this section we will obtain the equations of motion for a
class-1 tensegrity system starting from the equations of motion
of a single bar.

Let Li ¼ Ti � Vi be the Lagrangian function of a single bar, the
Euler–Lagrange equations are

d
dt

@L
@ _ci

� �T

� @L
@ci

� �T

¼ nc;i

d
dt

@L
@ _ei

� �T

� @L
@ei

� �T

¼ ne;i

ð50Þ

where nc,i and ne,i are the vectors of the generalized forces acting,
respectively, on the state variables ci and ei. To apply Eq. (50), we
start computing the following terms:

@Li

@ci

� �T

¼ � @Vi

@ci

� �T

¼ mig0 ð51Þ

@Li

@ _ci

� �T

¼ @Ti

@pi

@pi

@ _ci

� �T

¼ mi _ci ð52Þ

@Li

@ei

� �T

¼ @Ti

@ei

� �T

¼ � @T�i
@e

� �T

¼ �4
_
E
þ

iJ
1
4;i

_
E
þ

T
i ei ð53Þ

@Li

@ _ei

� �T

¼ @T
@gi

@gi

@ _ei

 !T

¼ 4E
þ

iJ
1
4;iE
þ

T
i

_ei ð54Þ

where to obtain Eq. (53) the property (38) has been exploited.
Finally, the equations of motion of a single bar are:

€ci ¼
1

mi
ðf 1;i þ f 2;i þmig0 � bt;i _ci þ f d;iÞ ð55Þ

d
dt

4E
þ

iJ
1
4;iE
þ

T
i

_ei

� �
þ 4

_
E
þ

iJ
1
4;i

_
E
þ

T
i ei ¼ ne;i ð56Þ

where fd,i is a generic disturbance force acting on the motion of the
center of mass. To determine ne,i, we can consider the virtual work
made by the torques applied to the bar. Recalling Eqs. (42) and (49)
we write:

ne;i ¼ 2Ei

0
1
2 ðbi � ðf 2;i � f 1:iÞÞ � br;ix0

i þ s0
d;i

" #
ð57Þ

where s0
d;i represents a generic disturbance torque vector expressed

with respect to the base frame.
Computing the derivative in (56) we obtain:

4
_
E
þ

iJ
1
4;iE
þ

T
i

_ei þ 4E
þ

iJ
1
4;i

_
E
þ

T
i

_ei þ 4E
þ

iJ
1
4;iE
þ

T
i
€ei þ 4

_
E
þ

iJ
1
4;i

_
E
þ

T
i ei ¼ ne;i ð58Þ

which, exploiting (A.13) becomes

4E
þ

iJ
1
4;iE
þ

T
i
€ei þ 4E

þ
iJ

1
4;i

_
E
þ

T
i

_ei ¼ ne;i ) €ei ¼
1
4
E
þ

iJ
1
4;i
�1
E
þ

T
i ne;i � E

þ
i

_
E
þ

T
i

_ei ð59Þ

and, finally, applying (A.5) we have

€ei ¼
1
4
E
þ

iJ
1
4;i
�1
E
þ

T
i ne;i � E

þ
i

1
0
0
0

0BBB@
1CCCA _eT

i
_ei ) €ei ¼

1
4
E
þ

iJ
1
4;i
�1
E
þ

T
i ne;i � ei _e

T
i

_ei

ð60Þ

The system made of (55) and (56) becomes:

€ci ¼
1

mi
f 1;i þ f 2;i þmig0 � bt;i _ci þ f d;i

� �
ð61Þ

€ei ¼
1
4
E
þ

iJ
1
4;i
�1
E
þ

T
i Ei

0
bi � ðf 2;i � f 1;iÞ � br;ixi þ sd;i

	 

� ei _e

T
i

_ei

¼ 1
4
E
þ

iJ
1
4;i
�1
E
þ

T
i Ei

0
bi � ðf 2;i � f 1;iÞ þ sd;i

� �
þ br;i2e� _e�

	 

� ei _e

T
i

_ei ð62Þ

or,

€ci ¼
1

mi
ðf 1;i þ f 2;i þmig0 � bt;i _ci þ f d;iÞ ð63Þ

€ei ¼
1
4
E
þ

iJ
1
4;i
�1

0
l
0
0

0B@
1CA� A�1

3;i ðf 2;i � f 1;iÞ þ s1
d;i � 2br;iE _ei

26664
37775� ei _e

T
i

_ei

ð64Þ

where s1
d;i is the disturbance torque expressed in the body fixed

frame. Here the contribution of the friction, referring to the case
of viscous friction, has been described in detail, to provide an exam-
ple of how such kind of forces act on the generalized coordinate
chosen. In the following, to simplify the notation, we will consider
the friction included in the generic disturbance forces wi introduced
in Section 3.1.

We are now ready to write the equations of motion of a class-1
tensegrity system. We will shape two models: a matrix form model
and a vector form model. The former is easier to obtain. It is also
more compact and elegant, hence more convenient to write. The
latter allows to quickly write the equations of motion in term of
the state variables in the classical form _x ¼ f ðx; uÞ. This last form
is more suitable for studying properties of a tensegrity by means
of the classical analysis tools for non-linear systems based on the
vectors fields.

We start with the model in matrix form. Define the
following set of generalized coordinates for a class-1 tensegrity
structure:

C ¼ ðc1 � � � cnb
Þ ð65Þ

E ¼ ðe1 � � � enb
Þ ð66Þ

Observe that the total number of variables used to describe the
system is 7nb, while the number of variables strictly necessary is
5nb, considering that the orientation of each bar may be repre-
sented only with two coordinates (the rotations around their sym-
metry axis will be neglected). Therefore (65) and (66) constitute a
non-minimum set of coordinates.

In what follows we will make extensive use of the notation
introduced in Section 3.1.

To completely explicit the equations of motion in function of
the centers of mass and of the unit quaternions, we need to explicit
N and C in Eq. (21). The nodes coordinates can be written as
follows:
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N ¼ ðN1 N2Þ ¼ ðC BÞ
Inb

Inb

� 1
2 Inb

1
2 Inb

 !
¼ ðC ABdiagÞ

Inb
Inb

� 1
2 Inb

1
2 Inb

 !
ð67Þ

where

B ¼ ðb1 � � �bnb
Þ ¼ ðA3;1 � � �A3;nb

Þ

b1
1 . . . 03�1

..

. . .
.

03�1 b1
nb

0BBB@
1CCCA¼D ABdiag ð68Þ

The matrices A3,i are defined, for the i-th bar, as in (A.19), while the
vectors b1

i represents the bar vectors in a bar relative frame. Choos-
ing, for each bar, a frame join with it as described in Section 2 (see
also Fig. 2), we can write b1

i ¼ ðli 0 0ÞT .
Note that the matrix A depends on all the quaternions while the

vectors b1
i are constants for fixed length bars and correspond to in-

put variables for variable length bars: b1
i ¼ ðui 0 0ÞT .

To separate, in Eq. (67), the state variables from the bar vectors
(which, for variable length bars, could be thought as input vari-
ables), we observe that

ðC ABdiagÞ ¼ ðC AÞ
Inb

0nb�nb

03nb�nb
Bdiag

� �
ð69Þ

The matrix C always depends on the state variables (whether
the cables are actuated or not). To explicit this dependence, we
can still use the elastic model and observe that

si ¼ ðN1 N2Þ CT
con

� �
i�col

() sT
i ¼ ðCconÞi�row

NT
1

NT
2

 !
ð70Þ

Let us introduce the matrix

H ¼

ðCconÞ1�row � � � 01�2nb

..

. . .
.

01�2nb
ðCconÞns�row

0BB@
1CCA ð71Þ

it is [H] = (ns) � (2nbns). This matrix is constant and made of 0, 1 and
�1. Now we can write

diagfksikg ¼

sT
1 . . . 01�3

..

. . .
.

01�3 sT
ns

0BB@
1CCA

s1 . . . 03�1

..

. . .
.

03�1 sns

0BB@
1CCA

2664
3775

1
2

¼ H

NT . . . 02nb�3

..

. . .
.

02nb�3 NT|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
nstimes

0BBBBBBB@

1CCCCCCCA
N . . . 03�2nb

..

. . .
.

03�2nb
N

0BB@
1CCAHT

266666664

377777775

1
2

¼ ½HðIns 	 NT NÞHT �
1
2

¼ H Ins 	
Inb

� 1
2 Inb

Inb
1
2 Inb

 !
CT

ðABdiagÞT

 !""(

� C ABdiag
� � Inb

Inb

� 1
2 Inb

1
2 Inb

 !##
HT

)1
2

ð72Þ

In the above equation, the operator 	 represents the Kronecker
product between matrices (see (A.28)).

Finally, starting from Eq. (25), matrix C can be now written as
follows:

C ¼ diag ki 1� ksi0k
ksik

� �� �

¼ K � KS0 H Ins 	
Inb

� 1
2 Inb

Inb
1
2 Inb

 !
CT

ðABdiagÞT

 !""(

� C ABdiag
� � Inb

Inb

� 1
2 Inb

1
2 Inb

 !##
HT

)�1
2

ð73Þ

The resulting expression is complicated, and even more compli-
cated is the expression of F, where C should be put (see (21)): it is
highly non-linear in the generalized coordinates.

In general it is not possible to sort the nodes in such a way that
all the inputs corresponding to the actuated strings appear in the
first subset of components of F, but it is possible to arrange the
nodes numbering so that the actuated bars are the first (or the last)
block of components of B (see definition in the table at the begin-
ning of the Section 3.1 or Eq. (68)).

Now, recalling the dynamic equations of a single bar, consider
that

0
ðbi � ðf 2;i � f 1;iÞÞ

" #
¼

01�3

I3

� �
bi � ðf 2;i � f 1;iÞ
 �

ð74Þ

and that

bi � ðf 2;i � f 1;iÞ ¼ eBiðf 2;i � f 1;iÞ ¼ ðA3;ib
1
i Þ � ðf 2;i � f 1;iÞ

¼ A3;i
eB1

i AT
3;iðf 2;i � f 1;iÞ ð75Þ

see (A.29) for more details.
In the Eqs. (74) and (75) the vectors f1,i and f2,i are the vectors fi

and f iþnb
of F, hence

f 2;i � f 1;i ¼ ith column of F
�Inb

Inb

� �
¼ row components from ð3i� 2Þ to 3i of ð�I3nb

I3nb
Þ/
ð76Þ

and

f 1;i þ f 2;i ¼ ith column of F
Inb

Inb

� �
¼ row components from ð3i� 2Þ to 3 i of ðI3nb

I3nb
Þ/
ð77Þ

The dynamic model of a tensegrity structure comes now straight-
forward from Eqs. (61) and (62):

ð78Þ

ε ε ε ε ε ε

ð79Þ
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where (see (A.29))eB1 . . . 03�3

..

. . .
.

03�3
eBnb

0B@
1CA ¼ A3;1 . . . 03�3

..

. . .
.

03�3 A3;nb

0B@
1CA

�

eB1
1 . . . 03�3

..

. . .
.

03�3
eB1

nb

0BB@
1CCA

A3;1 . . . 03�3

..

. . .
.

03�3 A3;nb

0B@
1CA

T

and

F ¼ � C ABdiagð Þ
Inb

Inb

� 1
2 Inb

1
2 Inb

 !
CT

conCCcon þWD

and Q is a constant matrix nb � n2
b (see (A.30)).

Let us introduce now the vectors

cv ¼ vecðCÞ ð80Þ
ev ¼ vecðEÞ ð81Þ

The vector form of the model is:

ð82Þ

ε ε ε

ε ε ε

ð83Þ

where Q0 is a matrix 4n2
b � 4nb defined in (A.31), and

m1 . . . 0

..

. . .
.

0 mnb

0BB@
1CCA	 I3

2664
3775
�1

¼

m1 . . . 0

..

. . .
.

0 mnb

0BB@
1CCA
�1

	 I3

/ ¼ �CT
conC

0Ccon
I3nb

� 1
2 I3nb

I3nb
1
2 I3nb

 !
cv

b

� �
þDTf

b ¼ vecðBÞ ¼
b1

..

.

bnb

0BB@
1CCA ¼

A3;1 . . . 03�3

..

. . .
.

03�3 A3;nb

0BB@
1CCA

b1
1

..

.

b1
nb

0BBB@
1CCCA

and

C0 ¼ C	 I3 ð84Þ

Consider now that

ks1k 0 0
0 ks1k 0
0 0 ks1k

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{3 times ks1k

. . . 0

..

. . .
.

0
ksnsk 0 0

0 ksnsk 0
0 0 ksnsk

0BBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCA
¼ diagfksikg	 I3

and that, similarly to (70), we can write

si ¼

ðCconÞð3i�2Þ�row

ðCconÞð3i�1Þ�row

ðCconÞ3i�row

0BBB@
1CCCAm ð85Þ

sT
i ¼ mT ðCT

conÞð3i�2Þ�col ðC
T
conÞð3i�1Þ�col ðC

T
conÞ3i�col

h i
ð86Þ

Let us now introduce the following matrix, equivalent to (71)
but for vector form manipulations:

H¼

ðCconÞ1�row

ðCconÞ2�row

ðCconÞ3�row

ðCconÞ1�row

ðCconÞ2�row

ðCconÞ3�row

. . . 0

ðCconÞ1�row

ðCconÞ2�row

ðCconÞ3�row

..

. . .
. ..

.

0 . . .

ðCconÞð3ns�2Þ�row

ðCconÞð3ns�1Þ�row

ðCconÞ3ns�row

0BBBBBBBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð87Þ

it is ½H� ¼ 9ns � 18nbns. We can write

diagfksikg	 I3 ¼

mT . . . 01�6nb

..

. . .
.

01�6nb
mT

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{3ns blocks
0BBBBBBBBBB@

1CCCCCCCCCCA
HTH

m . . . 06nb�1

..

. . .
.

06nb�1 m

0BBBBB@

1CCCCCA

266666666664

377777777775

1
2

¼ I3ns 	 mT
� �

HTHðI3ns 	 mÞ
 �1

2 ð88Þ

where

m ¼
I3nb

� 1
2 I3nb

I3nb
1
2 I3nb

 !
cv

b

� �
ð89Þ

Finally, it is possible to write C0 as function of cv and b:

C0 ¼ ðK 	 I3Þ � ðK 	 I3ÞðS0 	 I3Þðdiagfksikg 	 I3Þ�1

¼ ðK 	 I3Þ � ððKS0Þ 	 I3Þðdiagfksikg 	 I3Þ�1 ð90Þ

In (90), diag{ksik} 	 I3 should be substituted by Eq. (88), using
Eq. (89).
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Finally, observe that

C0 ¼ ðK 	 I3Þ � ððKS0Þ 	 I3Þðdiagfksikg 	 I3Þ�1

¼ ðK 	 I3Þ � ðKS0diagfksikg�1Þ 	 I3

¼ ðK � KS0diagfksikg�1Þ 	 I3 ¼ C	 I3

which is a proof of Eq. (84).

4. Simulation results

In this section we present the results of two simulations
addressing the problem of form finding. Form finding is a classic
problem of tensegrity structures, usually studied from the point
of view of statics. It consists in finding the steady states of a tenseg-
rity once the structural properties (the number of bars and the
number and type of connections) as well as the physical properties
(the mass of the bars, the rest lengths and the stiffness of the
cables) have been fixed.

With the first simulation we provide an empirical proof of the
correctness of the dynamic model proposed. We have used our
model to find an equilibrium of a tensegrity of class-1. To this
end, we have chosen a very simple and well known system, in or-
der to compare our results with those of the literature.

The second simulation is aimed to show the effectiveness of our
dynamic model in a problem of form finding for a more complex
system.

4.1. A tensegrity prism

In this paragraph we study the equilibrium state of a minimal
and regular tensegrity prism made of 3 bars (Fig. 6) by means of

the dynamic model presented above. It is the simplest three-
dimensional class-1 tensegrity achievable in the space. For a com-
plete description of tensegrity structures the reader can refer to the
literature cited in the introduction of this paper. In particular, in
Skelton and Oliveira (2009) the authors provide a detailed descrip-
tion of prismatic tensegrities (in Section 1.4.1) and show that for an
unloaded system, only one equilibrium exists. Such equilibrium
can be identified by the mutual orientation angle a (see Fig. 6) be-
tween the top and the bottom triangles (see also Connelly and
Back, 1998) and by the ratio of the force coefficients of the strings.
It can therefore be determined without the need to resort to a dy-
namic model.

In our simulation we computed the equilibrium state as the
asymptotic solution to which the system tend in absence of gravity
and other external forces with the exception of friction. A term of
viscous friction has been added to make the system dissipative and
the equilibrium an asymptotic stable one.

We set the length of the bars to 0.3 m and their mass to 0.1 kg.
For all cables, we fixed the stiffness to 40 N/m and the rest length
to 0.1 m. The viscous coefficients have been fixed to 1.5 N s/m (or
N m s/rad for rotations).

Simulations show that whichever is the initial position of the
bars, the system always converges to the configuration indicated
in Fig. 6. Different initial states can bring to different orientation
of such stable configuration, but the mutual position of the bars
and the tensions in the cables are always the same.

Consider now the configuration shown in Fig. 7 at rest. Such
state is close to the equilibrium but is not an equilibrium. Setting
this configuration as the initial state, the system evolves towards
the stable state in about 3 s without any contact between its
elements.

Fig. 6. Global and top view of the equilibrium configuration (on the left) and the coordinates of the nodes.

Fig. 7. Global and top view of the initial configuration (on the left) and the coordinates of the nodes.
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Starting from the coordinates of the nodes at the equilibrium, it
is easy now to compute the relative orientation angle between the
top and bottom polygons. It results a = 30�, exactly as expected
(see for instance, Section 3.6.1 of Skelton and Oliveira, 2009).

Fig. 8 shows the evolution of the force coefficients of the cables.
From the graphs it can be observed that the force coefficients of the
horizontal bottom cables (s1, s2 and s3) and the force coefficients of
the top horizontal cables (s4, s5 and s6) converge to the same value.
The same happens for the force coefficients of the set of vertical
cables (s7, s8 and s9). Cutting off the decimals representation after
the third digit, the values at the equilibrium can be summarized
as follows:

ct

cb

cv

0B@
1CA ¼ 13:886

13:886
24:051

0B@
1CA ð91Þ

where ct, cb and cv are, respectively, the force coefficients of the top,
bottom and vertical cables. In Skelton and Oliveira (2009, Section
3.6.1), the authors explain that the force coefficients at the equilib-
rium should satisfy the following relation concerning their ratio:

ct

cb

cv

0B@
1CA ¼ c

1ffiffi
3
p

1ffiffi
3
p

1

0B@
1CA ð92Þ

Since the values at the equilibrium (91) satisfy Eq. (92) it is empir-
ically proven that our dynamic model successfully describe the
dynamics of a tensegrity of class-1.

4.2. A two level structure

Consider a system made of 6 bars and 21 cables, connected and ini-
tially disposed as shown in Fig. 9. In the starting state the bars are
placed horizontally, in two parallel planes in such a way to form a
regular hexagon if observed from the top or from the bottom.
Fig. 10 shows the connectivity matrix and the rest length of the cables.

At the beginning, all the cables are in tension. When the actual
length of a cable becomes equal to or smaller than its rest length,
such cable is no more in tension and the system behaves like if it
was cut. The initial state is not an equilibrium and the system
evolves (more or less quickly, depending on the friction and the
stiffness of the cables) untill a steady state is reached. In the sim-
ulation we neglected the contacts between bars and cables and
we left the system move like if the rods could penetrate, because
our purpose is not to study the dynamic evolution, but only the
the final stable equilibrium state. If it exists, it means that it also
exists a state close to it which is not an equilibrium, starting from
which the system would evolve towards the equilibrium without
any contact between bars and cables. Since no contacts with the
environment is considered, we also neglected the gravity.

Fig. 8. Force coefficients of the cables.

Fig. 9. Initial state: a top view (on the left) and a perspective view.

Fig. 10. Connectivity matrix (on the left) and rest length of the cables.
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The bars have all unitary length, and mass 0.3 kg. In order to
make the system dissipative and to be sure that at least one
equilibrium point exists, we considered a viscous friction acting
on both the translational and rotational motion of the bars. The vis-
cous coefficients have been fixed all to 1.5N s/m (or N m s/rad for
rotations). Finally, the stiffness coefficients have been set to
40 N/m.

The system stabilizes in about 2 s on the final equilibrium
shown in Fig. 11: a two stage prismatic tensegrity. Fig. 12 shows
some snapshots of the motion untill the equilibrium. The bars dis-
pose vertically on two levels. The first level is made of the red, the

blue and the violet bars (b1, b2 and b3 respectively), while the sec-
ond level is made of the dark red, the dark blue and the dark violet
ones (b4, b5 and b6). Finally Table 1 reports the coordinates of the
nodes at the equilibrium.

5. Conclusions

We proposed in this paper a new dynamic model based on qua-
ternions for tensegrity systems of class-1. To our knowledge, it is
the first comprehensive model for such kind of mechanical systems
based on quaternions. We presented a thorough introduction of
quaternions and provided some important details and properties
exploited in this work. Despite quaternions are responsible of a
growth of the notational complexity, they provide an excellent
framework to represent orientations avoiding numerical singular-
ities. Therefore, computations and simulations carried out using
equations based on quaternions are more precise.

The model derived is presented in two forms: a matrix and a
vector form. The matrix form is more compact and elegant. The lat-
ter is the classic form in which we usually write a model making
use of vector fields. It is therefore more suitable for the application
of the typical tools of the differential geometry.

We proved the effectiveness of the proposed model with some
simulations concerning problems of form finding. Comparative re-
sults show the correctness of our model and suggest to adopt the
quaternion based equations for further applications. For instance,
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Fig. 11. Stable equilibrium state.

Fig. 12. Screenshots of the motion till the equilibrium.

Table 1
Coordinates of the nodes at the equilibrium.

Node Coordinates Node Coordinates

N1 (0.742,0.728,�0.308) N7 (1.248,0.818,0.549)
N2 (1.010,1.157,�0.308) N8 (0.834,0.674,0.549)
N3 (1.247,0.711,�0.308) N9 (0.917,1.105,0.549)
N4 (0.771,0.912,0.449) N10 (1.218,0.671,1.310)
N5 (1.154,1.040,0.449) N11 (0.722,0.774,1.310)
N6 (1.073,0.644,0.449) N12 (1.059,1.152,1.310)
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it is straightforward to modify the equations to account that some
cables or bars are actuated. This model could therefore be advanta-
geously exploited to study the control problem of a tensegrity.

As a final remark, mention we can deliver the simulator files
(Simulink/Matlab will be needed) for the particular examples given
in the paper upon e-mail request to any of the authors.
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Appendix A. Quaternions

A.1. Definitions and fundamental properties

Quaternions are a generalization of complex numbers. They
were introduced by Hamilton in 1843 (see Hamilton, 1866;
Hamilton, 1847) and first applied to mechanical problems in
3-dimensional space. The initial work of Hamilton was intended
to generalize complex numbers to a 3-dimensional space, but his
attempt failed because the algebra constructed did not have good
properties, as it was not closed under multiplication. Later on,
Hamilton discovered that the appropriate generalization is one in
which the scalar (real) axis of the complex plane is left unchanged
whereas the vector (imaginary) axis is supplemented by adding
two more vector axes. It can be helpful to think of the scalar axis
as representing time and the three vector axes as representing
space. The basic algebraic form for a quaternion is,

q ¼ 1aþ îbþ ĵc þ k̂d

with a; b; c;d 2 R and î; ĵ; k̂ literals such that î2 ¼ ĵ2 ¼ k̂2 ¼ �1; î̂j ¼ k̂
and î̂jk̂ ¼ �1. The 4-dimensional space of quaternions is denoted by
H. The above introduced properties imply the results shown in Table 2
for the multiplication of two literals.

Notice that multiplication of a real number by a quaternion is
commutative, but not the multiplication of two quaternions
(̂îj ¼ k̂ but ĵ̂i ¼ �k̂).

The scalar and the vector parts of q, sq = a and vq ¼ îbþ ĵc þ k̂d
can be defined separately. The vector part can also be seen as an
element of a 3-dimensional vector space on R : vq ¼ ðb c d ÞT ;
then we can write q ¼ ½sq vT

q �
T .

Exploiting the properties of Table 2, for any q;q0 2 H, we intro-
duce the definition of product between quaternions, denoted with
a new symbol:

q� q0 ¼D ð1aþ îbþ ĵc þ k̂dÞð1a0 þ îb0 þ ĵc0 þ k̂d0Þ ¼ ½sq vT
q �½sq0vT

q0 �
T

¼ ½sqsq0 � vT
qvq0 sq0vq þ sqvq0 þ vq � vq0 �

The operations between quaternions can also be represented as
matrix operations. To this end, given a quaternion q we define:

Q
þ
¼

a �b �c �d

b a �d c

c d a �b

d �c b a

0BBB@
1CCCA; Q ¼

a �b �c �d

b a d �c

c �d a b

d c �b a

0BBB@
1CCCA ðA:1Þ

always denoted with the same letter of the quaternion, but capital
and in calligraphic style. Using (A.1) it is easy to show that the qua-
ternion multiplication can be written as: q� q0 ¼Q

þ
q0 ¼Q0q.

For any quaternion q we also define the conjugate q* and the
cross product matrix operator eQ :

q� ¼

a

�b

�c

�d

0BBB@
1CCCA; eQ ¼ 0 �d c

d 0 �b

�c b 0

0B@
1CA ðA:2Þ

With the last definitions, it results:

Q
þ
¼

a �qT
1:3

qT
1:3 aI3 þ eQ

 !
Q ¼

a �qT
1:3

qT
1:3 aI3 � eQ

 !
where I3 is the identity matrix of dimension 3.

By analogy with complex numbers, we define the norm of q

Nq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2 þ d2

q
An angle h can also be associated with a quaternion q:

cos h ¼ affiffiffiffiffiffi
Nq

q ; sin h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ c2 þ d2

p ffiffiffiffiffiffi
Nq

q
and, like for complex numbers, the polar form can be deduced:

q ¼ Nqð1 cos hþ q̂ sin hÞ where Nq̂ ¼ 1

If Nq = 1 the quaternion is called unit quaternion or, if seen as a 4-
dimensional vector, Euler parameters set. The set H of all quater-
nions include the set of complex numbers and, moreover, with
the operations of sum and product of quaternions, it constitutes a
vector space on R. A quaternion with the first component set to zero
is called a vector quaternion. All geometric vectors may be repre-
sented as vector quaternions having the last three components
coincident to those of the geometric vector. This means that the
vector space of quaternions contains the vector space of geometric
vectors.

Quaternions are often used to simplify representations of rota-
tions and translations of a rigid body in the 3-dimensional space.
Typical applications are in robotics and in computer graphics.

A.2. Other important properties

The introduction of quaternions in place of other variables, like
Euler angles, to describe the orientation of a rigid body in the
space, leads to the advantage of being able to eliminate the prob-
lem of singularities. Whichever orientation will assume the body,
the quaternion associated to it is always valid. The drawback is
the increase of the complexity of notation. To be able to manipu-
late equations involving quaternions, it is convenient to explore
some useful properties.

The following ones are valid for any quaternion q and come di-
rectly from the definitions:

QðqÞ ¼ Qðq�ÞT

Q
þ
ðqÞ ¼Q

þ
ðq�ÞTeQ � ¼ � eQeQ T ¼ � eQ

Moreover, for any quaternion q, some properties concerning
products can be easily proven by substitution:

Qq ¼ 03�1 ðA:3Þ

_Q _q ¼ 03�1 ðA:4Þ

Table 2
Products between the units î; ĵ and k̂.

î ĵ k̂

î �1 k̂ �ĵ

ĵ �k̂ �1 î

k̂ ĵ �î �1
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_
Q
þ

T _q ¼

1
0
0
0

0BBB@
1CCCA _qT _q ðA:5Þ

where Q is defined like E in Eq. (8) for unit quaternions.
Differentiating once and twice Eq. (A.3) we also obtain,

respectively

Q _qþ _Qq ¼ 03�1 ðA:6Þ

Q €qþ €Qq ¼ 03�1 ðA:7Þ

Limiting now the attention to unit quaternions (shown below
with the symbol e to differentiate them from the generic quater-
nions), from the definition and the property of unitary norm, we have

E
þ

T E
þ

_e ¼ ðI4 � eeTÞ _e ¼ _e� eð _eT eÞT ¼ _e

E
�

T E
�
¼ E
�
E
�

T ¼ I4

In the last equation, the signs + and � over the matrices, must be
used coherently: the property is valid only using the same sign over
the two matrices involved in the product.

Differentiating the unitary norm constraint with respect to time
we can derive some other useful properties

eT e ¼ 1 ðA:8Þ
_eT e ¼ 0 ðA:9Þ
€eT eþ _eT _e ¼ 0 ðA:10Þ

The unitary norm constraint can also be exploited to write

E
þ

T e ¼

1
0
0
0

0BBB@
1CCCA ðA:11Þ

EET ¼ I3 ðA:12Þ

At last, differentiating (A.11) and (A.12), we obtain respectively:

E
þ

T _eþ
_
E
þ

T e ¼ 04�1 ðA:13Þ

E _ET þ _EET ¼ 03�1 ðA:14Þ

Observe that ET E – I4 and that ET E is not invertible since
qðET EÞ 6 qðEÞ 6 3. Besides, called X ¼ ET E, it is easy to prove that
EX ¼ E.

Let us now summarize some properties concerning finite rota-
tions of quaternions. Let r0 and r1 be, respectively, a vector quater-
nion before and after the rotation induced by the unit quaternion e.
They can be interpreted as the same quaternion represented in the
base frame and in the body fixed frame (whose orientation is pre-
cisely identified by e). The following equations are valid:

r0 ¼ A4r1 ðA:15Þ

A4¼D E
þ
ðeÞEðe�Þ ¼ E

þ
ðeÞEðeÞT ¼ EðeÞT E

þ
ðeÞ ¼ E

þ
ðe�ÞTEðe�Þ

¼
1 0T

3

03 E
þ

ET

 !
ðA:16Þ

r1 ¼ A�1
4 r0 ðA:17Þ

A�1
4 ¼ E

þ
ðe�ÞEðeÞ ¼ E

þ
ðe�ÞEðe�ÞT ¼ E

þ
ðeÞTEðeÞ

¼ EðeÞE
þ
ðeÞT

1 0T
3

03 EE
þ

T

 !
ðA:18Þ

From Eqs. (A.16) and (A.18) we also define the 3D rotation ma-
trix and its inverse:

A3 , E
þ

ET ðA:19Þ

A�1
3 ¼ EE

þ
T ðA:20Þ

Observe that A�1
4 ¼ AT

4 as well as A�1
3 ¼ AT

3.
Finally let x0 be the quaternion associated to the angular veloc-

ity x expressed in base frame and x1 be the same quaternion ex-
pressed in the body fixed frame. We have

x0 ¼ 2 _e� e� ¼ �2e� _e� ðA:21Þ

x1 ¼ �2 _e� � e ¼ 2e� � _e ðA:22Þ

x0 ¼ A4x
1 ðA:23Þ

x1 ¼ AT
4x

0 ðA:24Þ

besides, let x0 and x1 be the angular velocity vectors expressed,
respectively, in the base frame and in the body fixed frame. It can
be proven that

x0 ¼ 2 E
þ

_e ðA:25Þ

x1 ¼ 2E _e ðA:26Þ

Observe also that x = (0 xT)T.
For the proofs of the above mentioned properties and more de-

tails on quaternions (see Chou, 1992; Shivarama and Fahrenthold,
2004).

Appendix B. Some properties on the matrix calculus

It follows a brief list of definitions and properties of matrix
operators recalled in this paper.

1. The operator

vecðv1 � � �vnÞ

where v1 � � � vn are vectors, defines a new vector made of all the in-
put vectors:

vecðv1 � � �vnÞ ¼
v1

..

.

vn

0BB@
1CCA ðA:27Þ

The same operator applied to a matrix is meant as applied to the
column vectors of such matrix.
2. The Kronecker product between two matrices is defined as

follows:

KroneckerðA;BÞ ¼ A	 B ¼

a1;1B . . . a1;nB

..

. . .
.

an;1B an;mB

0BB@
1CCA ðA:28Þ

If [A] = m � n and [B] = r � s, then the Kronecker product between A
and B is a matrix m � r � n � s.
Some important properties are:

(a) A 	 (B + C) = A 	 B + A 	 C
(b) (A + B) 	 C = A 	 C + B 	 C
(c) If A, B, C, and D are four matrices which allow to compute

the products A � C and B � D, we have

ðA	 BÞðC 	 DÞ ¼ ðA � CÞ 	 ðB � DÞ

(d) If A and C are two matrices which allow to compute the
products A � C we have:
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ðA	 BÞC ¼ ðACÞ 	 B

and if it possible to compute B � C we can also write:

ðA	 BÞC ¼ A	 ðBCÞ

(e) If A and B are two invertible matrices, we have

ðA	 BÞ�1 ¼ A�1 	 B�1

3. Given two 3-dimensional vectors u0 and v0 represented in the
same frame, let u1 be the representation of u0 in a different
frame and R be the rotation matrix which define the orientation
of the frame 1 with respect to the frame 0: u0 = Ru1. Then the
following holds:

u0 � v0 ¼ eU 0v0 ¼ Ru1 � v0 ¼ Rðu1 � RTv0Þ ¼ R eU 1RTv0

from which we haveeU 0 ¼ R eU 1RT ðA:29Þ
4. Let

Q ¼

1 0 � � � 0
0 � � � 0

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{n components

0 � � � 0
0 1 0 � � � 0|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

n components

� � � 0

..

. . .
.

0 0 � � � 0 1

0BBBBBBBBB@

1CCCCCCCCCA
ðA:30Þ

dimensionally it is [Q] = n � n2.
If ei are m � 1 vectors, it results:

diagðeT
1e1 � � � eT

nenÞ ¼
eT

1e1 . . . 0

..

. . .
.

0 eT
nen

0BB@
1CCA

¼ QðIn 	 EÞTðIn 	 EÞQ T ¼ QðIn 	 ET ÞðIn 	 EÞQ T

¼ Q ½In 	 ðET EÞ�Q T

where E = (e1� � �en)
5. Let

E ¼ ðe1 � � � enÞ

and
ev ¼ vecðEÞ

where ei are m � 1 vectors. We have:

E¼ Im0m . . .0m|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}nblocks . . . 0m . . . Im . . .0m . . . 0m . . .0mIm|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
n times

0B@
1CA

� ðIn	 evÞ
¼ 10 . . .0 . . . 0 . . .1 . . .0 . . . 0 . . .01ð Þ	 Im½ � � ðIn	 evÞ

where 0m = 0m�m.
6. The matrix diagðeT

1e1 � � � eT
nenÞ can also be computed starting

from ev instead of E. Consider that

ei ¼

ei;1

..

.

ei;m

0BB@
1CCA ¼ 0m . . . Im . . . 0mð Þev

where Im is the ith block m �m. Transposing we have

eT
i ¼ eT

v

0m

..

.

Im

..

.

0m

0BBBBBB@

1CCCCCCA

Finally, we can write

diagðeT
1e1 . . . eT

nenÞ ¼ ðIn 	 eT
vÞQ

0Q 0TðIn 	 evÞ

where

Q 0 ¼

Im

0m�m

..

.

0m�m

9>>>>=>>>>;n blocks m�m

0m�m

Im

..

.

0m�m

..

. . .
.

0m�m

..

.

0m�m

Im

0BBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
ðA:31Þ

dimensionally it is [Q0] = n2m � nm. Observe that Q0 = QT 	 Im.
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