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ABSTRACT

This article presents GAT, a Graphical Annotatia@olTbased on a region-based hierarchical
representation of images. The proposed solutios Baetition Trees to navigate through the image
segments which are automatically defined at diffespatial scales. Moreover, the system focuses
on the navigation through ontologies for a semaanticotation of objects and of the parts that
compose them. The tool has been designed undeititysatiteria to minimize the user interaction
by trying to predict the future selection of reggaand semantic classes. The implementation uses
MPEG-7/XML input and output data to allow interopleility with any type of Partition Tree. This

tool is publicly available and its source code bardownloaded under a free software license.
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1 Introduction

The large amount of new data acquired every daytljimedia systems has
created new problems related to their analysis.pdpeilarity of electronic
acquisition devices, definition of standard codiognats and expansion of digital
networks have significantly increased the amoumgerferated audiovisual data.
The digital format used for the representatiorhefe data offers promising
opportunities for the automatic analysis of imaged videos from a semantic
point of view. While the intervention of a humarpext has been traditionally
required for this analysis, the tremendous growtbantent volume has raised the
interest in automatic solutions in order to avaidaaalogous growth in the
analysis costs.

These solutions often combine algorithms comingiftbe signal processing,
pattern recognition and semantic reasoning figlds try to reproduce the signal
interpretation that a human would produce. Thegtesf these algorithms is
commonly based on a ground truth that describesxpected system output to
certain input data. Whether used for learning @uation, this ground truth is
often generated by a human expert under the foramoeétations. In the machine
learning context, annotations are used to defeiaitrg data sets to teach the
system and test data sets to compare the systgmtsutith the expected results.
The research behind this paper is motivated byntieeest from the TV

production industry to develop techniques for thtmatic annotation of the

large amount of videos ingested every day to tt@itent databases. The system
requirements pursue the detection of semantic gasig@eesent in video assets, to
automatically generate metadata for indexing atréexel. In the presented
approach, videos are pre-processed to extractd key-frames that are assumed
to be representative enough to describe the amsetrdic content. For this reason,
the basic work unit considered in this paper isleimage. This is a reasonable
assumption as extensive research has been condurctbd problem of keyframe
extraction (1) providing, as a result, a feasgdenario for keyframe-based video
annotation. The system is not oriented to any $§pemject or event, so it must
allow the user to define which semantic conceptd@be detected and must offer

a tool for generating training data. Taking intc@at the previous comments,



this paper presents a graphical interface capdlgererating high-quality manual

annotations of key-frames in an intuitive user smwnent.

1.1 Areaof support

The semantics contained in an image can be andataer different areas of
support. The user may select different areas gf@tglepending on two factors.
Firstly, the nature of the semantic class, as sotoneepts may be represented by
the whole set of pixels that conform the image,levbthers may be very specific
to a certain group of pixels. For example, abstsaatantic classes such as
country or sports event are in many cases expressed by the whole imagk wh
object classes likear or football player may be only depicted by a specific
portion of the image.

The second factor that conditions the selectioth@farea of support is the final
application of the annotation. It would be uselesannotate images at a precision
higher than the one that will ever be required. &@ample, the high-level feature
evaluation of TRECVID 2008 relies on manual annotet generated by IBM’s
EVA (2). This web-based interface generates pasdivd negative labels on
video shots, depending if they contain a certaimcept chosen from a TV
archive. Labels are applied to the whole shot alghosome of the considered
concepts may appear in the video temporary orsipegific spatiotemporal
segment. On the other hand, the video object detetzsk in the PASCAL
challenge (3) offers annotations of ground-trutag®s under the form of
bounding boxes, polygons and masks.

The annotation of images is typically performedhad basic visual scales: global
or local. In the global case the area of supottie full image, while local
annotations mark a subset of the image pixelsdiyitct a semantic object. The
global-scale approach has been chosen in photmghaebsites likd-lickr (4),
where users index their uploaded images with téxags. Local-scale solutions
can be divided in two groups depending on the sbpigdtision. A first family of
techniques provides rough descriptions of the abj&gving approximate
information about their location and shape, buhwiit aiming at determining the
exact pixels that represent the objects. Commautieak for rough local
annotations are based on the drawing of pointssJibounding boxes, ellipses or
polygons over the object of interest. Examplesoofgh annotation at the local

scale may be found in the person-tagging intertesasl byFacebook (5), where
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the user is prompted to click on the faces of peaplpearing in the pictures and
their usernames. By doing so, a label identifyimg person is associated to a
predefined square around the face. Another exaoipteugh annotation at a local
scale is thé-ourEyes (6), an interface working on an arbitrary partitiarblocks.

In this case the interface assists the user anootay expanding their local
annotations to other blocks with similar percepteatures. Rough but more
precise local annotations are generated by thalsiagjging effort ot.abelMe (7),
where polygons are defined by the user trying jastdhem as much as possible
to the object contours. A second option for local@ations is the precise
labeling of those pixels that represent the objegtiefining the exact area of
support associated to the object. Systems offgniagise local annotations of any
generic shape can be classified into region-basedrdour-based approaches.
Region-based annotations (8) (9) (10) let the askct among a set of segments
from an automatically generated partition of thag®, while contour-based
solutions aim at generating a curve that adjusteq@ixels located at the border
between object and background. Examples of cortiased annotation are
proposed by (11) (12) (13) (14), where scribblesgainted by the user to mark
the object.

In terms of user interaction, global annotatioreslass demanding than local
ones, as well as local rough annotations are less®dding than precise ones. On
the other hand, the more user interaction is requihe more data is collected
and better descriptions are generated for the gifdins that will use the
annotations. The cases of global and rough logabi@tions do not present
nowadays important challenges in the research, fighile current efforts focus

on assisting the user into selecting local andipeegegments in the image. This
paper concentrates in this latter case.

Both region- and contour-based precise annotapomade similar accuracy,
though the interaction can be simpler in the fieste. In region-based annotation,
the user is prompted to select among previouslyptded segments, while the
contour-based case requires drawing a scribblaghatier automatically adjusted
to the object contour. The effort required to seteregion is less demanding than
the task of drawing a useful scribble, providing tinst approach more

opportunities to develop intuitive interfaces.



However, in both cases the assumption that oneendefined by the user on the
image corresponds to only one semantic entity nbghbo restrictive in some
scenarios. For example, let us consider an imageis apainting of aperson.

In this situation the pixels representing geeson also belong to thpainting, so
their semantic interpretation depends on the dpatede. Similar situations will
occur every time a semantic instance is depicteal §3gment located inside a
larger segment that represents at the same tintbarsemantic instance. In these
cases the user should be offered all possible mpand have the chance to easily
select among the different spatial scales. Thislanproposes region-based
hierarchical representations (15) as an intuitreenework to both represent the

multiple spatial scales and to define a navigagiath among them.

1.2 Ontology

Whatever method is used to select the area of stjgyoannotation assigns a
semantic interpretation by annotating an instariGesemantic class. These
classes are normally defined in a thesaurus olamgtdhat must be common to
all annotations of a given domain. Thanks to aieditiefinition of semantics, a
posterior analysis of the annotations can exphatrelations between instances of
a same class as well as between instances ofatiffelasses. In the case of TV
archives, these ontologies may include classeterkta the domain (e.g. sports,
news), events (e.g. goal, speech), locations geagium, congress), people (e.g.
player X, president Y) or objects (e.g. ball, flaghese classes are semantically
linked in many cases and their relations can béoéegd by knowledge-based
systems, for example, to filter automatic analysguilts or to assist the user
during retrieval by expanding queries (16). Formegke, the open annotation tool
of the VARS system (17) accesses an ontology dbgical and geological
concepts to assist users in a precise scienttging of submarine videos.

The use of ontologies in a system drives to thestire of how they should be
created and which relations should be consideréidkdhe semantic classes.
Solutions can range from a manual definition byapert to an automatic
generation by data mining algorithms. Whateverapis chosen, the semantic
annotation of images provides valuable data wharhraonly refer to two types
of relations. Firstly, the concepts appearing inmaage annotation are linked by a
co-occurrence relation, as they are present isdhge document (18). Secondly,

local annotations provide geometric and topograghta (eg. relative position or
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size between instances) which can be measuredsaadto generate models of
the interaction between semantic entities (19).

Given the region-based nature of the proposed aphrahis work also considers
a third type of semantic relations to describepaes of an object. Theart
relation links a semantic class with those othass#s that compose it. This
relation provides valuable data for image analgkisrithms that may use the
annotation to build models of the object parts @&k relations, sometimes easier
to create than a model for the whole compositeabbje

The definition of ontologies in the multimedia fighas received the attention of
several researchers in the last years. A firstlfaofinon-semantic languages has
been developed in the framework of the MPEG-7 &®@) MPEG-21 (21)
standards. These initiatives have mainly focusestructured description of
multimedia content and offer tools for the desaoiptof both low-level perceptual
features as well as high-level semantic conceptle0ANNEXx (22) and SVAS
(23) are tools that use the first of these twoddads; however, these two
languages miss the formality required by Semantsb\Wéchnologies, normally
based on RDF or OWL languages (24). For this reassecond group of
initiatives have developed formal semantic ontaedb solve this limitation,
mapping the multimedia descriptors and schemesogeapin MPEG-7 to
semantic languages (25). Once the multimedia kledecepts are formally
described in an multimedia ontology, they can bagemented with another
domain-specific ontology. By doing so, the conceqmisimon to any multimedia
content are referred to the multimedia ontologylevthose particular to the
application are defined in the domain-specific oftd@s approach was proposed in
(26) to combine four different ontologies, two faultimedia concepts (structure
and perceptual descriptors), and two for the domafnnterest (athletics event
and geographic information). An example of a regiased annotation tool
combining multimedia and domain-specific ontologeM-OntoMat-Annotizer
(10), which incorporates a plug-in to enrich sentagéscriptions with low-level
visual features automatically extracted from thage segments. This tool has
evolved into KAT (27), an annotation tool desigrasda framework for external
plug-ins to generate and manage annotations basttanultimedia COMM

ontology (28).



sent work, the generated annotations are encodau MPEG-7/XML

description, which provides tools to describe tis ®f regions associated to each
instance as well as tlpart relations between different instances.

This paper presents a tool for the manual annataticemantic objects and their
parts using a region-based hierarchical representat the images. The proposed
solution expands the approaches in (9) (10) witinauitive navigation through

the image partitions at different scales. A secomutribution focuses in defining
an integrated annotation cycle for the objectstaed parts, also by means of a
friendly navigation through the concepts definethi@ ontologyFigure 1 shows a
screenshot of the tool in which two instances efgamantic clasSar have been

annotated.
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Figure 1: Screenshot of the annotation tool

The paper is structured as follows. The usefuloésspart-based annotation both
at the visual and semantic levels is discusse@ati& 2. Section 3 describes the
user interaction with a graphical user interfacadwigate through region
hierarchies and semantic hierarchies. Section dritbes the input and output data
to show the interoperability of the presented fiatez. Finally Section 5 presents

the conclusions and current work.



2 Annotation of parts

2.1 Image Partition Trees

The goal of the presented tool is to help the ugerthe selection of regions of
the image which represent, individually or colleety, an instance of a certain
semantic class. The main contribution is the prapofan intuitive navigation
through a region-based hierarchical representatiomages.

The available regions for selection are automdyicfined after a segmentation
process that generates an initial partition ofith@ge. These regions, by
themselves or combined with others, must be prexiseigh to represent the
semantic entities contained in the image. Thatingle regions or combinations
of them should define contours that adjust to #maantic segmentation that the
user has in mind. It is reasonable to take themagsan that state-of-the-art
segmentation algorithms can fulfill this requirernv).

As previously explained, semantic objects can lesgut at any scale in the image
and, moreover, it may be too restrictive to asstimethe regions defined by the
initial partition will correctly match the area sfipport of the semantic objects.
For these reasons, a multi-scale representatiimeamage is automatically
generated by combining the regions in the firstsegtation. Starting from the
initial partition, an algorithm based on the petoepcharacteristics of the regions
iteratively merges sets of regions to define nedlanger ones. Several criteria
can be used to determine the fusion sequencecdike, texture, connectivity or
combinations of them (28). As a result, a datacttine represented by a tree
graph is generated, where each node in the grapbsponds to a combination of
fused regions. The leaves of the tree correspottietoegions in the initial
partition, while the root of the tree representswhole image. This structure is
called a Partition Tree (PT) because it encodesipiripartitions of one image at
different scales.

Figure 2 shows an example of a hierarchical decaitipo of an image into
seven different regions using the algorithm desctiim (28). Note that such a
simple PT is presented here for illustration pugso#\ctually, annotators

commonly work with PTs defined over lower scaldiaipartitions, typically



containing around 2(-300 regions, leading to more complex PTs as ths
presented itfigure 3.

Figure 2 Hierarchical regio-based decoposition with a Partition Tre¢ (PT)

Image Partition Partition Tree

Figure3: Examples of an Image Partition and a Partitiose



Different solutions have been proposed for thetoyraf PTs, like the quad-tree
(29), min-max trees (30) or tree of shapes (31).(B82the presented examples
and current implementation tBenary Partition Tree (33) has been chosen,
although the proposed navigation and selectionegfies are applicable to any
type of PT. A Binary Partition Tree is a specifase of PT where merges are

restricted to two neighboring nodes.

2.2 Part-based ontologies

In addition to the assisted navigation throughdn@mies of regions, the presented
work focuses on assisting the annotation of thesganmposing semantic objects.
Semantic objects and their parts are defined ioreology accessed by the user to
select which classes are being annotated. The siemalationpart is established
during the annotation process to provide intersclaswwledge to those systems
that can exploit this type of semantic relations.

Regions representing the semantic parts of an tbgang at the same time to
the regions representing the complete object. Aatmg the two sets of regions
separately may present ambiguous interpretatiosenme cases, as an identical
annotation may be generated from a case in whietobject in the foreground is
occluding another larger object in the backgrounarder to distinguish between
the two cases, theart relation must be explicitly indicated by the udaring the
annotation.

The definition (or not) of the semantic parts aigtiishes between two types of
annotations from the semantic point of view: atoemd composite. In case of an
atomic annotation, the selected regions instanéiai@gle semantic class. In turn,
composite annotations instantiate a class anddascribe its semantic parts. As
an example, the hierarchy of regions in Figure @atbe used to generate an
atomic annotation of &V anchor or a more complex composite annotation of the
semantic parts that composehigad andbody. Composite annotations are only
possible when the semantic parts can be selegpadagely; that is, when they are
represented by different sets of regions in the PT.

There is no limitation in the levels of semantica@position supported; so an
instance of a semantic class which is a part oflagn level class can also be
composed by instances of other sub-classes. Ie tteses, the manual annotation

defines as well a semantic tree structure thaessmts the visual composition of
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an object from the semantic point of view. In tikample of Figure 2, this
concept is illustrated by the semantic gedd, which is a part oV anchor and,

at the same time, is decomposed fiafe andhair.

3 User interaction

The previous sections have presented the requakedstiructures to assist the user
in the manual annotation of regions as instancedbalct classes and their
decomposition in semantic parts. This section glesimplementation details of
an interface and navigation systems that expleifptesented concepts.

3.1 Graphical User Interface

The graphical user interface has been designethgridmented to offer the user
an intuitive environment for the semantic annotatbregions. The presented
interface is implemented by software that can Ibeoma standard workstation
with a mouse and a keyboard for user input andgalaly to visualize results. The
tool window is divided in three panels, one forlelasic element of the
annotation process: the ontology, the image andnhetated instances. The
ontology panel is located on the upper left pathefwindow, the instance panel
below it and the image panel occupying the ceiatndl right areas of the window,
as shown in Figure 4.
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Figure 4: Screenshot of the graphical user interfac

The ontology panel shows the semantic classesetkfinthe ontology, sorted
from the most to the less recently used by the. U3@se classes that have ever
been used for the annotation of composite instacaede expanded to explore
which semantic classes have been associated patte The user can manually
edit the ontology with a toolbar located at the ergpart of the panel, to add,
remove or rename semantic classes and their partgell as loading (saving) an
ontology from (to) a file.

The image panel is used to determine the areappiostiof the semantic instances
contained in an image. During region-based anratatiser selections are shown
by painting a transparency mask over selected meg®shown in Figure 4.
Although this paper is mainly focused in the antiotaof regions, the presented
tool also offers solutions for the global annotatad images as well as for the
local annotation of points, lines, rectangles aolggons, whether empty or filled,
as shown in Figure 5. In case of filled markers,tsualization of the selected
areas is achieved through transparencies, whiledonensional markers such as
point, lines and contours are shown by opaque.lifiles type of annotation can
be selected on the icons at the toolbar locatdueatpper part of the image panel.

Together with these icons, the toolbar also incdualeutton to select and open an
12



image or PT file from a file, another button toari¢he selected area of support, a
slide bar to control the transparency of the magki as well as a selection palette
to choose its color (see Figure 5).
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Figure 5: Annotation of filled rectangles

The instance panel shows previously annotatednostaand their hierarchical
structure according to thgart relation. Whenever a new instance is createdya ne
entry is added to this panel. By selecting anyhefihstance entries, the image
panel shows the areas of support related to thée paénel also includes a toolbar
with buttons for loading (saving) the complete aation to (from) a file, and
another button for deleting instances or any of gharts.

3.2 Navigation

The region-based annotation of semantic parts regjbioth navigating through
the image regions and through the semantic clatfesed in the ontology. The
presented tool implements different techniquesetdopm these operations in an
efficient way, trying to minimize the interactioy predicting the user choices
when selecting a visual region as well as wherctalpthe classes to be
annotated.
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3.2.1 Hierarchical region navigation

The region navigation system provides the user amtimtuitive interface for
selecting the Partition Tree (PT) nodes for itsaation. It uses the links between
parent and children nodes to define navigationg#ttough the region hierarchy.
The presented interface takes the input user comsnfaom the mouse interaction
and shows the selected regions on the image panel.

There are two basic scenarios for the selectioegbns from a PT. Firstly, the
simple case in which the selected region corresptmd PT node; secondly, a
most complex situation that requires the compasgtection of more than one PT
node. The two cases are presented separately, theimgmposite an extension of
the single one.

The selection of a single PT node starts with & uspection of the image and
identification of the instance to annotate. Thstfinteraction step consists on
placing the mouse cursor on a pixel included inaitea of support of the semantic
object to be annotated. With this action, the isenplicitly selecting one branch
from the PT, as every pixel in the image corresgdndne, and only one, branch
in the PT.

After this first user interaction, the system foesi®n the selected PT branch and
automatically selects one of its nodes. The chisit®sed on a previous
computation of the merging cost at every PT nodmleulation that measures the
heterogeneity of the two fused nodes. The intuiiehind this value is that during
the PT construction some merges are more repréisentaan others and that, in
most of the cases, the most representative meogirigsponds to the most
meaningful region from a semantic point of view. &ytomatically choosing a PT
node, the system expects to predict the user bahawis type of approaches has
been implemented by different authors in varioggame-based image
representation contexts (28) (34) (35).

Once a PT node on the branch is selected, therrégiughlighted on the screen
so that the user can see it. Note that all thisgs®e is instantaneous and
transparent to the user so that when the mousevedrover the image, the
perceived effect is the automatic selection ofrdpresentative region at the
current cursor location. The selection can be a#did with just a left-click on the

mouse.
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If the proposed region does not depict correcttysgbmantic object desired by the
user, the selection can be modified with the mauseel. This is typically the
case when the system proposes an object at arcepiatial scale but the user
wants to analyze the image at a different scatg: (#he system selects thead
while the user is willing to annotate tfaee or the complet@V anchor). By
rotating the mouse wheel, the user can navigateighr the PT branch, moving
upwards or downwards in the branch at every whaation. The sense of the
rotation on the wheel determines whether next Selecorresponds to the parent
or child node. If it is the child node, this onesedected as the one containing the
pixel where the mouse pointer is currently pladéte extreme situations
correspond to the PT root, where the whole imagelescted, and a PT leaf,
where a region at the initial partition is shown.

Figure 6 shows an example in which the system aaticaily selects a region
corresponding to an instance of semantic diead and the user can manually
modify the selection by moving the mouse wheel @mabsing other nodes in the
same branch. Moving upwards would select an agg@senting the whol&V

anchor while moving downwards would focus on tiaee.

Figure 6: Navigation through the BPT with the moudeel

In many cases, focusing on a single PT node iemotgh for determining the
regions to be annotated. There are basically twatsons that require choosing

nodes from different branches. Firstly, when ugsirigfT whose fusion sequence
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does not correctly characterize the semantic cesitensuch a way that
connected objects have been split into differenbRihches. Secondly, those
cases where the semantic contents to be annotatedpesented by non-
connected regions. In these cases, since the thigotihat generates the PT forces
its nodes to be formed by connected regions, tecbbas to be represented by
more than one PT nodes. In both situations, thglesgelection solution must be
extended to the composite selection.

The process of multiple selection starts with te@nition of a first component as
described in the single selection case. Once thedomponent is validated with a
left-click, the user must move the mouse cursa pixel located in the next
segment to select. Once the cursor leaves theodsegoport of the first
component, it is implicitly leaving the branch bgtinitially selected region and is
changing to a new branch. When this happens, dasirecommendation
mechanism to the one used for the single seleiapplied, automatically
choosing a new PT node in the new branch. Howgvemew choice is no longer
based on a pre-computed recommendation but orp#imkscale of the previous
selected component. This is estimated accorditigeize in pixels of the
previous region (area). In the new branch, themeaended node is the one with
the most similar area among those nodes in thebmamch whose area is smaller
than the reference one. By taking a smaller atémensured that the new
selection will never correspond to an ancestohefdrevious component, a
choice that would have been made by the user ifirgteselection had he/she
been interested.

The cursor can be moved all around the image vathnitation, always
activating new regions whenever a branch is |dfire Node recommendations
will be based on the area of the initial selectaohgonent as it is reasonable to
consider that after making a selection at a cedpatial scale, subsequent
selections are likely to have a similar size. Téfemrence area can be manually
modified by the user at any time by rotating thauseowheel, which will change
the considered PT node the same way as explairtbe @stomic selection case. If
this happens, the area of the new selected regitimlie used as reference in
future node recommendations.

Once the second component is selected with alielt, the user can decide to

continue the selection of more components by rapg#te described mechanism.
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3.2.2 Semantic navigation

The second main contribution of this work aimshat assisted navigation through
the semantic classes defined in an ontology. Thetation of an instance
requires the selection not only of an area of stppothe image but also of the
concept which is to be annotated among the onésedkih the ontology. The
proposed approach defines an annotation cycleljects and their parts that tries
to minimize the user interaction and, by doingsgeeding up the complete
annotation process. The proposal considers theagtiten only through the mouse
in order to keep the same interaction methodolagy @he selection of the area
of support.

The basic annotation cycle of an instance startdebermining its associated
semantic class. The ontology panel displays a seenaass tree whose root node
represents all classes in the ontology and is ¢abwith a textual identifier of the
used ontology. The root has as many children nadegmantic classes in the
ontology, and each of these nodes is labeled wigixtaial name associated to the
semantic class. The semantic classes that canchengesed into other classes
are represented by expandable nodes. The semalatiom between the parent
and child nodes correspondsprtOf, that is, the parent node can be decomposed
in the semantic parts represented by its children.

The class tree shows first the most recently anedtelasses by the user to try to
minimize the interaction. A semantic class cant@sen whether with a left-click
or with the mouse wheel. In case that the requesdéess is not present in the
ontology, the user can define a new one by selgthia root of the class tree and
clicking on the addition icon at the toolbar of th@ology panel. The system will
prompt the user to introduce a textual identifeetite new class and will create a
new node to the class tree. Only in this opera@gnyell as any other related to
text input or edition, the user interacts throug keyboard instead of the mouse.
Every time a new node in the semantic class treelected, the instance panel is
refreshed to display the previous annotations efctirrent class. A tree structure
is also employed in the instances panel, with amode labeled with the name of
the class and its children corresponding to thaterkinstances. A left-click on
any of these leaves displays the associated amgpbrt on the image panel,

while a left-click on the root shows all instanoéshe current class. The
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visualization of previously annotated instancesloalp the user to review his/her
work and avoid repeating a previous annotation.

Once the selection of a semantic class is madghtadlick creates a new node of
the selected class in the instance tree. The tlksss also updated by placing the
node of the selected class just after the rodt@tree in order to make it more
accessible in case of further annotations. At hatent the user must decide
whether to initiate an atomic or a composite antia

An atomic annotation is started by locating thesouiover the image panel and
selecting an area of support, following the preslgulescribed mechanisms (see
Section 3.2.1). Whether one or multiple areas alected, they are not associated
to the new instance until the process is finishét @ last right click. If no areas
are selected, the instance is still created, buassociated to a specific area but to
the whole image. In this way, it is possible to g@te global annotations with this
region-based. The complete workflow of an atomiccation on a PT is shown

in Figure 7.
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Figure 7: Annotation of an atomic instance on a PT

On the other hand, a composite annotation reqapesifying the individual
semantic parts that form the new instance. The csitgpannotation is indicated
by right clicking on the tree node that represamtsnstance. This action adds a

child to the instance node and the user is promjoteélect the semantic class
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that is to be associated to the new part. The satecf the class is again
performed on the ontology panel, showing first thokssses that have been in
previous occasions used as parts of the currenimstance.

After selecting the semantic class of the parthenantology panel, a second
right-click launches the selection of the part'saaof support. The user must
choose between two paths. A first option is tordef new atomic instance for the
part by moving the cursor on the image panel aitdviing the steps previously
presented for the annotation of atomic instancese@nd solution is to choose
among previously annotated instances of the passcln option which is
considered by the interface while the cursor ig dlve ontology or instance
panels. The association is achieved by choosinghigraset of nodes in the
instance tree which are added as children to thepaet being annotated.
Whether by selecting a new area of support or niefigto a previously annotated
instance, the process ends with a final right clitknore parts are to be added,
the process can be repeated until the compositaton is completed.

Notice that there are cases when the union of negagsociated to the semantic
parts may not represent the complete instance el$iestions are also
considered in this tool, as when an entry is setest the instance panel, the
associated regions can be edited on the image.Regions can be added or
removed with the selection mechanisms of PT nodedqusly described and, in
the case of composite annotations, new regionsaaaplete the area of support
of the instance. However, in this case it is nasilge to remove from the image
panel the regions associated to the instance phidsaction requires the explicit

deletion of a part from the instance.

4 Input and output data

The presented tool uses two main sources of infoomavisual data associated to
the still image and a semantic ontology from whatasses are selected. The
annotation tool generates an output file descrihgch regions of the input
image depict instances of semantic classes deiiménd ontology. Moreover, the
same interface includes instruments for the creati edition of the semantic

ontology. User interaction is mainly acquired frdm mouse as the keyboard is
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only usedor the naming of new semantic classes or outjes.Figure 8 shows
the different types of data inputs to the interf

Image Partition Partition Tree

User interaction

Figure 8: Input data

Three different types dnputdata related to the visual content necessary:

* The still image itself; that is, the actual pixeisany standardormat (JPG,
PNG...).

* An initial partition of the still image previouslyegerated through
segmentation proces:This partition is represented by another ime
whose pixel values correspond to region le which, in turn, correspon
to PT leave.

 The Patition Tree definingan additional set of regionformed as

combinations of the regions in the ini partition.

The access to the three sourcevisual data is ehieved through a single MPI-
7/XML file that contains the pare-child relations amonthe nodes in thPT as
well as thereferences to the files with the input image antiainpartition. The
standardization of the input data format allowsittieroperability of this tool, &
any software capable of genengan image partition and a |tition tree
producesvalid inputs.
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The concepts that can be annotated are uniquatyifiée and structured in an
ontology of semantic classes. These semantic dassebe linked by part

relation, which is learnt after the annotation afoanposite instance or can also be
manually defined on the ontology panel. Each seimatdss is characterized by a
textual label defined by the user and a numerievHich is automatically assigned
by the ontology editor when created. The curreqi@mentation of the system
uses MPEG-7/XML format for the definition of thetology and can be loaded
form an external file or created/edited to be latared as an output data.

The output annotation is also expressed in MPEQMYIL/X¥ata format, describing
which visual parts in the image (whether globaljoa or point-based) depict
instances of the semantic classes defined in tt@agy. Apart from the visual
representation of the instances, the generatedaorincludes semantic
information between objects and their parts in ¢haethe user has generated it
during annotation. By doing this, composite instanare not only characterized
by their perceptual characteristics but also bys#mantics of their parts. Apart
from the MPEG-7/XML output data format, the toohaso generate images
containing the segmented objects. The area of suppthese images is
reconstructed by considering the PT leaves beleWPth nodes associated to each
instance. The locations of the pixels at the PVdeare defined by the initial
partition while their values are coded by the inpudge. Figure 9 summarizes the

three types of output data that can be generateldebgnnotation tool.
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Figure 9: Output data

Table 1 shows an example of an annotation ¥ anchor as composed of two
semantic partdyead andbody. The MPEG-7/XML document has two parts. The
first one instantiates the regions associated¢b eathe three annotated instances
included in a<Description> tag of theContentEntity type. The second part of the
document describes the semantic contents of thetaimon between the
<Description> tags of theSemanticDescription type. The three semantic entities
are related to th&illRegion elements through the semantic relatiepiction,

while the relations between the semantic eftifyanchor and its partéiead and

body are established by the semantic relapart.

<?xml version="1.0" encoding="UTF-8"?>
<Mpeg7 xmIns="urn:mpeg:mpeg7:schema:2001"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instaie
<Description xsi:type="urn:ContentEntityType"
xmins:urn="urn:mpeg:mpeg7:schema:2001">
<MultimediaContent xsi:type="urn:ImageType">
<Image>
<SpatialDecomposition>

<StillRegion id="Segmentinstancel">
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<SemanticRef idref="Class2"/>
<SpatialDecomposition>
<StillRegionRef idref="Regionl1"/>
<StillRegionRef idref="Region2"/>
</SpatialDecomposition>
</StillRegion>
<StillRegion id="Segmentinstance2">
<SemanticRef idref="Class3"/>
<SpatialDecomposition>
<StillRegionRef idref="Region3"/>
</SpatialDecomposition>
</StillRegion>
<StillRegion id="Segmentinstance3">
<SemanticRef idref="Class1"/>
<SpatialDecomposition>
<StillRegionRef idref="Region4"/>
</SpatialDecomposition>
</StillRegion>
</SpatialDecomposition>
</Image>
</MultimediaContent>
</Description>
<Description xsi:type="urn:SemanticDescriptionType"
<Semantics>
<SemanticBase id="Instancel">
<Label>
<Name>Head</Name>
</Label>
<Relation type="urn:mpeg:mpeg7:.cs.SemanticRelat®2001:depiction”
target="Segmentinstancel"/>
</SemanticBase>
<SemanticBase id="Instance2">
<Label>

<Name>Body</Name>
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</Label>
<Relation type="urn:mpeg:mpeg7:.cs.SemanticRelat®i2001:depiction”
target="Segmentinstance2"/>
</SemanticBase>
<SemanticBase id="Instance3">
<Label>
<Name>TV Anchor</Name>
</Label>
<Relation type="urn:mpeg:mpeg7:.cs.SemanticRelat®2001:depiction”
target="Segmentinstance3"/>
<Relation type="urn:mpeg:mpeg7:cs:SemanticRelat&2C01:part"
target="Instancel Instance2"/>
</SemanticBase>
</Semantics>
</Description>

</Mpeg7>

Table 1: Example of MPEG-7/XML annotation

5 Conclusions

The presented tool offers a solution for generataggon-based annotations of
images, describing their semantic contents andl&te them to an ontology. The
interface uses image processing algorithms totabgisiser in the selection of
regions through a pre-computed hierarchical strectihis structure allows an
intuitive navigation at different spatial scalesrthermore, the tool integrates a
mechanism to annotate the semantic relation betekgcts and the parts that
compose them.

These annotations generate high-quality data #trining of systems that try to
automate the learning of models for automatic imagaysis. In the annotations
not only semantic classes are instantiated by gedocal regions, but these
semantic classes are also expressed as combinatismspler classes, providing
training data for the automatic creation of ontiésg

The navigation workflow has been designed to mimérthe user interaction

while providing as many visual data as possiblguiole the annotation process.
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All major actions can be executed through moussraation in order to simplify
and speed up the selection of regions from the énaangl of semantic classes from
the ontology.

The presented tool can be used on any type ofrblecal region-based
representation as long as it is coded followingNHEG-7/XML standard. The
presented software is publicly available from aljpulvebsité, as an online
service and as an open source project released thed&PL license. Readers are
referred to the same website for video recordiregaahstrating the tool usage.
Future efforts will concentrate on the introduct@frontology languages such as
RDF and OWL for the manipulation of semantic datat¢logies and annotation).
Moreover, coming versions of the tool will alsolumte solutions for the massive

annotation of large amount of images at the gltdhadl.

! http://gps-tsc.upc.es/imatge/i3media/gat/
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