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Abstract. Very little is known about the period function for large families of centers. In one of
the pioneering works on this problem, Chicone [?] conjectured that all the centers encountered
in the family of second-order differential equations & = V'(x, &), being V' a quadratic polynomial,
should have a monotone period function. Chicone solved some of the cases but some others
remain still unsolved. In this paper we fill up these gaps by using a new technique based on
the existence of Lie symmetries and presented in [?]. This technique can be used as well to
reprove all the cases that were already solved, providing in this way a compact proof for all the
quadratic second-order differential equations. We also prove that this property on the period
function is no longer true when V is a polynomial which nonlinear part is homogeneous of
degree n > 2.

MSC: Primary: 37C-27; Secondary: 34C-25, 34C-14, 34A-26.

1 Introduction

Let po € R? be a center of a planar system of differential equations. The period annulus of py,
that we denote by P, is defined as the greatest punctured neighborhood of pg foliated by periodic
orbits. We take a parameterization of the set of periodic orbits in P, say s — 75, and we consider
the period function, s — T'(s), that assigns to each s the period of the periodic orbit ~s.
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Several problems around the period function in planar vector fields have been studied in the last
half-century, starting from the works of Urabe ([?]), Loud ([?]) and Pleshkan ([?]) on isochronicity
(constant period function) in specific families of planar vector fields. Later on, the problem of the
monotonicity of the period function attracted the attention of Coppel and Gavrilov (for potential
systems, see [?]) and Waldwogel (for the Lotka-Volterra systems, see [?]), to quote significant
examples, among others. Maybe, the most interesting contributions come from Chicone, see [?],
[?], [?](with Jacobs), who studied not only the monotonicity but also computed the so-called period
constants, and used them to study bifurcations of the period function in parametric families as
well as boundary value problems. Coming back to the problem of isochronicity, in the early
nineties, Villarini ([?]) and Sabatini ([?]) related the problem of isochronicity to the existence of
Lie symmetries (see [?] for a survey on isochronicity) and, more recently, these ideas have been
applied to the study of the monotonicity ([?]).

In this paper we study the period function of the centers of quadratic systems that come from
second-order ODEs & = V' (x, %), that is,

(1) T =y,
§ = —x + ax® + bry + cy?,
with a? + b% + c? # 0.
It is well known (see [?] for instance) that any center in this family can be brought, by means
of a coordinate transformation into one of the following two forms:

@) {2z

Y= —x + ax? + bry — ay?;
T =y,
3 .
(3) {y:—a:+ax2—|—cy2,
where a, b and c¢ are arbitrary real numbers.
For many subcases, which will be revisited in Section 7?7, Chicone gave a proof of the mono-

tonicity of the period function (see [?, ?]). As far as we know there are, though, some that were
not proved yet:

Case I System (??) with a # 0,

Case II System (??) with ac < 0.

As we will see, the system of Case I can be easily brought to a system which is already known to
have a center with monotonic period function. Thus, essentially, just one case remains unsolved.
By means of a new technique for showing the monotonicity of the period function, we solve this
last case and we give shorter proofs for the others. We can state therefore:



Theorem 1.1. If the origin is a center for system (??), then the associated period function is
1NCcreasing.

Chicone [?] has conjectured that if a quadratic system has a center with a period function
which is not monotonic then, by an affine transformation and a constant rescaling of time, it can
be brought to the Loud normal form

T = —y+ Bzy,
Y=+ Dx?® + Fy?,

and that the period function of these centers has at most two critical periods. In view of Theo-
rem 77, with a rescaling, this conjecture is reduced to the case B = 1. On the other hand, it is well
known (see [?]) that the centers of & = —z + V(x, &), with V being a cubic polynomial without
constant and linear terms, may have a non monotonic period function. In addition, we prove the
following result:

Proposition 1.2. For any m > 3, there are (reversible) centers of the form

T =y,
@ {yz—xwm(x,y),

where V, s a homogeneous polynomial of degree m, with a non monotonic period function.

The paper is organized in the following way. In Section 7?7 we present the techniques used to
prove Theorem 7?7 and we give new proofs of the cases already solved. Sections 7?7 and 7?7 are
devoted respectively to show the monotonicity in Case I and Case II. Finally, in Section 77 we
prove Proposition 77.

2 Previous results

The mentioned techniques to ensure the monotonicity of the period function are based on the
following result, which is proved in [?].

Theorem 2.1. Let p be a center of a C' vector field X and let P denote its period annulus. Let U
be C ! vector field on P U{p}, transversal to X on P, and such that [X,U] = uX on P for some C!
function pu on P U{p}. Then, if ¥(s) is a trajectory of U, for any sy such that 1(sg) € P it holds

T'(s0)
T'(so) = /0 1(x(t; 50), y(t; s0)) dt,

where (z(t; s0), y(t; s0)) is the periodic orbit of X such that (z(0;s0),y(0;s0)) = ¥ (s0) and T(so)
18 its period.



For Theorem 7?7 to be useful we need to be able to compute u and control its integral. It is
already known the existence of pairs (U, ) satisfying [X, U] = uX for sufficiently regular vector
fields X with a non-degenerate center. From a geometrical point of view, the vector field U is the
infinitesimal generator of the Lie group of symmetries of X. We will also take advantage of the
next remark.

Remark 2.2 Let U be a vector field transversal to X such that [X, U] = u X for some C ! function
p. If we consider U*= U + g X, where ¢ is any C' function, then U* is also transversal to X and
[X,U*] = p* X with p* = p+ (Vg)t - X. O

The usefulness of Remark ?? lies in the fact that once we now a pair (u,U) for a given vector
field X, we can generate other pairs by adding “multiples” of X to U and modifying u concordantly.

In the rest of this section, for the sake of completeness and to show the efficiency of the method
just presented, we apply it to reprove some cases already solved by Chicone.

2.1 System (?7)

In order to prove the monotonicity of the period function of the center of (??) we consider the
following four cases:

a=0and c#0 (3.1)
a#0and c=0 (3.2)
ac >0 (3.3)
ac <0 (3.4)

Chicone solved the first and second cases in [?], and the third one in [?]. As we already mentioned,
in Section 7?7 we shall solve the fourth case.

In order to reprove the case (3.1), note first that by means of the coordinate transformation
{z1 = 2cz, y1 = 2cy} it is enough to consider only the case ¢ = 1/2. Then, renaming the variables
as {z, y}, an additional change of variables, {w = log(1 + x — 4?/2), z = y}, brings the system

into
X — { Z == 1 - €w7
w = z.
Now one can verify that the vector field

. 1
) AT 2%
u- {174,

ew—1

satisfies that [X,U] = pX with
1 — e + 2we?
2(e2w — 2ev + 1)

(2, w)i=

4



Proposition 11.a in [?] shows that the integral of u along the orbits of X is always positive and so,
from Theorem 77, it follows that the period function is increasing.

In the case (3.2) the change of variables {x; = —ax, y1 = —ay} allows to consider only the
case a = —1. Renaming the variables as {x,y}, one can show that the new vector field, say X, is
transversal to

. _ 3z+222
U=1, - 16?1+§)a
Y= §y7
and that [X,U] = pX with
z(2+ )

Then Proposition 11.b in [?] shows that the integral of p along the orbits of X is always positive
and so, again from Theorem 7?7, the period function is increasing.

The proof of the case (3.3) using Theorem ?? presents the same kind of difficulties than for
the case (3.4), which is solved in Section 7?7, and so, for the sake of shortness, we prefer to avoid
it in this paper.

2.2 System (?77)

In order to prove the monotonicity of the period function of the center of (??) we consider the
following two cases:

a=0 (2.1)
a#0 (2.2)

Chicone proved in [?] the monotonicity of the period function in the case (2.1). In order to reprove
it by means of Theorem ?? we proceed as follows. The coordinate transformation {z1 = —bx, y; =
—by} allows to consider only the case b = —1. Then, renaming the variables as {z, y}, another
change of variables, {z = z,w = log(1 + y), 7 = —t}, brings the system into

w = z.

X::{ Z.:1_€w7

This is the same vector field that we obtained in the case (3.1) and so the result follows. Next
section is devoted to prove the case (2.2).



3 Proof of the monotonicity in Case 1

By means of the coordinate transformation {z1 = az,y; = ay} system (??) can also be reduced
to the case a = 1 without loss of generality. We therefore consider

T =y,
(5) {y:—x+x2+bxy—y2.

One can verify that the change of variables

{z=—2-0b+VV?+1)yw=—-2—(b—Vb¥?*+1)y}

brings system (?77?) to

z=—w(l+2) (V> +1+0),
w=z(1+w)(Vb>2+1-0).
This is a Lotka-Volterra system and it is well-known (see [?] for instance) that the centers of these

systems have an increasing period function. For the sake of compactness, let us point out that this
fact was also proved in [?] directly from Theorem ?7.

(6)

4 Proof of the monotonicity in Case 11

4.1 Reduction of the problem through Theorem 77

We first note that, rescaling the variables, we can assume, without loss of generality, that a = 1
and ¢ < 0. We consider therefore

7) {2z

y=—x+ 2%+ cy’
A computation shows that H(z,y) = A(x) + C(x)y?, with

Az):= 12 (2cz” +2(1 —c)z — 1+ 1/c) + 13 and C(x):= 5 e =
is a first integral of (??), and one can verify that x(x):= —e ™2 is its corresponding integrating fac-

tor (see [?] for details). We shall take advantage of this fact to perform a coordinate transformation
that brings (?7) to a potential system. This follows from the next result.

Lemma 4.1. Suppose that a given planar differential system has a first integral of the form
H(z,y) = A(z) + B(x)y + C(x)y* and that its corresponding integrating factor, say k, depends
only on x. Then, if k(z)C(z) # 0, the coordinate transformation given by
' k(s) 2C(x)y + B(x)

) v = I T2
0 v/2C(s) 2C (x)



brings the system to

where

(2) = B(z)(B(z)C'(z) — 2C(z)B'(z ) V2C () A (x
S 2 5(2) /20 (2)° ()

Proof. Note first of all that we can write the given differential system as
_ _Hy (l’, y)

(8) . Hg(z,y)

since, by hypothesis, H is a first integral and x is its corresponding integrating factor. It is clear
moreover that we can assume without loss of generality that C'(z) > 0. In this case we can rewrite
the first integral as

(2) \ | 44()C() - B(2)?
s (# + 2 )) 1 $40e)0(0) ~ B

In order to obtain the desired coordinate transformation, we define

=+2C(x)y + _Ble)

2C(x)

and then find u(z,y) such that

Uy Uy

I = k(z) for all z.

The simplest way to achieve this is by choosing u(z,y) = f(z) so that f/(x),/2C(x) = k(z), which
yields to

k(s
)= / s ds
0 v2C(x)
Finally, some computations show that this coordinate transformation brings (??) to the potential
system given in the statement. [ |

By applying Lemma ?? to system (??) it turns out that the coordinate transformation



brings it to the potential system

() U= —v,
o= (14 cu) In(1 + cu)(c+ In(1 + cu)) /c?,
that is, a Hamiltonian system with Hamiltonian function H(u,v) = 3 v? + F(u), where
1
F(u):= e (2 In?(1 + cu) + 4uc In*(1 + cu) + 2u?c® In%(1 + cu) — 2 In(1 + cu)
c
— duc In(1 + cu) — 2u?c® In(1 + cu) + 2 cu + u?c + 2¢ In(1 + cu)
+ 4uc® In(1 + cu) + 2u?c® In(1 + cu) — 2uc® — u2c3).

The above change of coordinates already appears in [?]. It is easy to check that if X is the
potential vector field associated to H(u,v) = v? + F(u), then [X,U] = uX, where U is the vector
field associated to the system @ = F(u)/F'(u), v = v/2 and

o= () e

In our case a computation shows that

plu) =~ L 2wt o).

Thus, since we look for some p > 0, we shall take advantage of Remark 7?7 to remove the linear
term in p. The choice g(u,v) = (¢ + 2)v/6 (in the notation of Remark ?7) provides

c+2 2¢2 +5c+5 o
= —Uu

6

w(u):= p(u) + F'(u) + O(u?).

Note in particular that 2¢? 4 5¢ +5 > 0 for any c.

Let us denote by (ur,ug) the projection of the period annulus of the center at the origin of
system (??) onto the u-axis. It is clear, on account of Theorem ?7?, that to show the monotonicity
of its period function it is enough to verify that p*(u) > 0 for all u € (ur,ur)\ {0}. To do so it is
first necessary to study the ranges of (ur,upr) for the different values of c. It is easy to show that

uy, = e—cc—l and ug < —% in case that c € (—1,0),
(10) —e/e2-
= %(612—1 _ 1> and ug = —1 in case that ¢ < —1.

Now, in order to simplify the formulae that we shall obtain, we perform the change of variable
u= (e~® — 1) /¢, which one can verify that drives to

2z

6
(11) pa(z) = (u(2) = 55 > Cila)a,
=0

- 12¢222(c — x)? ;



with

Co(z) =3c3(c—1)(e 2% - 1), Ci(z) =3c2(c—1)(c+ce 2T —2e72% 4 2),
Co(r) =3c2(1 —c)(1+ 3e72%), C3(z) =2c2(3e72% — ?e™3% — 2ce3%),
Cy(z) = 6c2e3%(c+ 2), Cs(x) = —6ce3%(c +2),

Co(x) =2 3%(c+2)

Consequently, taking (??) into account, we must prove that
p2(x) >0 for all z € (¢,+00) \ {0} in case that ¢ € (—1,0),

c—1+vVe2-1
2

wa(z) >0 for all x € ( ,—i—oo) \ {0} in case that ¢ < —1.

The following two subsections are devoted to study these cases.

4.2 The case c € (—1,0)

We study the cases x € (¢,0) and x € (0, +00) separately.

4.2.1 The study of us on x € (0, +00)

We shall prove the following result.

Proposition 4.2. If ¢ € (—1,0) then ua(z) > 0 for all x > 0.

Note that, for the values of ¢ under consideration, C5(z) > 0 and Cg(z) > 0 for all z > 0.
Hence, on account of the expression of uy given in (?7?), Proposition 7?7 will follow if we show that
T(z):= Co(z) + Ci(2)x + Ca(z)2® + C3(x)2* + Cu(z)z*
is positive on (0, +00). To do so we proceed as follows. One can verify that

T(z) = ¢*(Do(x) + Di(z)c + Da(z)c?),
where

Do(z) = =6z + 32>+ (62 + 922 +623)e 2% + 122" 737,
Di(z)=3+32—32>— (3 +92+92%)e 2% + (—42> + 62%)e 37,
Dy(z) = =343z + (3+3x)e 2% — 223737,



Consequently, since
Dy(z) + Dy(x)c + Do(x)c® = (4¢® + 10¢ + 10) z* + O(2)

and (4¢? + 10c + 10) > 0 for ¢ € (—1,0), it is clear that Proposition ?? will follow once we prove
the following two lemmas.

Lemma 4.3. D;(x)? — 4Dg(x)Do(z) < 0 for all z € (0,2).

Lemma 4.4. Dy(z) > 0, Di(z) <0 and Da(x) > 0 for all z > 2.

Proof of Lemma ?? We will prove in fact that S(z):= (D1 (z)? — 4Do(z)D2(z))e®" is negative.
To this end note first that we can write

S(z) = Po(x) + Pi(x)e” + Pg(:t:)ezD + Pg(x)eg’z + P4(x)e4x + P@(m)e616
with

Py(z) = 42532 4 2)2, Pi(z) = —1223(52% + 922 + 52 — 2),
Poy(z) =92% — 1823 —452% — 182 +9,  P3(z) = —1223(323 + 522 — 92 + 2),
Py(z) = 18 (2®> 4+ — 1)(2® + 32 — 1), Ps(z) =9 (2% — 32+ 1)%

The following table gathers the study of the signum of each polynomial P;(x) on (0,2).

Pi(z) | Po(z) | Ps(z) | Pu(z) | Po(x)
(0,71) + + — — -
(n1,m3) — + — — +
(m3,m2) | — - - - +
(n2,m6) - - - - +
(06, M5) - - + + +
(M5,m4) | — - + - +
(14,2) - - - - +

In the above table, ; and 72 are respectively the roots of P;(z) and Ps(x) in (0,2). The ones
of Ps3(z) are n3 and ny. Finally, 75 and 7 are the ones of Py(x). Let us note that these roots can
be obtained algebraically. Their approximate values are:

n ~ 0.260, e & 0.282, n3 ~ 0.269,
na ~ 0.880, ns = 0.618, n6 ~ 0.303.

During the proof we will also use that the polynomials
L g

—_ 1 2 1 3 1 4 1 5 1 6 1 7

10



and

— 1 2 1 3 1 4 1 5 1 6 1 7 8 8

verify that 0 < m(z) < e* < M(z) for all z € (0,2). These polynomial bounds, obtained by means
of Taylor’s expansion, are the ones of lowest degree which are efficient for our purpose.

On account of the above table and using the polynomial bounds of e”, it follows that the
polynomial

Bi(z) = Po(x) + Pr(z)M(z) + Py() M () + Ps(x)m(x)* + Py(z)m(z)* + Po(z) M (x)°
is a upper bound of S(x) on (0,71). This is a polynomial of degree 52 that can be written as
By ($) = .TS (Bll(.’E) + Blg(.r)),

where the coefficients of all the monomials of Bj; (respectively Bijg) are negative (respectively
positive). Therefore

S(z) < Bi(z) < z%(B11(0) + Bi2(m)) < 2%(B11(0) + B12(3/10)) < 2%(—59 + 1) = —582° < 0

for all x € (0,71). An alternative way to show this fact would be of course to use Sturm’s algorithm.
Exactly the same procedure shows that S(z) < 0 in all the other intervals and it is not included
here for the sake of shortness. [ |

Proof of Lemma ?? The fact that Do(z) > 0 for all + > 2 is clear. To prove that Di(z) is
negative let us first note that D;(x) = 10z* + O(2®). On the other hand, by means of Bolzano’s
Theorem, we can assert that Dj(x) has at least one root on (1,3/2). So it is clear that it suffices
to prove that Dj(x) has at most five zeros (counting multiplicities) on the half straight line x > 0.
This fact will follow once we check that the function
d® -
P (D1 (x)ez‘r) =e x(Ql(a:) + QQ(I‘)G&B),
where Q1 (z) := —6z* + 12423 — 78022 + 1680 x — 960 and Qa(z):= —962% — 384z — 144, does
not vanish for z > 0. Indeed, since Q2(z) < 0 for x > 0, and Q1(x) + Q2(x) is a fourth degree

polynomial with no real roots and negative for all z € R, it turns out that
ﬂ(D (2)e**) < e (Q1(x) + Q2(z)) <0 for all z >0
25 1 1 2 = 0.

We must show finally that Ds(x) > 0 for all x > 0. Again, one can verify that Dy(z) =
4%+ O(2®) and, on the other hand,
ﬁ(D (2)e**) = (15 + 32)e” + (81 + 243 2)e** > 0 for all z > 0
g1 (D2(2)e™) = x)e x)e or all x > 0.

This concludes the proof of the result. [ |

11



4.2.2 The study of us on z € (c,0)

Let fio denote the function obtained after the change of variables (z,¢) — (—z, —c) into the
expression of g given in (?7). Thus, for each ¢ € (0,1), we have to prove that pa(xz) > 0 for all
€ (0,¢). A computation shows that we can write

al0) = =y (@) + P@)e” + Pafa)e ™).
where
Py(x) = (c+c —(3c+2+c):L‘+3(c—|—1):172—2w3),

3c
Pi(z) =22°(2 = ¢)(z — c)?,

3 (c+1)(—c+ (2 —c)z +2?).
We prove the following result:

Lemma 4.5. For each c € (0,1), Py(z) + Pi(x)e® + Pa(x)e 2 > 0 for all z € (0,¢).

Proof. Note first that P; is negative on the region under consideration and that P, may be positive
or negative. By means of the Taylor’s expansion one can easily show that

e® < My(z) and ma(z) < e 2® < My(x) for all z € (0,1),
where

1 1 1
Mi@) =140+ 2ot 4 ot 1t
4 2
Mg(x):1—2$+2932—§x3+§934
4 2 4
m2($)21—2$+2$2 3«7: +§$4—1—5.’[‘5.

Moreover, on account of (0,c¢) C (0, 1), it follows that the polynomials
Bi(z) = Py(z) + Pi(x) M (x) + Pa(z)ma(zx)
and
Bsy(xz) = Po(x) + Pi(x) My (x) + Pa(x) Ma(z)

are respectively lower bounds of Py(x) + Pi(x)e” + Py(z)e** on the regions where P is positive
and negative. We shall prove that, for each ¢ € (0, 1), these two polynomials are positive for all
€ (0,¢). To this end we first perform the change of variable x = cy. So we have to show that

Vi(y):= Bi(cy) and Va(y):= Ba(cy)

12



are positive for all y € (0, 1). Finally we make a change on the parameter by introducing b satisfying
b=1(c):=c/(1 —c). Then one can check that V; and V5 become respectively

bG y4

Vi(y) = 60(b + 1)11

(Ro(y) + Ri(y)b+ Ra(y)b? + R3(y)b® + Ra(y)b* + Rs(y)b°)

and

. b6 y4

Valy) = = (So(y) + S1(y)b + Sa(y)b* + Ss(y)b® + Sa(y)b* + S5(y)b°),

12(b + 1)

where

Ro(y) = 600 — 720 y + 24042,

Ri(y) = 2400 — 2520y + 36032 + 2404/,

Ro(y) = 3840 — 3432y — 21692 + 480 4> + 120 %,

R3(y) = 3120 — 2388y — 556 3% + 252> + 180 y* + 404°,

Ry(y) = 1320 — 960y — 156 4> — 114 4> + 150" — 303° + 30¢°,
5(y) =240 — 204y + 64¢% — 111y° +45y* — 259° +154°,

=y

and

(y) = 120 — 144y + 4842,

1(y) = 480 — 504y + 729 4 4843,

(y) = 768 — 696y — 249> + 96> + 24 %,

(y) = 624 — 516y — 444> + 604> + 36 y* + 835,
Sy(y) = 264 — 240y + 36> + 6> +30y* — 69 + 695,
Ss(y) =48 — 60y + 32¢y* — 343 +9¢* — 59° + 34°.

So(y

95)

Since 1/)((0, 1)) = (0, 400), the problem is now to prove that, for each b > 0, the polynomials Vl(y)
)

and ‘72(31 are positive for all y € (0,1). To this end it is enough to show that, for all y € (0,1),
R;(y) > 0 and S;(y) > 0, and this can be done for instance by means of Sturm’s algorithm. [

4.3 The case ¢ < —1

Recall that in this case we have to prove that ps(z) > 0 for all z € (<Y=L vei—1 +00) \ { 0}. Hence,

since
c—14++vVe2-1
2

€ (—1,-1/2) forall ¢ < —1,

13



it suffices to show that pa(z) > 0 for all z € (—1,400) \ { 0}. To this end we first perform a change
in the parameter by introducing b satisfying b = ¢(c):= —1/(c + 1). Then, po writes as

2x 4
e .
12 - D, ()b,
(12) H2(2) = T2 T 1 5 b2 Z (z)
where
Do(z) = =223 3% 4+ (3+3x)e 2% — 3 + 3=,

(z) =
()= 2232+ 32)e 3" + (15 + 212+ 92%)e 2% — 15+ 9z + 322,
Dy(z) = =62 (z+1)e 3% + (27 + 5124 3622 + 623)e 2% — 27 + 31 + 1222,
() = —223(z — 2)(x +1)%e 37 + (21 + 51z + 452% + 1223)e 2% — 21 — 9z + 1522,
(z) =

Dy(z) =223+ 123" +6(x +1)% 2" -6 -6z + 62>

Consequently, since go((—oo,—l)) = (0,+00), we aim to prove that, for each b > 0, we have
p2(x) > 0 for all € (—1,+00) \ {0}. This is done in the following two sections.

4.3.1 The study of ps on z € (0, +00).

Lemma 4.6. D;(x) > 0 for all z > 0.

Proof. That Do(z) > 0 for all z > 0 follows from using that Dy(z) = 42* + O(z°) and

4
% (Do(x)e?””) = (814243 x)e3% + (15 + 3x)e® > 0 for all z > 0.

The same method works for D; because D1 (z) = 62* 4+ O(z”) and, on the other hand,

d4
T (D1(2)e*™) = (81 + 1377z + 243 2%)e®* + (207 + 93z + 92)e” — 144 > 0 for z > 0.
i

Let us turn next to study Ds. In this case Do(x) = 4z* + O(2°) and, defining Py(z) := —144 —
144z + 1008 22 — 624 2% + 114 2% — 6 2% and P;(x):= 240 + 816z + 19222, we have that

d4 X —T €T
P (Da(2)e*) = e *(Py(x) + Pi(x)e™™).
Then, since for all x > 0 we have that P;(z) > 0 and €3* > 1+3x+9/222+9/223, we can assert
that
Po(x) + Pi(2)e** > Py(x) + Pi(z)(1 + 32 +9/22% +9/22%)
= 858 2° + 4650 z* + 4704 2> + 4728 2> + 1392 = + 96,
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which is clearly positive for all x > 0. The same method shows that Ds(z) > 0 for all z > 0.
Indeed, D3(z) = 6 2% 4+ O(z”) and, on the other hand,

d4

dat (Ds(2)e*) = ™" (Pa(x) + P3(a)e™),

where Py(z):= 48 — 432z — 336 22 + 868 23 — 354 2% + 48 2% — 225 and P3(z):= 96+ 816 = + 240 22.
Again, for all z > 0, P3(z) > 0 and since 3 > 1+ 3z 4+ 9/222 + 9/223 + 27/8 %, it turns out
that

Py(z) + P3(2)e3® > Py(z) + P3(x)(1 + 32+ 9/22% + 9/223 + 27/8 2)
= 808 25 + 3882 2° + 4722 2* + 5692 23 + 2784 2% + 672 x + 144

which is again positive for all > 0.

The study of D, is more delicate. Let us note first that we can write it as Dy(z) = Py(z)e 3%+
Ps(x)e~2% + Ps(x), where

Py(z) = 223(x +1)3, Ps(x) =6(z+1)° and Ps(z) = —6 — 6z + 622

It is clear that P, and Ps are positive for all z > 0. On the other hand, Py is a second degree
polynomial which is negative on (0, &) and positive on (£, +00), where £:= @ ~ 1.618.

Consequently, for x > £ we can assert that

Dy(z) = (Pa(z) + Ps(2)e” + Ps(z)e**)e " > (Py(z) + Ps(z) + Ps(x))e "
= (225 +62° + 62 + 823 + 2422 +122)e 737,

This clearly shows that Dy is positive for all x > £. In order to prove it on (0, &) we shall use that,
for all z € (0,2), it holds e™* > m(z) > 0 with

1 1 1 1
m(x):1—w+§x2—§w3+5x4—5x5.

Consequently, since 0 < £ < 2, we can assert that, for all z € (0,¢),

Dy(z) > Py(x)m(x)® + Ps(z)m(z)? + Ps(x)
_ 1 21 1 20 31 19 17 18 ]‘69 17
= 3%62000° T 720007 " 288000° T 27000° 57600 "
161 46 2038 i 661 4, UL g 6217 L, 547

T 12200% 576007 T7200" 1800’ 216007 24007

317 19, 629 o 1067 o 41 o 103 o 23 5 o

12007 T 180 480 307 7 60 5

Now, by means of Sturm’s algorithm, one can check that this polynomial is positive on (0, ). This
concludes the proof of the result. [ |
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4.3.2 The study of ps on z € (—1,0).

Since one can check that Do(x) + Di(x)b + Da(z)b? = (4 + 6b + 4b2) 2* + O(2%), it is clear that,
on account of the decomposition of g given in (?7), the result will follow once we prove these two
lemmas.

Lemma 4.7. D3(x) > 0 and D4(z) > 0 for all x € (—1,0).
Lemma 4.8. D(x)? — 4Dg(x)D2(x) < 0 for all z € (—1,0).

Proof of Lemma ?? We shall prove in fact that Ds(z) := Ds(—z) and Dy(z) := Dy(—z) are
positive on (0,1). To this end we will use that, for all x € (0,1), 0 < m(z) < e* < M(z) with

1 1 1 1
m(x):1+x+§m2+éx3 and M(x):1+m+§$2+§x3_

Consider first 53, which can be written as
Ds(z) = Pi(x)e* + Py(x)e’ + Ps(x)
where Py (z):= 21—51x+4522 — 1223, Py(z):= —223 (z+2) (x—1)? and P3(z):= —21+9x+ 1522
Since one can easily verify that Pj(x) > 0 and Py(z) < 0 for all z € (0, 1), by using the upper
and lower bounds of e introduced before it follows that
Ds(x) > Py(z)m(x)? + Py(x)M(2)® + Ps(x)

L 5 3 14 3 13_33312_9 113 10

54 27 ¢ 61 - 16 4 39 . 17 ,
+3x+4x+12$+3z+4x+4x
$4

=-35 ((92° — 51) + (2725 — 117)x + (362° — 64)2>
+(182% — 61)2® + (92° — 81)2* + (32° — 20)2°)

which is clearly positive on (0, 1).

Let us turn now to study 154, which can be written as
Dy(z) = Py(2)e®® + Ps(2)e3 + Py(),

where Py(z):=6 (1 — z)3, Ps(x):=223(x — 1)® and Ps(z):= 622 + 6 — 6. Hence, Py(x) > 0 and
Ps(x) <0 on (0,1). Consequently

Dy(w) > Py(w)m(x)® + P5(z)M (x)* + Py(x)

4
=5 (3" +92° — 027 — 350° — 62 + 62° — 40 + 66z + 42)
and it is easy to check (for instance, from its Sturm sequence) that this polynomial takes only
positive values on (0, 1). ]
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Proof of Lemma ?? We will show that A(x):= Dy (—2)?—4Dy(—x)Ds(—) is negative on (0, 1).
Since A(x) = —28 2% + O(zY), it is clear that the result follows if we prove that

dS
W(A(m)e_?’m) <0 forall z € [0,1).
To this end let us first note that
ds8
PP (A(z)e ) = (Py(z) + Pa(z)e® + Py(z)e™ + Ps(x)e’ + Ps(x)e) e,
where
Po(z) = 59049 z* — 39366 3 — 1869885 2% 4 4028454 2 — 1156923,
Py(z) = — 182" + 7922 — 11394 22 + 62856 = — 109962,
Py(z) = 9" 4+ 4142 + 5715 2% + 28242 & + 41157,
Ps(z) =30722° 4+ 46080 2° + 125952 2 — 774144 2> — 4230144 2% — 5999616  — 2322432,
Ps(z) = — 787322% — 1679616 7 — 13611888 2% — 53187840 2.7,

— 104509440 z* — 95800320 2 — 28304640 22 + 5806080 = + 2419200.

It can be shown moreover that P> and Pj are negative on [0, 1) and that Py is positive. On the
other hand, for z € (0, 1), we have that

ma(x) < €%, ms(x) < e, e < My(x) and mg(z) < 5% < Mg(x),
where
)=1+2x+22% +4/32% +2/32% +4/152° + 4/45 25
)=1+5x+25/22% 4 125/6 23 + 625/24 2% 4 625/24 2° + 3125/144 5
me(x) =1+ 6z + 182 +362° + 542 + 324/52° 4+ 324/52°
) =
) =

ma(x

ms(z

My(z) =144z 4 82% +32/32% + 32/3 2% +128/15 25 + 2816/9 2°
Mg(z) =1+ 62+ 1822 + 36 2° + 542* + 324/52° 4 130896 /5 2.°.

We obtained these bounds by using the Taylor’s expansion of the corresponding functions. Then,
for those x € [0, 1) such that Ps(z) > 0, we have that

d8 _ _
ﬁ(A(x)e ) <(Py(z) + Py()ma(z) + Py(x)Mu(x) + Ps(x)ms(x) + Po(z) Me(z))e "
( 10305703872 1, 219880525104 ;5 5346920434616 ,
-— 2 - - ————— 1
) ) 15
6966948024432 ,; 41103195192544 ,, 12590764760928
- - z — T
) 15 5
3775600126304 o 699698439904 . 280999239968
e 1

16332290304 25
)

— 14708736 2% 4+ 6773760 = — 1128960) e 3

— 1090396800 2* — 218725632 x>
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and, by applying again Sturm'’s algorithm, we can assert that this polynomial is negative on [0, 1).
Finally, for those x € [0,1) such that Ps(x) < 0 it follows that

d® 3 3
ﬁ(A(a:)e ) <(Py(2) + Po(z)ma(x) + Py(x)Ma(z) + Ps(z)ms(x) + Ps(z)me(z))e
( 25509168, 569704752 , 14926114808

U5 a ) a 15
22105379952 Rt 165175393504 10 _ 81925377888 29
) 15 )
79806672224 8 58413037856 o7 34880542432 6
) ) )

16332290304
- 2° — 1090396800 z* — 218725632 x>

— 14708736 x> +—67737603:—-1128960)6_3$

and then, again by means of Sturm’s algorithm, it can be shown that this polynomial is negative
on the interval [0, 1). This concludes the proof of the result. [

Remark 4.9 In Sections ?? and ?? we considered the cases ¢ € (—1,0) and ¢ € (—o0,—1)
respectively. So it remains to study ¢ = —1. In this case, from (??), one can check that

2z

¢ 5 223z +1)%e " +6(z+1)% 2" -6 — 62+ 627).

H2(w) = 12¢222(c — )

This is precisely the function Dy introduced at the beginning of Section 7?7, and the combination
of Lemmas ?? and ?? show that it is positive on (—1,+00) \ {0}. O

The proof of Case II, which clearly contrasts with the simplicity of the statement, is then
finished. Of course, the choice of g we have made at the beginning of this section to obtain ug is
the best we have been able to get, but it does not eliminate the possibility of finding another g
that makes po > 0 more evident. This could provide, then, a shorter and more understandable
proof.

5 Proof of Proposition 77

For any m > 3, the family of systems with homogeneous nonlinearities

T =y,
13 [m/2] L
(1) j=—rt > agam Ry,
i=0
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has a reversible center at the origin. It is worth to mention that in [?] the authors conjecture that
the centers of (?77?) are those systems which are invariant under the changes either (z,t) — (—z, —t)
or (y,t) — (—y,—t). System (??) corresponds to the second case and, in polar coordinates (after
changing the sign of the time for convenience), it writes as

= f(O)R™,
44 Uiz

where f(0) = h(6)sin® and g(0) = h(f) cos 6 with

m/2
> Box cos(2k0), if m is even,

M) =9
S>> Bogy1cos((2k +1)0), if m is odd.

k=0

The coefficients 8; € R above can be easily obtained from the coefficients «; of the initial system.

A classical tool to simplify the study of (??) is to transform it into an Abel equation (see [?]) by
Rm—l

T=g(@) T In our situation one can verify that the Abel equation that

means of the change r =
we obtain is

dr
2 = L =m)f(0)g(0) r* 4+ (g'(0) = (m = 1) £(0)) r?,
which, in terms of h, writes as
dr 3 9
0= A(O)r° + B(0)r-,

where A(0):= (1—m)sin(6) cos(#)h?(#) and B(6):= cos(8)h'(§) —msin(9)h(6). Note that if 7(0; p)
is a solution of this equation with initial condition 7(0; p) = p, then

o0
k
r(0;p) = p+ > uk(6)p
k=2
for some functions uy that can be obtained recursively. For instance,

0 0
us(6) = /0 B)di and s(0) = /0 (A() + 2B )ua()) di.

Now, from the second equation in (?7) and using variables (r, ) again, we obtain the following
expression for the period function of the center at the origin of (?7?):

2 do 2T 27
T :/ —:/ 1+ 0rd9:27r+/ cos(D)h(0)3 p+ > up(0)p" tdb.
=] g =) 0+ [ cos@)no){p kz ()" }
We conclude therefore that T'(p) =27 + > ;51 T p with

2w 2w
T = / cos(0)h(0)df and Ty = / cos(0)h(0)uy(0)p* db, for k > 2.
0 0
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In order to show that there are parameters for which the period function of the center at the
origin of (?7?) is not monotonic, we study the cases m even and m odd separately. In the first case,
i.e., m = 2n with n > 2, we take h(0) = acos(260) + cos(m#@). Let us assume first that n > 3. Then,
by using the above formulas, some tedious computations show that

Ty =0,
1 7 (2a*n? — 3a®*n — 3n — 2a?)
T2 = -3 )
1+2n
T3‘T2:0 =0,
™ (32n° — 102n° — 59n* + 3961 — 299n? — 132n + 2)
T4‘T2:0 = .

8(n—2)2(n+2)(2n+1)3

It can be checked that the polynomial 32n% — 102n° — 59n* + 39613 — 29902 — 132n + 2 has all its
real roots smaller than 3 and, consequently, for all n > 3, we can assert that T > 0 when T5 = 0.
To show that there exist critical periods we first observe that 75 vanishes at

3n
S Ty T
and that, on the other hand,
Ol g 1D
0a |,—q, 3(2n —1)

Note that the bifurcation values a4+ and their respective derivatives are well defined for all n > 3.
Thus, taking for instance a 2 ay, we will have that T, < 0 and Ty > 0. Therefore, for this
parameter, the corresponding period function has at least one local minimum. Let us study next
the case n =2 (i.e., m =4). One can verify that in this case

2 4 66

Taking a 2 —4/5 we will have that T» > 0 and T4 < 0 so that the period function has at least one
local maximum.

Finally, for an odd m, i.e., m = 2n+ 1 with n > 1, we choose h(0) = a cosf + cos(m#é). In this
case one can verify that

Ty =ar and Talp_q=7m(2n+1)4(n+1) > 0.

It is clear then that, for a < 0, T < 0 and 75 > 0 so that the period function has at least one
local minimum. This concludes the proof of Proposition ?7.
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