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Abstract
The most common way to control a wheelchair is the joystick. However, for some
people the joystick control is difficult or impossible for one reason or another. For such
people, other (non-traditional) control methods are being developed using methods
of robotics. In this article, we consider possible non-traditional control methods that
can be used to allow patients control a robotic wheelchair by themselves.
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1. Introduction

The main (most traditional) way to control a motorized wheelchair is the joystick
[1]. In most cases, it is the simplest and most convenient way to control, but for
some people (patients) the joystick control is difficult or impossible for one reason
or another. For such people, other (non-traditional) control methods based on robotic
control methods are begin developed. Non-traditional control methods are based on
the usage of special device that can receive various information from the patient [2].
These data can be interpreted into commands for controlling the robotic wheelchair.
The general scheme of traditional and non-traditional control methods is shown in
Figure 1.

2. Related Works

Let’s consider known non-traditional control methods.

One such method is voice control. This control method is based on the processing of
the audio signal from the microphone. After the audio signal processing, the obtained
data is compared with the reference data obtained during the patient training, or with
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Figure 1: The general scheme of traditional and non-traditional control methods.

known phonemes and grammars. An example of this voice recognition technology is
shown in [3].

Another method is control via gestures. This method is based on the recognition
and interpretation of the gesture in a particular command. Gestures made by hands
are divided into two types: static and dynamic. By static gestures, we mean a fixed
position of the operator’s palm. A dynamic gesture is a gesture that takes place over
a period of time. To recognize gestures based on the various body parts movement,
special 3D-cameras are used. For example, in [4], we described the implementation
of the wheeled robot control based on the gesture recognition using a Kinect sensor.
Another example of 3D camera application for gesture recognition is the system [5],
developed in the ‘Robotics’ laboratory in NRNU MEPhI. The gesture is executed when
the hand passes two areas – the gesture beginning area and the area that determines
the movement direction.

One of the most actual control methods is the brain-computer interface (BCI). This
control method is based on the EEG pattern recognition system. However, since the
brain is a complex organ consisting of a large number of neurons, the recognition
accuracy on the basis of the images is insufficient for the reliable wheelchair control.
This complexity is also caused by the work specificity of the brain, which can react
to surrounding factors (both external and internal). The image recognition accuracy
improvement is achieved via prolonged patient training. Also, there are many studies
aimed at the recognition accuracy improvement, for example, considering the emo-
tional state of the operator [6, 7].

Another non-traditional robotic wheelchair control method is the ‘Extended BCI
interface’ concept [2]. This concept is based on the simultaneous usage of several
non-traditional data channels (BCI, voice, gestures) to improve the control reliability.
In practice, there may be situations when controlling via some particular data channel

DOI 10.18502/keg.v3i6.3019 Page 386



 

Breakthrough Directions of Scientific Research at MEPhI

(control method) is preferable at this moment. Extended BCI considers the character-
istics of each patient when deciding which command and from which data channel to
perform at that moment.

3. Theory

According to [2], the ‘Extended BCI interface’ is a robotic control system based on a
set of independently operating non-traditional control methods. When the operator
uses more than one control method, it is necessary to decide which command to
execute at this moment. To solve this problem, the decision system described in [8]
was developed. Wherein, for each channel parameters are defined, on the basis of
which the decision is made. This system allows to work with multiple data channels
such as voice, gestures and BCI. However, other non-traditional control methods can
be used. Let’s consider the possible non-traditional control methods that can be used
to control a robotic wheelchair.

3.1. Eye tracking

Eye tracking can be implemented using a camera aimed at the patient’s face, as well
as special software that tracks the direction of sight. Using a relatively simple system
of gestures (several specific consecutive directions of view) it is possible to implement
control. For example, look down is to stop; look down-up-down-straight is tomove for-
ward; look down-left-down-straight is to turn left. Several definite sequential actions
are necessary for usability: that is, in a normal situation (when the patient looks to the
left or to the right) there is no false positives.

3.2. Virtual joystick

Virtual joystick is an imaginary joystick in space or on a plane. Moving an arm or a
finger in the air or on the touch panel can be much easier than moving the joystick
handle if, for example, the patient has weak hands.
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3.3. Finger tracking

Tracking of small (barely noticeable) finger movements can be done with a specially
directed camera. This is especially used if the usage of a virtual joystick or hand ges-
tures is difficult or impossible.

3.4. Facial expressions

If the person (patient) only has facial expressions, then it can be used to control the
robotic wheelchair. The facial expression can be recordedwith a camera, or viamuscles
of facial expressions.

4. Practice

The aforementioned robotic wheelchair is implemented without additional
non-traditional control channels (only gestures, voice control, BCI) [2] at the moment.
As the first tests results in our laboratory and in the Scientific and Practical Center for
Medical and Social Rehabilitation of Disabled Persons named after L. I. Shvetsova show
that the data channels used although have false positives and are not 100% accurate,
they are sufficiently reliable for further use in a robotic wheelchair. To improve the
accuracy of the work, the developed decision-making system [8] is used, which
allows to control with several control channels, including the arrival of conflicting
commands. Testing of the decision-making system showed a significant increase
in control accuracy without significant latency increase [8, 9]. This wheelchair has
received quite a wide coverage on Russian television and in foreign mass-media,
for example, in [10, 11]. The new control channels that will make the chair control
more convenient to use are being developed. Our experience allows us to make the
following conclusion: it is necessary to have a large number of non-traditional control
channels in the control system so that during the training and initial exploitation of the
robotic wheelchair each individual patient has the opportunity to choose the preferred
set of these channels for himself.

5. Conclusion

In this article, various non-traditional ways of robotic wheelchair control were con-
sidered. Adding these methods to the implementation of the extended BCI interface
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concept will increase the functionality of the wheelchair control system. The choice of
the channels used will be made in accordance with the preferences of the patient, also
considering his features.
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