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Abstract

The Indus River civilisation was the first urban society in South Asia. Its demise, ca. 4000
years ago, might have been caused by environmental factors, such as recurrent drought
conditions. Yet, palaeoclimate archives present a fragmented picture of the climate at that
time. This thesis explores the potential value of global climate models to further interpret
the archaeological context. Precipitation variability is investigated at various timescales
due to their different impact on human societies and their importance in the climate system:
the synoptic scale, the seasonal cycle, the inter-annual to multi-decadal variability, and the
multi-millennial Holocene trends. The precipitation from several climate model simulations
is evaluated at each of these timescales.

Indus River Basin precipitation is first explored in observational datasets. This study
highlights the quality of ERA5 reanalysis, which is used as a reference in the subsequent
chapters. Statistical tools show that more than 80% of the precipitation in the Upper Indus
Basin is related to cross-barrier moisture transport along the Himalayan foothills. The climate
models analysed (IPSL-CM6-A, MRI-ESM2-0 and GISS-E2-1-G) generally reproduce this
process well, but the seasonality of cross-barrier moisture transport is biased, resulting in
precipitation biases: the main wet season, the summer monsoon, is shorter and significantly
dryer, while the second wet season, in winter, is longer and more active.

The link between winter precipitation, cross-barrier moisture transport and Western
Disturbances is further explored, first in ERA5 and then compared to IPSL-CM6-A model
output. Sub-daily resolution is needed to determine the origin of the positive precipitation
bias in winter. This bias is related to differences in the atmospheric circulation associated
with Western Disturbances. The stronger Subtropical Westerly Jet is also key to understand
the precipitation overestimation. Centennial to millennial-scale precipitation variability is
more difficult to evaluate due to the short length of observations and the paucity of climate
records, but the results suggest that inter-annual variability in the IPSL climate model family
is overly dominated by atmosphere-only processes, with a potentially large impact of the
precipitation response to external forcings.

In addition to biases in the representation of mean precipitation and synoptic to inter-
annual variability, climate models are also limited by the representation of other internal
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processes such as ocean circulation, and vegetation-dust aerosols, as well as by the uncertainty
in some external forcings such as volcanic eruptions and the solar activity. Hence, at the
present state, past-climate simulations do not provide the nuanced information of precipitation
changes and variability that is needed to understand impact of precipitation variability on
archaeological contexts, and will not do so until significant breakthroughs are achieved.
Nevertheless, climate models remain a powerful tool for climatologists to investigate large-
scale processes that can eventually better characterise climate variability.
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Chapter 1

Introduction

1.1 Motivation and scope

Water is a fundamental nexus in human societies. Throughout human history, failures in
anticipating water shortages or flooding events have threatened human activities and most
importantly food production. Human populations have adapted their behaviour within specific
environments to increase their resilience in the face of this climate variability. However,
the efficiency and even the success of these responses remain an open question, especially
in case of extreme climate events. A failure to mitigate such extremes can have dramatic
societal consequences.

TwoRains1 is a project investigating the specific resilience and sustainability of the
Indus Civilisation, the first South Asian complex society (cf. Figures 1.5 and 1.6). The
TwoRains team includes a wide range of archaeological expertise, from archaeobotany and
geoarchaeology to ceramic analysis, as well as climate competence. The aim is to build a
multi-disciplinary understanding of Indus society and its relation to its environment, in order
to better understand the establishment and the mysterious demise or decline of the civilisation
about 4000 years ago, for which both natural and human factors have been suggested as
credible causes (see Petrie, 2017). In particular, the project investigates the agricultural
practices and the consumption habits of the Indus population of that period, in relation with
the underlying settlement distribution. It also aims to reconstruct the past environmental and
climate conditions in the Indus River Basin with a specific focus on rainfall patterns which
this thesis addresses.

Past climate information is generally derived from climate archives, but these present
disadvantages. The age uncertainty of these datasets often reaches 100 years for the period

1http://www.arch.cam.ac.uk/research/projects/two-rains
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considered, which makes comparison of multi-decadal events between records difficult. Cli-
mate records have a complex relation to climate variables (e.g. precipitation or temperature)
and can be influenced by other environmental factors. They are also sparse in space and
provide information on the local climate conditions often far away from the archaeological
sites. They also rarely provide information on the seasonality. By contrast, climate model
outputs directly provide information on the climate variables, including their spatial pattern
and seasonality. While based on our physical understanding of climate processes, climate
model often produced biased output, and also rely on an accurate representation of the
boundary conditions (e.g. land surface, solar radiation). This thesis focuses on the potential
added-value of model data being used in conjunction with climate records, and it revolves
around the evaluation of climate model outputs, and relevant methods to do this in the context
of TwoRains.

1.2 The geography of the Indus River Basin

1.2.1 Relief

The Indus River Basin has a very contrasted relief (Figure 1.1). The basin is bounded from
the north-east to the west by high mountain ranges, including the Himalayas, Karakoram,
Hindu Kush, and Sulaiman ranges. The northern part of the basin actually includes seven of
the world’s 20 highest mountains such as the K2, the Nanga Parbat or the Nanda Devi. The
basin is separated from peninsular India by the lower Aravalli range. This range does not
extend up to the Himalayas, making no obvious boundary between the Indus and the Ganges
watershed, an area that is on the contrary very flat. The same hill-less low altitude plain
dominates most of the inner and southern Indus Basin. The mountain ranges to the north are
still tectonically active, with uplift rates between 2 to 12 mm per year (Burbank 1996), but
these rates are not high enough to significantly change elevations across the Holocene.

1.2.2 Climate

This contrasted relief leads to a large variety of climate type across the basin (cf. Köppen
climate classification; Petrie et al., 2017: Figures 2-A and B]. Altitude dependant temperature
patterns overlap with mostly slope dependant precipitation patterns (Figures 1.2 and 1.3).
The Thar Desert dominates much of the southern flat plain, with temperatures reaching as
high as 50°C each year (Kothawale et al., 2010) and precipitation below 300 mm per year on
average (Figures 1.2-A). Wetter, semi-arid climate develops towards the Aravalli range and
the Himalayas. By contrast, heavy precipitation falls on the southern slope of the Karakoram
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and the Himalayas foothills (Siwalik hills, Punjab) leading to a gradation of the climate from
humid subtropical to humid continental, alpine tundra and glaciers or ice cap depending on
the altitude. The deep valleys further to the North of these ranges are in the rain shadow and
receive little precipitation establishing a cold arid or cold semi-arid climate.

A complex seasonality on both temperature and precipitation is evident (Figures 1.4).
Coldest temperatures occur in January with frequent frost and snowfall at 1500 m altitude and
above (Gurung et al., 2017). Frost can even happen at low elevation in the plain and endanger
crops (De et al., 2005; Yadav et al., 2012). The hottest temperatures occur in June over the
plain with sometimes a second peak in September-October. The less warm temperature in
July and August are related to an increase in precipitation. Summer is indeed the wettest
season basin wide with precipitation extending from India through the onset of the South
Asian monsoon (Figure 1.2-B). A second precipitation peak also occurs in winter but is
limited to the mountains and the foothills to the north and the north-west (Figure 1.2-C).

Other climatic phenomena of note include tropical cyclones close to the Arabian Sea
coast in May-June and October-December, dense fog in winter, and thunderstorms, associated
with heavy winds, tornadoes and large hail over the plain, and flash floods in the mountains,
particularly between February and August (De et al., 2005).
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1.2.3 Hydrology

The Indus Basin can be split in four hydrological areas: the upper Indus, the western Indus,
the Punjab region, and the lower Indus.

The upper Indus includes the part of the river and its tributaries from its source, at 4200 m
of altitude on the Tibetan plateau, in China, up to the Tarbela dam, before the confluence
with the Kabul River, at a much lower altitude of 400 m (cf. the "+" on Figure 1.1). The
Indus River forms there a deep and narrow valley between the Karakoram and the Himalayas,
flowing westwards into Indian Laddakh, before turning south and emerging in the plain. The
valleys themselves have a dry climate, but they gather water from the mountains, where
wetter conditions dominate (Immerzeel et al., 2009, 2015). The mean discharge is about
2300 m3 s−1 at the Tarbela dam, but up to 80% of the run-off occurs between June and
September (Yu et al., 2013). Most of the run-off derives from snow and glacier melt and thus
occur during the warmest months (Archer and Fowler, 2004).

The Indus River continues then to the South, while gathering its right-bank tributaries
from the Hindu Kush and the Sulaiman ranges and forms the western Indus region mentioned
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previously. The discharge seasonality follows a similar pattern, but with stronger discharge
in spring due to the higher contribution from winter snow melt than from glaciers (Casale
et al., 2019; Hashmi et al., 2019).

On the eastern side of the Indus River, all the five main left-bank tributaries converge into
one river (The Panjnad) before reaching the Indus (Figure 1.1). They account for between
one third (Karim and Veizer, 2002) and up to a half (Murakami, 1995) of the total Indus
discharge. They flow in the so-called region of the five rivers, Punjab, which sees heavy
precipitation during the summer season, but also during winter. In fact, all rivers of that
region have a mostly pluvial regime, apart from the Sutlej for which half of the discharge
comes from snow and ice melting before the confluence with the Beas River, as it flows
deeply in the inner Himalayas (Singh and Jain, 2002). The Panjnad reaches the Indus just
upstream the Sukkur dam (cf. the star on Figure 1.1). The downstream part of the Indus River,
from that dam to the mouth at the Arabian Sea, forms the lower Indus. No perennial tributary
reaches the Indus there and this is the driest part of the basin. Consequently, the discharge of
the Indus River is maximum after the confluence with the Panjnad River, with a mean around
6500 m3 s−1 (Murakami, 1995) and large seasonal amplitude. For example, during the 2010
record breaking flood, the runoff peaked at more than 32000 m3 s−1 , above the dam capacity
(Khan et al., 2011). Furthermore, the extensive irrigation network developed in Pakistani and
Indian Punjab over the last decades has led to a severe decrease of the discharge at the mouth
of the Indus River (Karim and Veizer, 2002; Wescoat Jr. et al., 2018).

A fifth zone, east of the Indus and Sutlej Rivers, is included in the study area (Figure
1.1). This zone encompasses large part of the Thar Desert, between the Aravalli range and
the Indus and Sutlej Rivers. Most of the sparse rain in this region does not generally reach
the Indus River. It rather evaporates in the desert or reaches the Rann of Kutch, a flat salt
marsh with a complex connection with the Arabian Sea and the Indus mouth (Syvitski et al.,
2013) through the seasonal Luni River (southeastern river in Figure 1.1). Thus, this zone is
not strictly part of the Indus watershed, but is included in the study area since the Aravalli
range provides a clearer boundary. In addition, one of the Indus cities (Dholavira, cf. Figure
1.5, Section 1.3.1) is present in the middle of the Rann of Kutch.

Seasonal variations of river levels in the flat alluvial Indus plain lead to an unsteady
hydrological network. Rivers change their course, sometimes abruptly, as illustrated by the
avulsion of Kosi River that occurred in August 2008 in Northern India (Sinha, 2009). Many
past paleo-channels have been detected by the TwoRains project (Orengo and Petrie, 2017,
2018). Those gradual or swift changes in river paths are likely caused by neotectonic activity
or extreme rain outbreak (Giosan et al., 2012; Paliwal, 2013; Syvitski et al., 2013). Hence,
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the landscape could have changed because of this variable hydrological network, and could
have influenced the history of the Indus Civilisation (Possehl, 1999).

1.2.4 Landscape and vegetation

Landscape and vegetation are adapted to the diversity of terrain and hydro-climatic conditions.
The glaciers and bare ground at the highest altitude progressively evolve into a tall temperate
forest at lower altitude on the wet slope of the Himalayas (Himalayan Moist Temperate
Forests; Ashutosh, 2019). The foothills and the plain of Punjab are mostly irrigated crop field
today, but a gradation of natural vegetation still exists, from tropical deciduous to thorn forest
(Ashutosh, 2019) and eventually dry grassland (ul Islam and Rahmani, 2011) as precipitation
decreases to the south. The bare ground of the Thar Desert dominates most of the central
and southern plain away from rivers and irrigation canals with numerous old and active
dune formations (Czerniawska and Chlachula, 2017; Singhvi and Kar, 2004). Since the
early to mid-Holocene, the desert has extended through the advancement of dune fields and
the desiccation of lakes (Bryson and Swain, 1981; Dixit et al., 2018; Enzel et al., 1999),
suggesting a change in the hydro-climatic conditions, further discussed in Section 1.4.1.
Climate and human impacts are also evident on the landscape near the foothills (Demske
et al., 2016).

1.3 The Indus Civilisation

1.3.1 Overview

Figures 1.5 and 1.6 set the spatial and temporal context of the urban phase of the Indus
civilisation. The earliest settlements in the Indus region originally appeared on alluvial fans
towards the western part of the Indus Basin (Balouchistan on Figure 1.5) around 9000 to 7000
years ago (Figure 1.6; Petrie and Thomas, 2012). They were occupied by farmers who used
domesticated grains (wheat and barley) and livestock (bovine, caprine and ovine), many of
which were imported from the Fertile Crescent and the Iranian Plateau (Figure 1.6; C, 1996;
Petrie, 2015). There is also evidence of local domestication, such as the zebu (Bos Indicus,
Chen et al., 2009). Subsequently, settlements started to appear on the Indus River plain, from
Punjab to Sindh (Figure 1.5), as the population grew (Regionalisation era; 1.6; Possehl, 1998,
1999) and the exchange of raw materials and finished products expanded (Law, 2011). This
expansion of settled population was also accompanied by an enhanced sophistication in craft
production through the use of new materials and finer and more complex decoration methods
(Vidale, 2000). Ultimately, urban planning was developed as proven by the construction of



1.3 The Indus Civilisation 9

fortification walls, drains and wells (Kenoyer, 1997, 2008; Wright, 2010). The pre-urban
phase (ca. 5300-4600 BP, Figure 1.6) saw the development of bigger towns (e.g. Kot Diji,
Harappa), the extension of the exchange network to neighbouring areas (to import lapis
lazuli for instance, Law 2014), diversification of food production and crafts, or creation of
wealth such as jewellery (Kenoyer, 1997). However, it was only after ca. 4600 BP that some
settlements enlarged to city size (over 50 ha, namely Mohenjo-Daro, Harappa, Rakhigarhi,
Dholavira and probably Ganweriwala; Figure 1.5; Kenoyer, 2008; Petrie, 2013). During
this urban phase (ca. 4600-3900 BP), the cultural practices became more uniform (Kenoyer,

Balouchistan

Sindh

Gujarat

Rajasthan

PunjabHarappa

Ganweriwala

Mohenjo-Daro

Rakhigarhi

Dholavira

Fig. 1.5 Extension of the Indus civilisation during the urban period (red contour) with the five
main settlements (black dots). The background shows modern coastlines, rivers and satellite
images. The blue contour is the modern extension of the Indus River Basin. Historic region
names are also indicated in white.
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1997; Wright, 2010) with the widespread use of the emblematic Indus seals and weight
measurement system. Trade and exchange along the Indus River and between the cities was
intense, and contacts were made with populations on the Arabian Peninsula, in Mesopotamia,
Central Asia, and other part of India (Law 2006). In spite of the evidence for an overtly
culturally-integrated Indus Civilisation, there is no conclusive proof of the constitution of a
centralised state (Kenoyer, 2008; Possehl, 1998), as for its contemporary urban civilisations
(Old Egyptian Kingdom, Akkadian Empire in Mesopotamia, and latter Chinese Shang
dynasty, Figure 1.6). Despite the standardisation, a degree of cultural variability still existed
across the Indus territory during the urban phase (Petrie et al., 2018, 2017; Possehl, 2002),
which may suggest a more decentralized, rural-based society organised around only a few
urban centres compared to other early urban societies (Petrie, 2013).

1.3.2 Relation to the climate

Up to the modern period, the Indus population have adapted their agricultural practices to the
climate conditions and particularly the occurrence of two spatially overlapping wet seasons
(Figures 1.2-A,B, and 1.7). Unlike in any other early farming areas, both winter crops (or
“rabi”, mainly wheat and barley) and summer crops (or “kharif”, mainly millet, beans, and
rice) were cultivated allowing for two harvest seasons. The diversity of agricultural practices
needed to exploit winter and summer cereals, pulses, and fruits have therefore been described
as “multi-cropping” (Petrie and Bates, 2017; Weber, 2003).

The risk of crop failure is dependent on the local scale intra-seasonal to inter-annual
variability of precipitation and water availability. The summer is a critical season, when
both floods and droughts can occur and endanger crop yields. Hence, multi-cropping might
have helped to buffer risks for food production in a settlement, especially in north-west India
where summer and winter precipitation distribution overlap (Figure 1.7) and no specific
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Fig. 1.6 Chronology of early human societies, with a focus on the Indus plain.
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cultivating types predominated (Petrie and Bates, 2017). Some water management is also
evident (e.g. reservoirs; Walker in prep.) that could have helped mitigating at least the
seasonal drought in spring. Furthermore, the urbanisation process may have resulted in the
regional mutualisation of resources that mitigated the impact of local crop failure in one or a
few settlements (Petrie et al., 2018; Petrie and Bates, 2017). The extension and importance
of these systems for mitigating climate extremes remain largely unknown and are one of the
core questions being explored by TwoRains. This thesis contributes to this discussion by
providing information on the intra-seasonal to inter-annual variability of the precipitation.

Fig. 1.7 Map of the overlap of winter and summer precipitation in the Indus River Basin.
The colour shading indicates the fraction of annual precipitation falling in summer (June-
September) and in winter (December-March). Hatching indicates areas where at least 10%
of the precipitation occurs both in winter and in summer. Based on ERA5 (1979-2018)
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1.3.3 Demise

Archaeological evidence shows that a major shift in settlement location had occurred by 3900
BP and put an end to the urban phase of the Indus Civilisation. All the cities declined and
were progressively abandoned, while many other smaller settlements in the Indus River Basin
were displaced. The settlement density remained high only in Gujarat and eastern Punjab,
although archaeological surveys have not been comprehensive (Petrie et al., 2017). This shift
was accompanied by a drop in the range and intensity of trade (Law, 2006), while elaborated
crafts were no longer produced (Possehl, 1997a,b). Both natural and human factors have been
conjectured as credible causes of this process, either described as a “collapse”, a “decline”,
or a “transformation” (Possehl, 1997a,b; Wheeler, 1968), though there is no agreement
about which factor is most significant (Possehl, 1997b). Petrie (2017, 2019) and others have
developed the idea of “transformation” as to oppose to the concept of “crisis to collapse”
that is more often developed in the literature. The main difference between the two is the
time-space scale of change that is important to understand the causes.

Climate change has potentially dramatic impacts on agricultural production and food
security through the variation of water supply (Al et al., 2008). However, there is no
consensus whether a change in precipitation has affected the population, some believing that
there is no conclusive evidence (Kenoyer, 2008; Possehl, 1997a), while others present this as
the main factor (Clift and Plumb, 2008; Giosan et al., 2012; Staubwasser and Weiss, 2006).
However, there is growing evidence for a shift or increased variability in climate around
4100 BP (4.2 event, cf. Section 1.4.1), although no direct link has yet been established with
archaeological observations (Petrie, 2017).

Migrations and changes in the settlement distribution are an efficient but dramatic re-
sponse to lasting changes in the social or natural environment. However, such changes
imply a loss of infrastructures such as those related to water management, cities, trading
networks, and the cultural practices related to them. While these infrastructures may mitigate
the intra-seasonal to inter-annual variability of the climate, their rigidity against migration
make them more vulnerable to shifts or multidecadal events or variability in climate. Hence,
another core question of TwoRains relates to the resilience and sustainability of the spatial
and social organisation of the Indus society towards shifts (e.g. river avulsion, drying trend)
and low frequency variability (e.g. 4.2 event, cf. Section 1.4.1) in the environment (Green
and Bates et al., in press; Petrie et al., 2017). Consequently, this thesis also addresses the
question of the variability of precipitation up to the millennium scale. The range of mobility
indicated by the settlement distribution change also suggests a spatial scale for the study of
about 100 km.
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1.4 Climate variability during the Holocene

1.4.1 Inferred by precipitation proxies

Past climate changes can only be inferred indirectly through climate archives that record
environmental changes. Proxy studies include the chemical analysis of marine or lake
sediments, speleothems, ice cores, corals, but also dendrochronology, palynology and geology.
Detection of isotopic oxygen ratios in speleothem is the most promising method to infer
precipitation thanks to high temporal resolution (up to a few years) in otherwise poorly
documented tropical and subtropical areas (Lachniet, 2009). Pollens studies are also key as
they allow for the reconstruction of land cover variability. Uncertainties are higher for climate
records than for direct observations, not only in the magnitude of change recorded, but also
in its dating. Hence, analyses are generally limited to qualitative changes. A short review of
Holocene climate records in relation to the Indus River Basin will now be presented.

Despite the lack of precipitation proxies close to archaeological sites in the alluvial
plains of the Indus River and its tributaries as noted by Petrie and Weeks (2019), a growing
number of studies have been published using records from the edges of the Indus River Basin,
particularly over the last decade. Giesche (2020) noted that these studies are clustered in
four areas, where environmental and geological conditions are favourable to retrieve climate
records. The first climate analyses were based on records from the Thar Desert playas
and lakes with more recent studies further expanding on the desert margins (Achyuthan
et al., 2007; Bryson and Swain, 1981; Deotare et al., 2004; Dixit et al., 2018, 2014a,b;
Enzel et al., 1999; Prasad et al., 1997, 2014b, 2007; Raj et al., 2015; Roy et al., 2009;
Singh et al., 1972, 1974, 1990; Sinha et al., 2006; Swain et al., 1983; Wasson et al., 1984).
Then, marine cores were retrieved from the Indus fan, in the north-east of the Arabian Sea
(Azharuddin et al., 2017; Burdanowitz et al., 2019; Doose-Rolinski et al., 2001; Giesche et al.,
2019; Giosan et al., 2018; Kahkashan et al., 2020; Lückge et al., 2001; Sirocko et al., 1993;
Staubwasser et al., 2002, 2003; von Rad et al., 1999). Records have also been collected in
high-altitude Himalayan lakes and peats sediments (Bhushan et al., 2018; Chakraborty et al.,
2006b; Demske et al., 2016, 2009; Dutt et al., 2018; Leipe et al., 2014; Mishra et al., 2015;
Nakamura et al., 2016; Phadtare, 2000; Prasad et al., 2016; Rawat et al., 2015; Srivastava
et al., 2017; Trivedi et al., 2013; Wünnemann et al., 2010). Finally, the most recent efforts
have concerned speleothems records, generally close to the Himalayas (Berkelhammer et al.,
2013; Denniston et al., 2000; Joshi et al., 2017; Kathayat et al., 2018, 2017; Kotlia et al.,
2018, 2015; Sinha et al., 2015).

Most of these studies agree that wet conditions dominated the early to mid-Holocene,
following the deglaciation and the rise in temperature (Kaushal et al., 2018; Misra et al.,
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2019; Roy and Singhvi, 2016). This wet optimum was followed by a long-term drying trend
between 6 ka and 2 ka BP, from which modern conditions were established. These trends
have mostly been attributed to fluctuations in the South Asian summer monsoon in both
intensity and westward extension. One exception is the pollen studies of the Thar Desert and
its margin, which have suggested that winter precipitation was as important for explaining
the mid-Holocene wet optimum (Bryson and Swain, 1981; Prasad and Enzel, 2006; Roy and
Singhvi, 2016). This hypothesis is surprising as this region is the least affected by winter
precipitation nowadays (Figures 1.2-C and 1.7). These authors might have been referring to
post-monsoon precipitation.

The lack of winter specific precipitation proxies in the Indus River Basin is an acute issue
for archaeological studies, which make do with proxies from elsewhere despite the potential
differences with the Indus Basin conditions (Petrie and Weeks, 2019). Interestingly, proxies
from both Central Asia (Aizen et al., 2016; Chen et al., 2008) and the Middle-East (Andrews
et al., 2020; Cheng et al., 2015), which are affected by extra-tropical precipitation, show the
establishment of wetter conditions in the early to mid-Holocene, followed by a drying trend,
similar to the summer monsoon proxies.

The drying trend after the Holocene optimum was not gradual everywhere and some
abrupt changes occurred at the multi-decadal to centennial scale. The 8.2 ka BP event was
primary characterised by cooler temperatures in the North Atlantic for about one or two
centuries (Johnsen et al., 2001) , due to changes in the ocean circulation (Matero et al., 2017).
This event is recorded in the Asian summer monsoon domain as a dry spell, including in
Arabia (Gupta et al., 2003; Parker et al., 2006), in the Thar desert (Dixit et al., 2014b), and
up to China (Hong et al., 2005). In the Thar Desert, the drying of lakes was often abrupt
(Roy and Singhvi, 2016), but the most notable event occurred around 4.2-4 ka BP (Dixit
et al., 2018, 2014a). This so called 4.2 event has been discussed for other Indus records, and
particularly the Indus fan (Giesche et al., 2019; Staubwasser et al., 2003). A drought is also
recorded in other parts of the South Asian summer monsoon domain, such as south India
(Sandeep et al., 2017), central India (Prasad et al., 2014a) and northeast India (Kathayat
et al., 2018), but interestingly not from the Tibetan Plateau. In addition, signs of droughts
are also evident from the west of the Indus, such as in the Persian Gulf (Cullen et al., 2000),
the Red Sea (Arz et al., 2006) or the Iranian plateau (Carolin et al., 2019) where winter
precipitation dominates. The 4.2 event might have been global, as suggested by a climate
archive from the Kilimanjaro (Thompson et al., 2002), Namibia (Railsback et al., 2018), the
Mediterranean Sea (Kaniewski et al., 2018), and Iceland (Geirsdóttir et al., 2019). However,
the exact timing, duration, seasonality and extension of the 4.2 event drought in the winter
westerlies and summer monsoon domains is still debated (Giesche, 2020; Kathayat et al.,
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2018). Some proxies suggest the occurrence of several droughts around that time (Giesche
et al., 2019; Kathayat et al., 2018), while others suggest that it was embedded within a period
of high multi-decadal variability with regional specificity (Kathayat et al., 2017; Misra et al.,
2019; Srivastava et al., 2017).

1.4.2 Drivers of the Holocene variability

1.4.2.1 External forcings

Paleo-climatologists investigate the causes of past climate variability using both climate
records and climate models. These causes are of two types, external forcings or internal
processes, relative to the climate system. External forcings are reviewed here first.

The main external forcing of Holocene variability is the variation of the Earth’s orbit,
defined by three parameters: eccentricity, obliquity, and precession. These parameters are
the main drivers of glaciation and deglaciations, as first theorized by Milankovitch in the
1920s (Berger, 1988). However, they have smaller impact on shorter time period such as the
Holocene. For example, the eccentricity has not significantly changed in the last 10000 years.
By contrast, obliquity have decreased since its maximum 9500 years ago. Since seasons
derive from the obliquity of the Earth, i.e. its rotation tilt compared to its orbit, the stronger
obliquity during the early Holocene means that seasonality was more pronounced at that time
than nowadays. As a result of the change in seasonality strength, the obliquity also impacts
the amount of energy received at the equator in comparison to the poles.

Even more important is the change in precession. Nine thousand years ago, the Earth
was at its closest to the Sun (perihelion) during northern hemisphere summer. Nowadays, the
perihelion occurs during northern hemisphere winter. Hence, northern hemisphere seasonality
was further enhanced during the early Holocene by changes in precession. During the mid-
Holocene (5500 years ago), the perihelion occurred during northern hemisphere autumn.
Interestingly, the precession also impacts the length of the season by a few days, since the
Earth moves quickly around the Sun when at its perihelion (cf. third Kepler’s law). Hence,
some adjustments may be needed to compare the seasons at different periods in climate
simulations (Joussaume and Braconnot, 1997).

The main impact of the precession and obliquity changes concerns the summer monsoon.
The increased seasonality during the early Holocene strengthened the summer monsoon
and the associated precipitation as demonstrated by proxy analysis (Clift and Plumb, 2008;
Wang, 2006) and modelling studies (Kutzbach et al., 2007). By contrast, the progressive
weakening of northern hemisphere seasonality throughout the Holocene led to a weakening
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of the summer monsoon. Impacts on the winter precipitation are not clearly identified and
are a matter of further study.

The change in orbital parameters is gradual and cannot directly explain climate variability
on millennial and smaller timescales, without the effect of internal climate processes (cf.
Section 1.4.3). Other external forcings can have an impact on shorter timescales, such as
volcanic eruption.

Volcanic eruptions typically cool the Earth’s surface in the following years while im-
pacting the atmospheric circulation (Robock, 2000). A cluster of eruptions may have more
lasting effects during one or several decades. Records of volcanic eruptions have been
derived from ice cores in Greenland and the Antarctic (Castellano et al., 2005; Kobashi
et al., 2017) and highlight that strong eruptions of Hekla (Iceland; Dugmore et al., 1995)
and Cerro Blanco (Fernandez-Turiel et al., 2019, in the Andes; ) occured close to the 4.2
event. Nonetheless, these proxies have large uncertainties, particularly for tropical eruptions
which have a different climatic response than high-latitude eruptions (Oman et al., 2005).
Eruptions may have dramatic human consequences. For example, it has been suggested
that the explosion of Thera on Santorini around 3550 BP led to the collapse of the Minoan
civilisation in Greece although as a result of a tsunami and earthquakes rather than due to a
related change in the climate (Antonopoulos, 1992).

Finally, the Sun may exhibit variations of its intensity on various timescales. There exists
some reconstructions across the Holocene, but with large uncertainties (Steinhilber et al.,
2009; Vieira et al., 2011). The importance of solar variability for Holocene climate still
remains controversial (Turner et al., 2016).

To summarise, orbital forcing explains well the multi-millennial Holocene trends observed
in climate records, but the origin of multi-decadal variability and episodes like the 4.2 event
is more complex. Particularly, they may not be externally forced and instead arise from
internal process which are discussed further in the next section.

1.4.3 Internal processes and feedbacks

Variations of the climate on various timescales can also arise from internal processes, either
independently or in response to an external forcing (i.e. a feedback). The most important fac-
tors are the atmospheric concentrations of carbon dioxide and methane, two key greenhouse
gases in the glaciation-deglaciation oscillation. Outside of anthropogenic emissions, they are
modulated by the carbon cycle through vegetation and the ocean at the timescale considered.
Accurate records of greenhouse gas concentrations during the Holocene are available from
ice cores (Flückiger et al., 2002), and show that carbon dioxide had a small rising trend
between the early Holocene (260 ppm) and pre-industrial conditions (280 ppm). By contrast,
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methane concentrations exhibited a low during the mid-Holocene (5000 BP; 550 ppb) while
both early Holocene and the pre-industrial period were at similar level (700 ppb). As a
result of different greenhouse gas concentrations, climate simulations suggest that the mean
surface temperature of Earth was around 0.3 K lower during the mid-Holocene compared to
pre-industrial conditions (PMIP4 models; Brown et al., 2020), although this is not supported
by proxy data (Liu et al., 2014).

Vegetation and land cover can not only impact greenhouse gas storage and emissions, but
also dust aerosol emissions from arid areas as well as evapotranspiration. Recent modelling
studies have suggested that vegetation through both dust aerosol and evaporation may have
been the main positive feedback explaining the Sahara greening in the early to mid-Holocene
and its subsequent re-aridification (Pausata et al., 2016).

Changes in ocean circulation typically impact the multi-decadal to centennial variability
of climate through, for example, variations of the Atlantic Meridional Overturning Circulation
(AMOC). The AMOC was particularly coupled with the Laurentide ice sheet. Freshwater
pulses from the melting ice sheet were responsible for transient collapses of the AMOC
resulting in climatic events such as the Younger Dryas (Carlson, 2010) or the 8.2 event
(Hoffman et al., 2012). However, the Laurentide ice sheet was already completely melted by
about 6000 BP (Dyke et al., 2003) and freshwater pulses have not affected the AMOC since
then.

The inter-annual timescale is influenced by coupled atmospheric-oceanic processes such
as the El-Niño/Southern Oscillation (ENSO) which impacts both winter precipitation in the
Indus River Basin (Dimri, 2013b; Yadav et al., 2010) and South Asian summer monsoon
(Ashok et al., 2004). ENSO is thought to have varied in intensity and frequencies across the
Holocene (Emile-Geay and Tingley, 2016; Eyring et al., 2016). The Indus River Basin is
also affected by fluctuations in sea surface temperature in the Indian Ocean (e.g. the Indian
Ocean Dipole, IOD; Ashok et al., 2004).

Finally, on even shorter timescales, weather is mostly affected by atmospheric processes.
For example, winter precipitation is related to synoptic waves: the Western Disturbances
(Dimri et al., 2015), which are themselves related on longer timescales to other atmospheric
features, such as the jet-stream position or the North Atlantic Oscillation (NAO; Hunt et al.,
2018a).

1.5 Thesis aim and approach

This thesis aims to identify the added-value of global climate models to climate records
in order to characterise climate variability at the time of the Indus Civilisation (Section
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1.1). This aim corresponds to an evaluation of climate model simulations. Precipitation
is the key climate variable that affects human activities in the area (Section 1.3.2), either
from direct rainfall on the plain, or snowfall in the upper mountains of the basin (Section
1.2.2). Hence, precipitation in the Indus River Basin as a whole is considered. Climate and
weather phenomena can affect humans on a wide range of timescales. Figure 1.8 shows
the corresponding timescales between human activities and various processes and forcings
affecting precipitation in the Indus Basin. Processes internal to human society such as
population growth, political upheaval, and agency are as important as processes internal
to the climate system to explain their respective variability. Yet, human societies are also
affected by precipitation variability on a wide range of timescale as highlighted in Figure 8.
Hence, information is needed at various timescales, from the synoptic scale, the seasonal
cycle, the inter-annual to multi-decadal variability and up to the multi-millennial Holocene
trends, and each of these need to be evaluated in climate models.

In the following chapters, global climate models are first evaluated using present-day
simulations in order to be able to compare them to instrumental observations, with a focus
on the mean precipitation, the seasonal cycle and the processes explaining the synoptic to
inter-annual variability. A good representation of these elements is key before investigating
past precipitation and precipitation variability at larger timescale. Since this represents a
too large scope for the study, this one is mostly limited to the area where both winter and
summer precipitation overlap, in the upper part of the Indus River Basin, and with a focus on
winter precipitation.

Chapter 2 will focus on determining the best observational datasets in terms of precip-
itation mean and variability at different timescales. This datasets will then be used as a
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with a similar timescale. (Acronyms not defined in text, QBO: Quasi-Biennal Oscillation,
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reference for subsequent chapters. Chapter 3 will discuss the trigger of precipitation in the
upper Indus Basin and its representation in several CMIP6 simulations. Chapter 4 will focus
on characterising the link between winter precipitation and Western Disturbances which
also helps to understand the precipitation seasonality. This knowledge will then be used in
Chapter 5 to characterise the ability of the IPSL model with different setups across various
timescales.





Chapter 2

Cross-validating precipitation datasets in
the Indus River Basin

Preface

The content of this chapter, both in terms of methodology and results, has been published
in Baudouin et al. (2020b). Co-authors C.A. Petrie and M. Herzog provided guidance and
reviewed the paper. Only small modifications have been performed on the introduction and
conclusion compared to the published version, so the chapter can fit in the thesis.

2.1 Introduction

Evaluating a climate model implies comparing its outputs to a reference, generally an
observational dataset. This chapter will determine the most reliable precipitation dataset
adapted to this purpose. A variety of observational datasets are available for the instrumental
period. Yet, studies investigating the water cycle in the Indus River Basin have stressed the
uncertainties inherent to observed precipitation (Dahri et al., 2018; Gardelle et al., 2012;
Immerzeel et al., 2015; Singh et al., 2011; Wang et al., 2017). Therefore, a comprehensive
comparison between observational datasets representing precipitation in the Indus Basin is
needed.

Gridded products allow for a homogeneous spatial representation of precipitation at a
river basin-scale for statistical purposes (Palazzi et al., 2013). They can be derived from
rain gauges, satellite imagery or atmospheric models (e.g. reanalysis), but need validation to
assess their quality. Most studies that validate precipitation products in Pakistan, India, or in
the adjacent mountainous areas (Hindu-Kush / Karakoram / Himalayas) make use of rain
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gauge data as a reference, either directly from weather stations (Ali et al., 2012; Ghulami
et al., 2017; Hussain et al., 2017; Iqbal and Athar, 2018; Khan et al., 2014), or after gridding
(Palazzi et al., 2013; Rajbhandari et al., 2015; Rana et al., 2015, 2017). However, some
authors have pointed out that these reference datasets also suffer from limitations that could
dramatically reduce correlation and increase biases, incorrectly lowering the confidence in
the dataset validated (Ménégoz et al., 2013; Rana et al., 2015, 2017; Tozer et al., 2012).

The first issue of validating gridded precipitation products with rain gauge measurements
is simply the uncertainty of the measurements. Beside the risk of corruption or missing
values in the reporting process, it has been demonstrated that rain gauges can underestimate
precipitation (Goodison et al., 1989; Sevruk, 1984). The main source of underestimation
is wind-driven under-catchment that can reach up to 50% in case of snowfall (Adam and
Lettenmaier, 2003; Dahri et al., 2018; Goodison et al., 1989; Wolff et al., 2015), but also
includes wetting of the instrument, evaporation before measuring, and splashing out (WMO,
2008). Dahri et al. (2018) used the guidelines from the World Meteorological Organization
(WMO) to re-evaluate the precipitation measured from hundreds of rain gauges in the upper
part of the Indus Basin and found the underestimation to be between 1 and 65% for each
station, and 21% basin wide. The second issue is the one of spatial representativeness. A
rain gauge records a measurement at a specific location whereas in a gridded dataset, each
value represents the mean over all the grid box. Thus, the two types of data have a different
spatial representativeness. This discrepancy in representativeness increases when considering
shorter timesteps and areas with strong heterogeneity such as mountainous terrains, which
is especially impactful when studying extreme events. Some methods exist to quantify and
tackle this issue (e.g. Habib et al., 2004; Tustison et al., 2001; Wang and Wolff, 2010).

Gridding methods are used to spatially homogenise point measurements and they also
have limitations. Firstly, the specificity of the interpolation method can impact the result
(Ensor and Robeson, 2008; Newlands et al., 2011). Secondly, the sparsity of the weather
stations increases the uncertainties, which can range from 15 to 100% in areas with a low
number of rain gauges (Rudolf and Rubel, 2005). This last point is especially problematic
in the Indus Basin. For climatological purposes, the WMO has published guidelines for
the density of rain gauges: from one station per 900 km2 in flat coastal areas, to one every
250 km2 in mountains (WMO, 2008). However, the Meteorological Department of Pakistan
have recently published a 50-year climatology of precipitation for the country based on 56
stations, that is around one station per 15,000 km2 (Faisal and Gaffar, 2012). Gridded rain
gauge-based datasets rely on a similar density of observations in the Indus Basin (cf. Figure
2.1, Table 2.2). The situation in India is better as the Indian Meteorological Department
produces a country-wide dataset of precipitation that is used for monsoon monitoring and
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includes up to 6300 stations. This distribution makes around one station per 500 km, which
is well within the WMO guideline. However, areas of lower density remain, especially in the
western Himalayas and the Thar Desert, which are both in the Indus Basin (Kishore et al.,
2016). Rain gauges are not only scarce in mountainous areas, but their location is also biased.
In order to be accessible all year long, they are generally situated at the bottom of valleys,
and these locations appear to be significantly drier than locations at altitude (Archer and
Fowler, 2004; Dahri et al., 2018; Immerzeel et al., 2015; Ménégoz et al., 2013), which means
that the interpolation method underestimates precipitation in the surrounding mountains.

There are a number of ways of overcoming the limitations of gridded rain gauge data,
including the use of data derived from satellites and reanalyses. Satellite imagery can help
to reduce both the lack and the heterogeneity of surface measurements. Satellite-based
products generally make use of global infrared observations of cloud cover and microwave
measurements along a swath (the narrow band where the observations are made as the satellite
passes). However, their abilities over a heterogeneous terrain are more limited than over a
flat and homogeneous one (Hussain et al., 2017; Iqbal and Athar, 2018; Khan et al., 2014).
Moreover, these products still need rain gauges for calibration and are therefore dependent
on the quality of station data.

Reanalyses of the atmosphere offer another way to estimate precipitation. Many valuable
variables in a reanalysis are the result of the assimilation of observations with model outputs,
but estimates of precipitation are, in most cases, a pure model product. That is, the precip-
itation is a forecast generated by the model used for the reanalysis, and is not constrained
by direct observations in the way that other assimilated quantities are. Models are known
to predict precipitation with difficulty and most studies highlight that precipitation from
reanalyses is less reliable than that based on observations (Kishore et al., 2016; Rana et al.,
2015). The reasons often invoked include discrepancies in spatial patterns and important
model biases. However, recent progress in assimilation techniques has made it possible to
integrate precipitation observations in the most recent reanalysis product (ERA5, Hersbach
et al., 2018), and significant improvements are possible (e.g. Beck et al., 2019).

This study aims to better understand the quality and limitations of 20 precipitation
datasets that are available for a study area encompassing the Indus Basin. Previous studies
have investigated the strengths and limitations of precipitation datasets in this area (e.g.
Ali et al., 2012; Hussain et al., 2017; Khan et al., 2014; Palazzi et al., 2013), but none has
looked at such a large number of datasets nor at the most recent ones. Moreover, our method
slightly differs, as we offer a cross-validation, thereby avoiding the problems that come from
the selection of a unique reference. We cross-compare each of the datasets, identify their
similarities and discrepancies, and using the diversity of data source and methods, assess
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their strengths and weaknesses. After presenting the datasets selected for the study, we
give a general description of the methods. The subsequent result section is split into four
parts, which review, for the precipitation: i) the annual mean, ii) the seasonality, iii) the daily
variability, and iv) the monthly and longer term variability. The final section concludes with
the main results, the potential of the method, and future research priorities.

2.2 Data and Methods

2.2.1 Study areas

The Indus Basin extends across the north-westernmost part of the South Asian sub-continent,
and is an area of various topographic features, as indicated in Figure 1.1. It is bounded from
the north-east to the west by high mountain ranges, including the Himalayas, Karakoram,
Hindu Kush and Sulaiman Ranges. To the south, the Indus River flows into the Arabian Sea.
The eastern border is the most ambiguous as it extends into the flat dune-fields of the Thar
desert. Much of the precipitation that falls in this extensive area evaporates before reaching
the Indus River or the sea. It may also forms seasonal rivers, such as the Luni River, which
has been included in the study area. This particular river flows into the Rann of Kutch, which
is a flat salt marsh with complex connections with the Arabian Sea and the mouth of the Indus
River (Syvitski et al., 2013), and is bounded to the west by the Aravalli Range. Although not
strictly a part of the Indus watershed, it provides a clear and steady boundary for the study
area. The total watershed considered for the study is represented by the outer blue contour
line shown in Figure 2.1-A.

Precipitation amount varies across the basin as shown in Figure 2.1-A, as well as its
seasonality. In the flat southern part, most of the precipitation occurs in July and August,
under the influence of the South Asian summer monsoon propagating from the Indian
Ocean and India, while during the rest of the year the basin remains dry (e.g. Ali et al.,
2012; Khan et al., 2014; Rana et al., 2015). By contrast, the northern region is much more
mountainous and encompasses a steep maximum of precipitation along the Himalayan front.
This precipitation falls throughout the year, exhibiting a seasonal bi-modality explained
by differences in circulation patterns (e.g. Archer and Fowler, 2004; Filippi et al., 2014;
Palazzi et al., 2013; Singh et al., 2011). As in the southern part of the basin, a sharp peak in
precipitation occurs in July-August related to the summer monsoon, but a second, broader
peak also occurs in winter, from January to April, triggered by mid-latitude, extra-tropical
Western Disturbances (Cannon et al., 2015; Dimri and Chevuturi, 2016; Hunt et al., 2018a).
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Those differences in relief and precipitation seasonality and pattern suggest that the basin
can be split into two distinct areas, along a line between 68.75°E-33.5°N and 77.5°E-30°N
(inner blue contour in Figure 2.1-A), which broadly corresponds to the 100mm isohyet of
winter precipitation (defined from December to March, cf. Figure 1.2-C). Thus, the northern
part of the basin (hereafter the Upper Indus Basin or UIB, 595000 km) includes the maxima
of precipitation along the Himalayas and most of the winter precipitation, while the southern
part (hereafter the Lower Indus Basin, LIB, 785000 km) is characterised by a single wet
season during summer, as wintertime precipitation is negligible (Figure 2.2).

2.2.2 Datasets

2.2.2.1 Rain gauge data

We have selected five commonly used and one newly available gridded dataset based only on
rain gauge data. These are the first six datasets presented in Table 2.1. The mean number of
stations used in the two study areas are available for five of the datasets and presented in Table
2.2. The Asian Precipitation Highly Resolved Observed Data Integration Towards Evaluation
of water resources (APHRODITE; Yatagai et al., 2012) was developed by the Research
Institute for Humanity and Nature (RIHN) and the Meteorological Research Institute of
Japan Meteorological Agency (MRI/JMA). Specific to Asia, it is one of the best datasets
available for the area (Rana et al., 2015), both in term of resolution (0.25° and daily, it
includes a large number of rain gauges; Table 2.2) and because it covers an extended period
(over 50 years). However, it does not provide data after 2007. A new dataset has been issued
in 2019 from the same institute extending the period covered up to 2015 and using a new
algorithm (APHRODITE-2), though its quality has not yet been investigated. Covering the
whole twentieth century at a monthly resolution, the Global Precipitation Climatology Center
monthly dataset (GPCC-monthly; Schneider et al., 2018) is widely used in climatology and
for calibration purposes (e.g. satellite-based datasets, Table 2.1). GPCC-daily (Ziese et al.,
2018) offers a better temporal resolution (daily), but at a lower spatial resolution and has
a much-reduced time coverage compared to GPCC-monthly. It uses a smaller number of
rain gauges (Table 2.2), but is constrained by GPCC-monthly. The precipitation dataset from
the Climate Research Unit (CRU; Harris and Jones, 2017) has a similar resolution and time
coverage as GPCC-monthly. We also selected another daily dataset from NOAA’s Climate
Prediction Center (CPC; Xie et al., 2010). Although CPC uses a lower number of rain gauges
compared to APHRODITE (Table 2.2), its availability extends to the present with near real
time updates, which means that it can be used for calibrating other near real time products
(e.g. CMAP in Table 2.1 and MERRA2 in Table 2.3).



26 Cross-validating precipitation datasets in the Indus River Basin

2.2.2.2 Satellite data

Various satellite-based gridded precipitation products are available, but we have only selected
datasets providing data from 1998, to ensure a long enough common period with the rain
gauge-based datasets (the common period reaches 10 years due to APHRODITE ending in
2007). Four were eventually selected (last four datasets in Table 2.1). The Tropical Rainfall
Measuring Mission (TRMM) Multi-satellite Precipitation Analysis (TMPA; Huffman et al.,
2007) is the most widely used satellite-based datasets. It has the highest temporal and spatial
resolution of the selection (sub-daily, and 0.25° like APHRODITE and GPCC-monthly)
and includes a large diversity of satellite observations. We also selected the daily product
from the Global Precipitation Climatology Project (GPCP-1DD; Huffman and Bolvin, 2013)
as well as the monthly product issued by the same group (GPGP-SG Adler et al., 2016).
All three of these datasets (TMPA, GPCP-1DD, and GPGP-SG) use GPCC for calibration,
which could introduce some similarities. By contrast, the last dataset included, CPC Merged
Analysis of Precipitation (CMAP; Xie and Arkin, 1997), uses CPC for calibration. It has the
same time coverage and resolution as GPCP-SG. This version does not include reanalysis
data, to simplify the analysis.

2.2.2.3 Reanalysis data

Unlike the observation datasets, reanalysis data can be quite different from one another. They
generally use their own atmospheric model and assimilation scheme, and the type and number
of observations assimilated can vary. Table 2.3 shows the ensemble of the ten reanalysis
datasets that have been used in this study. The four reanalyses of the latest generation are,
from most recent to oldest: ERA5 (Hersbach et al., 2018) from the European Centre for
Medium-Range Weather Forecasts (ECMWF), the Modern Era Retrospective-analysis for
Research and Applications version 2 (MERRA2; Gelaro et al., 2017) from the NASA, the
Japanese 55-year Reanalysis (JRA; Kobayashi et al., 2015) from the JMA, and the Climate
Forecast System Reanalysis (CFSR; Saha et al., 2010, 2014) from the National Center for
Environmental Prediction (NCEP). These are still regularly updated, they all include the
latest observations from satellites and cover the full satellite era from at least 1980. JRA goes
back to 1958, when the global radiosonde observing system was established. ERA5 currently
starts in 1979 but future releases are expected to extend this back to 1950.

In terms of technical differences, ERA5 uses a more complex assimilation scheme than
the others reanalysis (4DVAR), which allows for better integration of the observations.
It is also the only one that assimilates precipitation measurements. MERRA2 also uses
observations, but takes them from a gridded dataset (CPC) and only uses them to correct
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Table 2.2 Number of stations used on average for the rain-gauge-based datasets (except CRU
for which this information was not directly available), per time step, for the two study areas,
and over the period 1998-2007.

Datasets UIB LIB

APHRODITE 55 48
APHRODITE-2 88 65
CPC 15 21
GPCC-daily 11 16
GPCC-monthly 35 33

the precipitation field before analysing the atmospheric impact on the land surface; this
changes land surface feedbacks on the atmosphere. CFSR is an Ocean-Atmosphere coupled
reanalysis, that is, the sea surface is modelled and provides feedback to the atmospheric
model, instead of being prescribed by an analysis from observations. ERA5 and MERRA2
are the most recent of the reanalysis datasets to be published, and not many studies have
looked at the improvement from their predecessor, respectively ERA-Interim (Dee et al.,
2011) and MERRA1 (Rienecker et al., 2011). Both have stopped being updated or will very
shortly, but they are included in this study for comparison purposes.

Reanalyses for the whole twentieth century have also been produced, but to retain the
homogeneity of the type of observations assimilated they only include surface observations.
The twentieth century reanalysis from NCEP (20CR; Compo et al., 2011), only assimilates
surface pressure, but more recently, the ECMWF produced ERA-20C (Poli et al., 2016),
which has surface wind assimilated along with surface pressure.

We have also made use of older generation reanalysis datasets that are still being updated,
including: the NCEP/NCAR reanalysis (NCEP1; Kalnay et al., 1996) and the NCEP/NDOE
reanalysis (NCEP2; Kanamitsu et al., 2002). Both are useful to quantify the progress in
reanalysis systems as well as to compare them with more observation-limited century long
reanalyses.

2.2.3 Methods

For each dataset, the time series of precipitation are averaged over the two study areas
(UIB and LIB) and calculated at a monthly resolution, and daily if possible. The datasets
have different spatial resolution which causes a problem when calculating the precipitation
averages over the study areas. Simply selecting the cells whose centre is within these areas
leads to small biases in the extent of the region considered. These biases are reduced by
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Fig. 2.1 (Previous page) Map of annual mean precipitation for different datasets. The annual
mean is computed over the period 1998-2007. GPCC monthly (A) is used as a reference to
compute the anomaly for the other datasets (B to H). The grey lines are the isohyets whose
level corresponds to the labels in the legend. The boundaries of the two study areas are
displayed in dark blue on each map. The stars mark the grid cells that include at least one
gauge observation. The size of the stars represents the number of time steps with at least one
observation over that cell, relative to the total number of time steps needed to compute the
annual mean (120 for A, 3652 for C,D and E). This information was not available for CRU
(B) nor ERA5 (H), and does not apply to the satellite-based TMPA (F), and MERRA2 (G).

bi-linearly interpolating all data to a 0.25° grid, common to APHRODITE, APHRODITE-2,
and GPCC-monthly. This choice is further discussed in Section 2.3.1.1.

The analysis is performed over the 10-year period from 1998-2007, which is common
to all datasets, except when analysing the trends and inter-annual to decadal variability, for
which we use all data available. We focus on the two wet seasons of the UIB. Summer is
defined from June to September, which matches the monsoon precipitation peak. Winter is
defined from December to March. This fits the snowfall peak rather than the precipitation
peak, but makes it possible to focus on the issue of snowfall estimation (Palazzi et al., 2013).
In the LIB, we use the same definition for summer, but winter is not analysed, as it is a dry
season.

We first compare the mean and seasonal cycle of each dataset in Sections 2.3.1 and 2.3.2.
For quantitative statements, we use GPCC-monthly as a reference. However, in Section
2.3.1.3, we use the precipitation dataset from Dahri et al. (2018) as reference instead. This
dataset cannot be used in other parts of the study, as it is limited to one part of the UIB, and
only provides annual means.

Then, in Section 2.3.3 we compare the daily variability of the precipitation using the
Pearson correlation. The correlation significance is discussed at the 95% probability level.
To reduce the impact of unusually large rainfall events when investigating trends in daily
variability (cf. Section 2.3.3.4), we use the Spearman correlation. Lastly, in Section 2.3.4,
other time scales of variability of the precipitation are investigated: monthly, seasonal,
inter-annual, and decadal, still using the Pearson correlation at the 95% confidence interval.
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2.3 Results

2.3.1 Annual mean

2.3.1.1 Differences between rain gauge-based datasets

Annual mean precipitation in both study areas and for each dataset are given in Table 2.4
(last two columns). We first focus on the rain gauge-based datasets (upper part of the table).
Spatial pattern differences are shown in Figure 2.1-A to E.

First, we should mention that the bi-linear method we use to interpolate each dataset
to the same grid (cf. Section 2.2.3) leads to some differences between datasets. The two
GPCC products can be used to evaluate the impact of our interpolation method, as they
have a different spatial resolution but uses the same monthly climatology. Hence, the small
underestimation of GPCC-daily compared to GPCC-monthly (about 1% in the UIB and
5% in the LIB) is related to the interpolation method. However, these differences are small
enough to justify the use of our method.

More generally, annual mean differences can be explained by methods and data that each
dataset uses. Particularly, the interpolation of station measurements to a grid differs from
one dataset to the other. APHRODITE’s interpolation method, for instance, considers the
orientation of the slope to quantify the influence of nearby stations. This greatly reduces
the amount of precipitation falling in the inner mountains compared to GPCC-monthly.
An example of this pattern is evident to the north of the Himalayas where only very few
observations exist (Figure 2.1-D; Yatagai et al., 2012). In CRU, the interpolation method
(triangulated linear interpolation of anomalies; Harris et al., 2014) seems to smooth areas of
strong gradients such as near the foothills of the Himalayas (Figure 2.1-B). This smoothing
might explain a slightly drier UIB, and slightly wetter LIB, compared to GPCC-monthly
(Table 2.4).

Differences can also be explained by the dramatic change in location and number of
stations used to compute the statistics (Figure 2.1-A, C, D, and E, Table 2.2). For example,
CPC is by far the driest dataset in the UIB and the second driest in the LIB. This is likely
related to the low number of observations it includes, leaving vast areas with no or very
few observations, including the wettest regions (Figure 2.1-E). However, there is no linear
relationship between precipitation amount and number of observations. GPCC-daily includes
the lowest number of observations, but this does not impact its climatology, because the
climatology is derived from GPCC-monthly. On the contrary, APHRODITE comprises
a much higher number of observations than others datasets, but remains much drier than
GPCC-monthly (about 20% drier in both study areas).
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Table 2.4 Mean annual and seasonal precipitation (in mm) falling over the two study areas,
for the period 1998-2007. Winter is defined from December to March and summer from June
to September. The first ten datasets are observations, the second ten are reanalyses.

Datasets UIB LIB
Winter Summer Annual Annual

APHRODITE 154 237 484 198
APHRODITE-2 179 272 555 223
CPC 98 200 355 216
GPCC-daily 201 297 607 243
GPCC-monthly 201 301 613 255
CRU 166 281 565 267

TMPA 156 298 555 286
GPCP-1DD 161 305 569 317
GPCP-SG 167 309 583 325
CMAP 273 307 696 279

ERA5 280 380 828 300
ERA-Interim 289 445 931 305
JRA 299 325 810 586
MERRA2 265 310 724 177
MERRA1 205 267 598 355
CFSR 282 214 656 162
NCEP2 274 259 703 276
NCEP1 372 343 915 239
20CR 244 319 746 116
ERA-20C 175 276 551 175

Yatagai et al. (2012) pointed out that differences in quality checks compared to the other
datasets might explain APHRODITE’s dry bias. They noted that APHRODITE partly relies
on GTS data that are sent in near real time to the global network, with the risk of misreporting.
This risk particularly concerns misreported zero values, which are hard to detect and lead to
a dry bias. The large dry bias seen in CPC data might be associated to the same issue, since
CPC is entirely based on GTS data. In GPCC-monthly (and daily), only stations with at least
70% of data per month are retained (Schneider et al., 2014), while in CRU this number is
75% (Harris et al., 2014). Thus, limiting the analysis to the most reliable weather stations
can help build confidence in recorded total precipitation amount.

Interestingly, APHRODITE-2 is more than 10% wetter than APHRODITE in both study
areas. Several changes have been performed in the methodology: quality control of extreme
high values, station-value conservation after interpolation, merging daily observation with
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different definitions of End of Day time (cf. Section 2.3.3.1), and an updated climatology.
However, the difference in mean precipitation is most likely related to the change in observa-
tions from rain gauges. Although APHRODITE-2 comprises more observations basin-wide,
this increase mainly occurs over the Indian territory, whereas Pakistan is presented with
fewer precipitation measurements, especially in the dry southern central part (Figure 2.1-D).
This decrease in observations in a drier area can reasonably explain the increase in mean pre-
cipitation in the LIB. In the UIB, the increase is mainly due to the inclusion of measurements
from one isolated weather station in the northernmost part of the area.

2.3.1.2 Considering satellite and reanalysis datasets

We now consider satellite-based datasets (middle part of the Table 2.4). In the UIB, CMAP
stands out as being the wettest observational datasets, 13% wetter than GPCC-monthly. By
contrast, the other three (TMPA, GPCC-1DD, GPCP-SG), are drier than GPCC-monthly
(between 10 and 5%), despite being calibrated by this GPCC-monthly. In the LIB, all
satellite-derived datasets are wetter than the rain gauge products (between 10 and 30% more
than GPCC-monthly). The complexity of the algorithm used to produce the satellite-based
datasets makes determining the reasons for their differences with each other or with rain
gauge products difficult. According to previous studies, their ability to represent precipitation
over rough terrain is limited (e.g. Hussain et al., 2017). In fact, Figure 2.1-F shows that the
strongest differences between TMPA and GPCC-monthly occurs near mountain ranges, such
as the UIB. In contrast, precipitation estimates over flat terrain with sparse observations and
mostly convective precipitation benefit from satellite observations (Ebert et al., 2007). This
suggests that the higher precipitation mean of the satellite-derived datasets for the LIB is
possibly due to better consideration of locally higher precipitation rates during convective
events.

The annual mean precipitation in reanalysis datasets is listed in the lower part of Table
2.4. In the LIB, the range of values is very high: the wettest dataset, JRA, is five times wetter
than the driest dataset, 20CR. This range shows the significant difficulties for reanalyses
to represent precipitation in an area were convection dominates. Among the most recent
reanalyses, ERA5 has the closest estimates of precipitation to the observational datasets, yet
above the estimates from rain gauges. Figure 2.1-H suggests that these wetter conditions
mainly comes from the north-western edge of the Suleiman range, an area with sparse
precipitation observation (cf. Figure 2.1-A), therefore increasing confidence in ERA5
estimation. The two twentieth century reanalysis (20CR and ERA-20C) are amongst the
driest reanalysis datasets, suggesting that their models have difficulties to propagate the
monsoon precipitation into the LIB region, when only surface observations are assimilated.
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Lastly, MERRA2 exhibits a severe drop of precipitation compared to the previous version,
MERRA1. Summer monsoon precipitation is known to be strongly affected by surface
moisture content, especially in flat areas like the LIB (Douville et al., 2001; Pathak et al.,
2017). MERRA2 uses CPC data to constrain the precipitation flux at the surface. Due to the
dry bias of CPC, soil moisture is reduced for most of India (Figure 3 in Reichle et al., 2017),
explaining the drop in precipitation.

For the UIB, the most striking features is that all reanalysis datasets except MERRA1
and ERA-20C predict higher precipitation amounts than GPCC-monthly, about 20% higher
on average. In the following we investigate whether that this difference can be explained by
an underestimation of rain gauge measurements.

2.3.1.3 Impact of rain gauge biases in mountainous terrains

Rain gauge measurements are known to potentially underestimate precipitation and par-
ticularly snowfall (Goodison et al., 1989; Sevruk, 1984). This is an important issue for
mountainous region such as the UIB. However, among the six rain gauge-based datasets,
only GPCC’s products consider a correction of the data. Based on a study by Legates and
Willmott (1990), a correction factor, which depends on the month, is applied at each grid
cell. Most of these factors vary between 5 and 10% in the UIB (Figure 4 in Schneider et al.,
2014), and explain why GPCC’s products are wetter than most of the other rain gauge-based
datasets. Recently, Dahri et al. (2018, hereafter Dahri2018) compiled the measurements
from over 270 rain gauges in the UIB and adjusted their values to undercatchment, following
WMO guidelines. They found a basin-wide adjustment of 21%, but this varies from 65% for
high altitude stations, to around 1% for the stations in the plains.

The Dahri2018 dataset has both the advantage of considering a very large number of
observations and correcting rain gauge measurements. However, its result is based on a study
area somewhat smaller than the UIB region presented here, and only covers the period from
1999 to 2011. For comparison purpose, we recomputed the annual mean of several of the
most recent and highest resolution datasets to fit these definitions (Table 2.5).

Table 2.5 shows that none of the observational datasets is able to reproduce the Dahri2018
precipitation estimates. They all have a dry bias, from 30% for TMPA, to 10% for GPCC-
monthly. Furthermore, APHRODITE-2 and TMPA even underestimate the unadjusted
value of Dahri2018, which suggests that the underestimation is not only related to rain
gauge measurements, but also to the representation of the spatial pattern. By contrast,
GPCC-monthly is 7% higher than the Dahri2018 unadjusted value, which corresponds to the
correction factor used in GPCC. This suggests that the unadjusted values in both datasets are
very close, and highlights the quality of GPCC. Nevertheless, we also found discrepancies in
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Table 2.5 Mean annual precipitation (in mm) for various datasets over the study area defined
in Dahri et al. (2018) for the period 1999-2011. Both adjusted and unadjusted values (the
latter in parenthesis) from Dahri et al. (2018) are reported in the second line

Datasets Revised UIB

Dahri2018 697 (574)
APHRODITE-2 548
GPCC-monthly 612
TMPA 480
ERA5 835
JRA 827
MERRA2 929
CFSR 783

the spatial patterns between GPCC-monthly and Dahri2018. Particularly, in the northernmost
part of the UIB region, in the Karakoram range, GPCC-monthly exhibits lower precipitation
means than Dahri2018, which cannot be explained by the difference in correction factors
between the two datasets alone. The nearest stations used in GPCC-monthly are all located
in the dry and more accessible Indus River valley to the south of the mountain range (Figure
2.1-A). Those drier conditions extend to the north due to the interpolation method used by
GPCC, while Dahri2018 includes station measurements with wetter conditions than in the
valley. This difference illustrates the impact of biased weather station locations mentioned in
the introduction and in several other studies (e.g. Archer and Fowler, 2004; Immerzeel et al.,
2015; Ménégoz et al., 2013).

Still in the Karakoram range, Figures 2.1-G and H show that MERRA2 and ERA5 are
wetter than GPCC-monthly, and therefore closer to Dahri2018. However, spatial discrepan-
cies remain. Particularly, the maximum of precipitation in MERRA2 is shifted to the North,
which leads to important biases when averaging on the Dahri2018’s study area. Our study
area, which does not overlap with the highest precipitation rates, is less affected by shifts
and is better fitted to compare the large scale precipitation patterns. Nevertheless, the four
selected reanalysis datasets in Table 2.5 overestimate the Dahri2018 adjusted values, by
20% on average. This suggests that part but not all of the differences between reanalyses
and observational data can be explained by biases from the latter. This overestimation of
modelled precipitation in reanalyses for the UIB is corroborated by previous studies (e.g.
Palazzi et al., 2015).

To conclude, all rain gauge-based datasets suffer from an underestimation of annual mean
precipitation for the UIB when compared to Darhi2018. This results from biases in rain
gauge locations and measurements. Quality control and interpolation methods also impact
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precipitation amount in both parts of the basin. Satellite observations probably improve
precipitation estimates in flat areas with sparse observations. However, they cannot correct
observational biases since they use them for calibration, and biases remain unchanged or
even amplify for the UIB. Reanalyses do not include rain gauge measurement, except for
ERA5 and MERRA2, and are therefore not affected by observational biases. However, model
biases can also be significant as suggested by the spread of the annual mean precipitation
values. Reanalyses tend to be wetter than observational datasets in the UIB, which is partly
explained by the underestimation of the observations. Lastly, all datasets suffer from spatial
discrepancies, which are detrimental to small-scale comparisons, especially near mountains,
but justify our choice to use a larger study area.

2.3.2 Seasonal cycle

The seasonal cycle of precipitation for each dataset is presented in Figure 2.2. Analysing the
seasonality is particularly interesting in the UIB, as it is characterised by two wet seasons.
The mean precipitation of each season is presented in Table 2.4 (second and third column).
The rain gauge-based datasets exhibit a very similar seasonality for both study areas. In
the UIB, the maxima of precipitation occur in February and July, the minima in May and
November. The differences between the datasets vary little from one month to another, which
suggests that the causes of the differences identified in the previous section (e.g. misreporting,
station location and number, interpolation method) are independent of the seasonality. The
satellite-based datasets represent the summer precipitation almost exactly as GPCC-monthly.
The annual mean differences are explained by biases during the winter season, which suggests
that winter precipitation is more difficult to estimate for those datasets.

The reanalyses represent the dry and wet seasons of the UIB, but with a larger spread
than in the observations and some differences in seasonal cycle (Figure 2.2-B). On average,
winter precipitation is 30% higher than in GPCC-monthly, with the notable exception of
ERA-20C (Table 2.4). Those wetter conditions also extend to the surrounding drier months:
April/May and October/November. However, the mean summer precipitation in reanalyses
is not significantly different from GPCC-monthly (Table 2.4). Only ERA-Interim stands
out with a wet summer precipitation bias, mainly in the north-west corner of the UIB, a
bias partly corrected in ERA5 (Figure 2.1-H). The winter wet bias is not surprising after the
comparison with the Dahri2018 dataset in the Section 2.3.1.3. Indeed, Dahri2018 found that
the most important rain gauge underestimations happen in winter when precipitation mostly
falls as snow. More interestingly, we found that the latest reanalyses (ERA5, JRA, MERRA2,
and CFSR) represent winter precipitation in similar ways. We haven’t been able to investigate
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the seasonality of the Dahri2018 dataset, but we suggest that the latest reanalyses better
represent winter precipitation than the observational datasets.

We noted another discrepancy in seasonality between a majority of the reanalyses and
the observations for the UIB: a delay of the summer precipitation starting from the pre-
monsoon season (Figure 2.2-B). The observations show that May is the driest month of that
season, followed by a sharp increase in precipitation in June. Only ERA5, ERA-Interim, and
MERRA1 reproduce this behaviour. In contrast, NCEP2 and CFSR are much drier in June
than in May. For other reanalyses, precipitation during May and June are comparable. This
delay continues into the summer monsoon period: while the observations clearly show a
wetter July than August, this is only the case for ERA5, ERA-Interim, and both MERRA
reanalyses. A similar delay can be found over the Ganges plain and along the Himalayas,
which suggests wider uncertainties on the monsoon propagation in the reanalyses. By
contrast, no such delay is found in the LIB, despite the large uncertainty on the amount of
precipitation (Figure 2.2-D).
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Fig. 2.2 Monthly mean of precipitation, over the period 1998-2007, representing the seasonal
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2.3.3 Daily variability

2.3.3.1 Lag analysis

Investigating the daily precipitation variability helps to better quantify the quality of each
dataset. Before computing the daily correlation, we checked for possible lags between the
datasets. Lags can have different origins. The first is the accumulation period considered for
the rain gauge measurements. CPC documentation (Xie et al. 2010) points out that the official
period is different from one country to another (in our case, Afghanistan, Pakistan, and India
all use different periods, or "End of Day time": 00hUTC, 06hUTC, 03hUTC, respectively),
which could impact precipitation estimates. Neither GPCC-daily nor APHRODITE doc-
umentation mention this issue, while a specific effort has been made to homogenise all
observations in APHRODITE-2. Secondly, the TMPA algorithm uses the 00h imagery for the
following day accumulation, and therefore, could be more representative of an accumulation
starting at 22:30h UTC (Huffman et al., 2007). Thirdly, biases in the daily cycle are possible
in the reanalyses.

Our main finding relates to CPC. Figure 2.3 shows the daily correlation year per year
of CPC against APHRODITE and MERRA2, for two lags: 0h and -24h (previous day for
CPC). We found that the two lags switch their behaviour somewhere around 1997/1998,
which we interpret as an error in the data processing for CPC. That is, in CPC before 1998,
precipitation values correspond to those for the following day. This should not have an
important impact on monthly and longer accumulations, but we limited the daily analysis
of CPC to the period from 1998 to 2018. Moreover, similar errors might have happened
earlier during the 1980s as the curves in Figure 2.3 come closer or invert again. This error
also propagates to the corrected precipitation of MERRA2. That is, before 1998, the land
surface in the model receives the precipitation of the following day. Theoretically, this could
enhance precipitation by increasing surface moisture supply before the precipitation actually
falls. However, we have not been able to find a significant change before and after 1998. The
error has been reported to NOAA’s CPC.

Possible differences in the End of Day times of the observational datasets are investigated
using the sub-daily resolution of TMPA. We compute TMPA daily accumulation with
different End of Day time and determine which one maximises the correlation with the other
observational datasets. APHRODITE and CPC (after 1998) maximise the correlation with
TMPA when for the latter an End of Day at 03h UTC is used. This behaviour suggests
that both CPC and APHRODITE are more representative of an accumulation period ending
at 03hUTC, influenced by the Indian rain gauge network. APHRODITE-2 successfully
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corrected this delay, maximising correlation with TMPA for a End of Day at 00hUTC, like
GPCC-daily.

A similar analysis can be performed for the reanalyses, to investigate the possibility
of a delay in the daily cycle of the precipitation. We found that most reanalyses have a
negligible (⩽3h) delay with TMPA. However, the reanalyses of the twentieth century have
a different behaviour: both have a +12h delay. For those two, only surface observations
are assimilated. It is possible that 12h is the time needed by the troposphere to adjust to
those surface constraints. Worst constraint on convection could also impact the timing of
precipitation. However, numerical models are known to trigger convection too early which is
contrary to the +12h delay found here.
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Fig. 2.3 Daily correlation, per year, between CPC and APHRODITE (A and C), and MERRA2
(B and D) for both UIB (A and B) and LIB (C and D). The green line is the correlation
between the same days in each dataset. For the red line, the previous day of CPC is used
instead. The black vertical line is the start of the year 1998, around where the main error
should be.
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Finally, we decided to take the accumulation period starting at 00h for all sub-daily
datasets. Indeed, it is not straightforward to correct the delay in APHRODITE or CPC for
instance, since only a daily resolution is available. Moreover, the correlation coefficients are
not too importantly affected by those sub-daily lags.

2.3.3.2 Cross-validation

We now start the comparison of the daily variability between each dataset. Particularly, we
aim to understand whether the co-variability exhibited between datasets is coming from the
use of a common method or data source, or from a good representation of the precipitation
variability. All datasets are estimates of precipitation, but they use different methods and
input data to achieve this (cf. Section 2.2.2). If two datasets share a similar method or data
source, this can at least partly explain the co-variability between the datasets. If, on the
contrary, the two datasets are independent, then the co-variability they share is most likely
due to the precipitation signal they estimate. As a consequence, the higher the correlation
between two independent datasets, the better is the estimate of precipitation of both datasets.

Table 2.6 presents the daily correlation of precipitation between the different datasets, for
the UIB. The upper part of the table focuses on the cross-correlation between the observational
datasets. The highest correlation coefficient, almost 0.9, is between TMPA and GPCP-1DD,
showing how close those two datasets are, likely due to the satellite observations they have in
common and the similarity of retrieval procedures (Palazzi et al., 2013; Rahman et al., 2009;
Rana et al., 2017). The rain gauge-based datasets APHRODITE, CPC, and GPCC-daily have
also a high correlation between one another of about 0.8. The two versions of APHRODITE
are even closer, due to their similarities of conception. When comparing GPCP-1DD and
TMPA’s correlation coefficients using the rain gauge-based datasets as reference, it turns out
that the TMPA coefficients are systematically significantly higher than those for GPCP-1DD
(at the level 95%). That is, TMPA variability is closer to the rain gauge-based datasets than
GPCP-1DD is. It could be either because TMPA includes more information from the rain
gauge measurements than GPCP-1DD or because it has better quality (better algorithm, better
data source). Similarly, we note that APHRODITE and APHRODITE-2 have significantly
higher correlation with the satellite-based datasets than CPC and GPCC-daily do.

In the lower part of Table 2.6, the correlation between the reanalyses and the observational
datasets are about as high as between the observational datasets, suggesting that reanalyses are
as good as observational datasets in representing the daily variability. Moreover, precipitation
from reanalysis and observational data are independent from each other, in the sense that they
do not share the same data source (except ERA5, which assimilates precipitation observations,
and MERRA2, which integrate CPC data; the two need to be treated separately). Hence, the



42 Cross-validating precipitation datasets in the Indus River Basin

Table 2.6 Daily correlation between different datasets, in the UIB for the period 1998-2007.

Datasets
APHRO-

DITE
APHRO-
DITE-2 CPC GPCC-daily TMPA GPCP-1DD

APHRODITE-2 0.920
CPC 0.797 0.775
GPCC-daily 0.819 0.836 0.816
TMPA 0.760 0.762 0.687 0.712
GPCP-1DD 0.735 0.725 0.665 0.676 0.898

ERA5 0.888 0.903 0.743 0.810 0.741 0.727
ERA-Interim 0.854 0.870 0.722 0.777 0.733 0.727
JRA 0.843 0.860 0.677 0.759 0.702 0.697
MERRA2 0.846 0.862 0.714 0.778 0.708 0.699
MERRA1 0.834 0.849 0.683 0.760 0.698 0.688
CFSR 0.795 0.820 0.640 0.740 0.641 0.625
NCEP2 0.706 0.731 0.552 0.661 0.577 0.545
NCEP1 0.760 0.769 0.606 0.687 0.619 0.598
20CR 0.596 0.635 0.512 0.567 0.481 0.478
ERA20C 0.754 0.746 0.646 0.691 0.644 0.643

correlations between the two types of datasets is not affected by common data or method, and
is rather a measure of their quality, which helps identifying the best datasets in each group.

We continue the comparison of the observational datasets using reanalyses as a reference
(comparison along the rows of Table 2.6). APHRODITE-2 has systematically higher correla-
tion with the reference, regardless of the reanalysis used, than the other observational datasets.
It is followed by APHRODITE. Both have significantly higher correlation than GPCC-daily,
in third position. By contrast, CPC has systematically a lower correlation than GPCC-daily.
Interpreting these results in terms of quality, we attribute the lower performance of CPC
and GPCC-daily to the much lower number of observational inputs than in APHRODITE
and APHRODITE-2 (Table 2.2). Despite a slightly higher number of measurements, CPC
performs worse than GPCC-daily, likely due to issues on the quality of those measurements,
discussed in Section 2.3.1.1. Regarding satellite-based datasets, TMPA systematically out-
performs GPCP-1DD, but the two, along with CPC, have the lowest correlations with the
reanalyses. That is, satellite measurements seem to degrade the signal from rain gauge
measurements.

We can also compare the reanalyses quality using observational datasets as a reference
(along the columns of Table 2.6). ERA5 has systematically higher correlations with the
observations. However, this reanalysis assimilates rain gauge measurements, such that it
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Table 2.7 Same as Table 2.6 for the LIB

Datasets
APHRO-

DITE
APHRO-
DITE-2 CPC GPCC-daily TMPA GPCP-1DD

APHRODITE-2 0.887
CPC 0.838 0.825
GPCC-daily 0.864 0.841 0.870
TMPA 0.829 0.869 0.790 0.809
GPCP-1DD 0.771 0.801 0.720 0.740 0.906

ERA5 0.858 0.871 0.805 0.826 0.835 0.772
ERA-Interim 0.828 0.837 0.763 0.794 0.790 0.744
JRA 0.719 0.760 0.709 0.708 0.760 0.730
MERRA2 0.777 0.794 0.723 0.763 0.725 0.677
MERRA1 0.782 0.796 0.749 0.760 0.775 0.741
CFSR 0.700 0.690 0.626 0.657 0.672 0.618
NCEP2 0.601 0.632 0.572 0.618 0.576 0.523
NCEP1 0.635 0.643 0.605 0.623 0.596 0.545
20CR 0.442 0.400 0.350 0.393 0.345 0.308
ERA20C 0.655 0.712 0.643 0.663 0.678 0.673

is not completely independent from the observational datasets. It is certainly a sign of
good quality that the reanalysis output resembles the observations, but the reanalysis data
could also include some of the observation errors. ERA-Interim has the second highest
correlations, and is the best performing reanalysis among those that do not assimilate
precipitation observations. It is closely followed by MERRA2, while CFSR has poorer
results among the latest generation of reanalyses. Interestingly for NCEP’s reanalyses, the
first version outperforms the second version. The two twentieth century reanalyses also
show interesting behaviour: while 20CR has the lowest correlations with the observations,
ERA20C performance is between CFSR and NCEP1, despite only assimilating surface
observations. This behaviour clearly shows the progress made in reanalysis processing (e.g.
in atmospheric modelling and data assimilation) over the last decades.

The same correlation analysis is performed for the LIB (Table 2.7). The results are
quite similar, but we also note some interesting differences. The correlations between the
observations are all higher for this study area. In this flat area, precipitation is less hetero-
geneous, and observations are more representative of their surrounding (i.e. larger spatial
representativeness). In contrast, the reanalyses have lower correlations with observations than
for the UIB. The LIB only receives precipitation during the summer monsoon, which is less
well represented in models than the winter precipitation in the UIB (see following Section on
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seasonality). More in detail, APHRODITE-2 and APHRODITE still perform best among the
observational datasets, but the four other datasets rank in a different order: satellite products
are possibly better in that flatter area. For the reanalyses, we noticed that MERRA2 does
not outperform MERRA1. It echoes the large change in precipitation amount between the
two discussed above (Table 2.4), and, similarly, could be related to the integration of CPC
in MERRA2. Indeed, Table 2.7 suggests that CPC does not perform as well as the other
observational datasets in terms of variability, and, indeed, surface moisture content variability
was not improved from MERRA1 to MERRA2 in the area (Figure 1 in Reichle et al., 2017).
As for ERA5 and ERA-Interim, they remains the two reanalysis datasets with the highest
correlation with the observations.

2.3.3.3 Influence of the seasonality

Figure 2.4 presents the seasonality, for the UIB, of the correlations between the reanalyses
and APHRODITE-2. This reference is chosen because of its higher correlation with the
reanalyses, but the other rain gauge-based datasets give a similar seasonality. The Figure
shows that the reanalyses are altogether more similar to APHRODITE-2 during the winter
season than during summer. From December to April, all reanalysis products have a similarly
high correlation with the observational dataset (>0.9), except for the two century reanalyses,
and to a lesser extent the older NCEP reanalyses. From May onward, all correlations drop
to various degrees. Both NCEP reanalyses drop the most, followed by CFSR. ERA5 shows
the highest correlations, just above ERA-Interim, JRA, MERRA1, and MERRA2. For the
century reanalyses, 20CR drops to very low values (<0.5 and even <0.2 in September and
October), while ERA-20C remains at acceptable levels, around CFSR. Accordingly, we have
very high confidence in the capability of most reanalyses to represent the daily variability
in winter. In summer, the confidence is more dependent on the reanalysis, and overall
lower than in winter. However, it is unclear if the seasonality of the correlation between
APHRODITE-2 and the best reanalyses (ERA5, ERA-Interim, JRA, MERRA1, MERRA2)
is due to a changing ability of the reanalyses or of APHRODITE-2. The seasonality for those
reanalyses disappears when using TMPA as a reference, but mainly due to a drop in winter
correlation, which rather suggests that satellite observations are not suited for that season
(not shown). The analysis of the seasonality is less interesting in the LIB, since it is mainly
dominated by the monsoon. The results resemble what was just discussed for summer in the
UIB.
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2.3.3.4 Trends

We also looked at possible trends in the representation of the daily variability, due to a change
in the type, quantity, or quality of input data in each dataset. We computed the time series of
correlations between observations and reanalyses using a two year moving window. However,
the Pearson correlation we used so far is also known to be sensitive to extreme values. This
leads to jumps in the correlation when an extreme value (unusually large precipitation event)
passes in the moving window and is well represented. In order to have a clearer signal,
without jumps, we used instead the Spearman correlation. This coefficient is based on the
rank rather than on the absolute value of each observation and is therefore not sensitive
to extreme values. We checked that most of the results presented above are valid with the
Spearman correlation as well.
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Fig. 2.4 Daily correlation, per month, between APHRODITE-2 and each reanalysis, in the
UIB. The period considered is 1998-2007.
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Fig. 2.5 Daily correlation using the Spearman formula, on a running two-year window,
between a reference and different datasets, for the UIB. The years on the x-axis is the start of
the two-year window. In A) observational datasets are tested against ERA-Interim. Figure B)
shows the correlation between a selection of reanalysis and APHRODITE over the period
1979-2005 (plain line) and APHRODITE-2 over the period 1998-2013 (dotted line). Finally,
C) presents the reanalyses covering the second half of the 20th century, with APHRODITE
as reference



2.3 Results 47

A)

0.7

0.8

0.9

1980 1990 2000 2010

B)

0.7

0.8

0.9

1.0

1980 1990 2000 2010

C)

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1960 1970 1980 1990 2000

Datasets:

Aphrodite

Aphrodite−2

CPC

GPCC daily

TMPA

GPCP 1DD

Dataset:

ERA5

ERA−I

JRA

MERRA2

MERRA1

CFSR

Dataset:

JRA

NCEP1

20CR

ERA−20C

Fig. 2.6 Same as Figure 2.5 but for the LIB



48 Cross-validating precipitation datasets in the Indus River Basin

In Figure 2.5-A, we compare the observational dataset using ERA-Interim as a reference,
for the UIB. We first notice that APHRODITE and APHRODITE-2 always have significantly
higher correlation scores than the others, except around 2004-2006, and relatively stable
values between 0.85 and 0.9. The quality of those two datasets found over the period 1998-
2007 can therefore be extended to the whole period 1979-present. GPCC-daily exhibits
stronger variability during the first 20-years, but then its score increases and stabilises around
0.85. This behaviour is likely due to an increase of the number of observations that are
between 5 and 10 before 2000, but above 15 after 2005. CPC is in general very close to
GPCC-daily, except around the year 2000, which explains the differences between the two
datasets over the period 1998-2007 previously investigated. The two satellite products TMPA
and GPCP-1DD are very similar to each other, relatively stable, but at a lower level than the
rain gauge-based datasets.

We now investigate in Figure 2.5-B the quality of the most recent reanalysis using as
reference APHRODITE (plain line) and APHRODITE-2 (dotted line). These references
are justified by the stability of their good results discussed above. They give similar results
over their common period, which helps when analysing the whole time period. ERA5 and
ERA-Interim are the two most stable reanalyses and have the highest correlations. JRA is
also one of the best reanalysis datasets in the 1980’s, but its correlation drops by about 0.05
compared to ERA5 after 1990 and never recovers. MERRA1 and 2 exhibit similar variability
to each other, but the first version often has better results than the latter. CFSR is the most
problematic reanalysis with the strongest variability and much lower correlation. However, it
shows much better results at the end of the time period, with the release of its second version.

Lastly, over the second half of the twentieth century, the large change in number and
type of observations assimilated could impact the quality of the reanalysis and is therefore
investigated in Figure 2.5-C. However, no trend can be found. Correlations between JRA
and APHRODITE remain mostly between 0.8 and 0.85. ERA-20C is also fairly stable over
time, generally above NCEP1. 20CR, by contrast, exhibits a much higher variability with
correlation dropping as low as 0.4 at times, and sometimes reaching NCEP1.

There are some differences in the results for the LIB as shown in Figure 2.6. First, for the
observation, CPC and GPCC-daily reach the quality of APHRODITE-2 around 2005, despite
including half the number of observations (Figure 2.6-A). Certainly, after 2005, the more
homogeneous coverage of observations in CPC and GPCC-daily than in APHRODITE-2
counterbalances the reduction in number (Figure 2.1-D and E). Before 2005, the cause of the
improvement of GPCC-daily can again be tracked to the increase in observations included,
while the rise in quality of CPC remains of uncertain origin, since the number and location
of observations are constant. TMPA shows correlation very close to CPC, with a similar
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unexplained rise between 2000 and 2005, almost reaching the quality of the rain gauge-based
datasets. GPCP-1DD has lower scores than TMPA, but also sees a rising trend during the
two decades it covers. Comparing the differences between the reanalyses (Figure 2.6-B), we
found much smaller differences than when using the Pearson correlation (Table 2.7), which
suggest that the difference in quality resides in the representation of the extreme events. No
clear change can be observed during the period 1979-2015, however.

2.3.4 Monthly, seasonal, and inter-annual variability

A good representation of daily precipitation variability does not ensure a good representation
of monthly or longer period variability. Moreover, all the observational datasets selected for
this study can be analysed at a monthly time scale. In Figure 2.7, we present the trend in
monthly correlation between a reference and each type of dataset for the UIB. The correlation
is calculated with the Pearson formula and over a ten-year moving window. It uses the
monthly anomaly of precipitation, relative to a monthly mean computed over the same
ten-year moving window. The reference to validate the observational datasets is ERA-Interim
(A), and to validate the reanalyses GPCC-monthly (B). Those two datasets present a more
stable quality and good correlations as we demonstrate below. They also cover the whole
period 1979 to the present. However, we checked the main results with other references to
validate them.

The best observational dataset for representing monthly variability for the UIB is
APHRODITE (Figure 2.7-A). By contrast to the daily variability analysis, APHRODITE-
2 has a significantly lower correlation with ERA-Interim on the common period with
APHRODITE (1998-2007) and the correlation continues to drop after it. The difference in
correlation between the two datasets is quite dependent on the reference, but all show the
subsequent decrease. By contrast, CPC starts with the lowest correlation, but the correlation
rises in the last decade at the level of the other datasets. CMAP, based on CPC also presents
lower correlation, but is more variable, and it depicts a similar rise around the year 2000. All
the other datasets are very close to each other.

Still for monthly variability, the closest reanalysis to the observations is ERA5 (Figure 2.7-
B), except when using CPC and CMAP as reference: then, MERRA2 has higher correlation
at times, likely due the use of CPC data in both CMAP and MERRA2. Several datasets show
a decrease in correlation during the 1990s: JRA, has a drop more pronounced than what is
observed for the daily variability, and a drop appears for NCEP1, NCEP2 and ERA-20C.
20CR has the lowest correlation, while MERRA2, MERRA1, and ERA-Interim are quite
similar, with correlation just below ERA5. CFSR also has relatively high values, but exhibits
a decreasing trend, especially in the last 10 years, which is even more pronounced when
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Fig. 2.7 Correlation of monthly anomaly on a running ten-year window for the UIB. The
monthly mean needed for the anomaly is computed relatively to the ten-year window. The
years on the x-axis is the start of the ten-year window. Similarly as in Figure 5, a set of
datasets is tested against a reference. In A) observational datasets are tested against ERA-
Interim. B) shows the correlation between the reanalysis and GPCC-monthly. Lastly, C)
presents the longest datasets, except GPCC-monthly which is used as reference.
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Fig. 2.8 Same as Figure 2.7 but for the LIB
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testing with the other observational datasets. It is possible that version 2 of CFSR gives better
results, but it has not been running long enough to evaluate the monthly variability over a
10-year period. Instead, the correlations in Figure 2.7-B include both versions toward the
end of the time period, which could add discrepancies when computing the monthly mean
anomaly.

We also tested the datasets with the longest time coverage against GPCC-monthly (Figure
2.7-C). We found relatively stable correlations with APHRODITE and CRU during the
twentieth century: the time series do not diverge, despite the lowering number of observations.
However, since the datasets are not independent, we cannot say that the quality of those
datasets remains constant. The reanalyses present fluctuating correlations with the reference.
ERA-20C has lower correlations in the first half of the century, which could be due to a
lowering confidence in either the reference or the reanalysis. However, ERA-20C correlations
get closer to 20-CR during that period, which suggests that the variation in the reanalysis
quality is the most important factor.

The LIB shows somewhat different results in terms of monthly variability (Figure 2.8).
For the observations, APHRODITE does not have the highest correlations, as it is bypassed
by GPCP-SG during the 1980s. After 2000, all datasets perform very similarly with two
exceptions: CRU, which always has lower correlations, and APHRODITE-2 whose correla-
tions drop during the last two years. For the reanalysis, ERA5 still has the highest correlation
but is joined by ERA-Interim just before the year 2000. MERRA2 does not show specifically
higher correlation with CPC, as it does for the UIB, except for the two first years, where
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Fig. 2.9 Inter-annual correlation on the period 1981-2010 between GPCC-monthly and the
other datasets covering that period. The correlations are computed for specific seasons and
domains. We split the result by type of dataset (observation and renalysis)
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CPC has the lowest values. It is possible that the smaller difference in quality between
CPC and the other observational datasets is not important enough to influence MERRA2’s
quality significantly. Lastly, for the century-long datasets, correlations between CRU and
GPCC-monthly show a decreasing trend, that could be related to an increasing difference in
the observations included in each dataset. By contrast, ERA-20C correlation are as low as
20CR before 1950.

In Figure 2.9, we compare the inter-annual variability of GPCC-monthly to the reanalyses
over the period 1981-2010 and to the other observational datasets covering that period. In
Figure 2.10, we look at the 10-year moving mean for each of these datasets. Note that the
years we mention in the text correspond to the start of that 10-year window. The results are
split by season and study area. GPCP inter-annual variability is almost identical to that of
GPCC-monthly, due to the inclusion of GPCC-monthly data (Figure 2.9). By contrast, CPC
has a much lower correlation with GPCC-monthly, especially in the UIB. This agrees with
the lower capabilities found for the daily and monthly variability of CPC. Moreover, CPC is
the most dissimilar observational dataset for the decadal variability, particularly for the UIB,
along with CMAP and APHRODITE-2 (Figure 2.10). In contrast, the other datasets show a
very similar behaviour.

The reanalyses in winter have a decadal variability similar to the observation for the
period 1980-2010 (Figure 2.10-D). Moreover, the most recent reanalyses tend to converge
towards the same amount of precipitation after 2000. By contrast, the reanalyses that run
before 1980 do not represent the decadal variability depicted by the observations. For
summer in both study areas, none but ERA-5 represents the decadal variability observed. For
example, in the UIB during summer, the precipitation amount increases after 2000 in the
observations (Figure 2.10-B). While MERRA2 and CFSR show an increase of precipitation
2 or 3 times more important, ERA-interim and NCEP1 and 2 show instead a decrease (Figure
2.10)-E. Interestingly, while the observations show similar decadal variability for summer
between the UIB and the LIB, this is not the case for the reanalyses, except maybe for the
twentieth century reanalyses, and ERA-5. Notably, ERA5 has an inter-annual correlation
with GPCC-monthly that is higher than the correlation between GPCC and CRU for all three
panel in (Figure 2.9), suggesting it is at least as able as observational datasets.

2.4 Conclusion

In this study, we have compared a large number of precipitation datasets of different types
across two distinct zones of the Indus watershed: six datasets are based only on rain gauges,
four are derived from satellite observations, and ten from reanalysis. We have shown that the
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number and diversity of the datasets help to identify and quantify the limitations and abilities
of each of them, which in turn enables a better estimation of the uncertainties.

We have compared the datasets on the basis of the annual mean precipitation, the seasonal
cycle, as well as the variability over time scales from one day to 10 years. We have relied
on the literature to evaluate the different sources of uncertainty and have interpreted the
mean differences between datasets in terms of their quality. We have suggested that the
similarities in variability can directly be interpreted in terms of quality, especially when
comparing datasets with no common methods or data source. Most reanalyses do not
assimilate precipitation observations, which makes it possible to cross-validate between
observational and reanalysis data based on variability. Regardless of the observational
datasets used as a reference, we have found that some reanalyses have significantly higher
correlation with that reference than other reanalyses, which we have interpreted as a sign
of good quality. Conversely, when using a reanalysis as a reference, some observational
datasets have significantly higher correlation than others. The use of reanalyses to validate
observational datasets is justified by the quality of reanalysis products demonstrated in this
study. Specifically, at the scale of the Indus Basin, and for the daily variability, the same level
of similarity between the reanalyses and observations is also seen between the observational
datasets themselves.

We have used the Pearson correlation to compare the datasets, although this has some
limitations. For example, it is affected by extreme values, that is, in our context, unusually
large precipitation events. These lead to difficulties in interpreting trends and we preferred
the Spearman formula in this context (cf. Figures 2.5 and 2.6). By contrast, the Pearson
correlation is less affected by the difficulties in representing the lowest precipitation rates,
although these rates can explain some of the biases.

One of our findings concerns the important uncertainty in fine scale spatial patterns
of precipitation, particularly in the UIB, where precipitation is the most heterogeneous.
Important discrepancies remain between datasets, which explain part of the differences in
mean precipitation. This issue needs to be tackled in observational datasets by including
more measurements and by updating the climatology used in the interpolation methods.
In reanalysis products, higher resolution and better modelling of small scale processes are
likely needed to improve confidence in the spatial pattern of precipitation. In this study,
we have deliberately selected two large study areas, which has increased the confidence in
the datasets. Area-wide correlation particularly improves the significance of the variability
analysis, compared to a point-wise correlation.

We have also found that the quality of the datasets depends on the season. Rain gauge
measurements suffer from important underestimations in winter for the UIB. Most satellite-
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derived datasets even further amplify this bias. By contrast, reanalyses perform best during
winter. Particularly, the most recent reanalyses produce a very similar amount of winter
precipitation and its variability is similar to the observations at all timescales. We have
suggested that their amount of precipitation is closer to reality than the observations, although
some overestimations are possible, due to, for example, misrepresentation of the lowest
precipitation rates. Summer precipitation, in both study areas, is much more uncertain in
the reanalyses in total amount, seasonality, and variability. In contrast, satellite observations
perform better in summer than in winter and seem to bring additional information to rain
gauge measurements.

As mentioned above, rain gauge-based datasets underestimate precipitation. Only GPCC
products use a correction factor to account for measurement underestimation, but this factor
is still too small. We emphasise the need to correct directly the measured values before
interpolation to a grid dataset, using, for example, methods similar to those developed by
Dahri et al. (2018).

More specifically, APHRODITE is the best observational dataset for daily and monthly
variability, thanks to a large number of observations in the whole basin. However, it also
exhibits drier conditions than most of the other datasets, which is partially caused by the
interpolation method it uses and possibly by a lower quality of the data. Surprisingly,
APHRODITE-2 is not as good, especially for the longer term variability, as it removes some
observations in areas with an already lower density of measurements. CPC is the least
reliable observational dataset, particularly for the UIB, with a large dry bias compared to
GPCC-monthly, the lowest correlation scores at all time scales, and an error on the dates
before 1998. However, its quality significantly improves after 2005, which, we suspect, is
due to a change in the quality of the data source. GPCC-monthly is one of the most reliable
datasets both in terms of amount and variability. GPCC-daily relies on GPCC-monthly for its
monthly mean. The very low number of daily measurements included in the early part of the
covered period limits its quality, but this quickly improves as more observations are included.

Satellite-based datasets are very dependent on the quality of the rain-gauge product
they integrate. The added-value of satellite observations remains limited at the basin scale.
The signal is degraded during winter for the UIB, while better results in the LIB suggest
slightly wetter conditions than the rain gauge-based datasets. Importantly, the quality of
satellite-based datasets resides in their near real time availability as well as their higher
temporal and spatial resolution than rain gauge based datasets.

The quality of reanalysis datasets has clearly improved since the first datasets were
released. ERA5 is the latest reanalysis and clearly stands out as the one representing best the
observations, in terms of amount, seasonality, and variability at all time scales investigated.
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Remarkably, it is the only reanalysis representing the decadal variability of the summer
precipitation for both study areas as it is seen in the observations. Furthermore, for the daily
to inter-annual variability, the best performing observational dataset has often a better level
of similarity with ERA5 than with other observational datasets. Some of these qualities can
be derived from its high resolution, which allows the representation of interesting fine scale
features, as well as the assimilation of precipitation measurements.

After ERA5, ERA-Interim, MERRA1, and MERRA2 have relatively similar performance.
Reichle et al. (2017) showed that the soil moisture content was not improved over South
Asia from MERRA1 to MERRA2, neither in terms of variability nor biases, despite the use
of CPC to correct the precipitation input to the land surface model of MERRA2. Given the
difficulties of CPC to represent precipitation in the Indus Basin, correcting the modelled
precipitation with this dataset probably does not improve the signal. In this study, we were
able to show that the correction with CPC feeds back locally on the modelled precipitation,
particularly at the monthly scale for the UIB. We have also suggested that the dry bias of
MERRA2 in the LIB, and the decrease score on the daily variability compared to MERRA1,
is also due to that correction.

The confidence in JRA’s precipitation in the UIB is generally high, but drops for the daily
and monthly variability in the 1990’s. By contrast, it represents overly wet conditions for
the LIB. CFSR has problems reproducing the daily variability and the seasonality of the
monsoon, especially in the UIB. This is probably improved by the latest version that started
in April 2011. However, it would likely be better to treat the two versions separately as it
seems the new version produces somewhat different statistics of precipitation. The twentieth
century reanalyses, which includes only surface observations, are not as good as the others,
especially in winter. However, while 20CR barely reproduces any of the variability depicted
by the observation, ERA-20C has much better capabilities, close to NCEP1 and CFSR,
especially during summer. Neither 20CR nor ERA-20C represent the decadal variability seen
in the observation before 1980.

Finally, large uncertainties remain about precipitation in the UIB, but one should not treat
all datasets equally. We have demonstrated that specific datasets represent the precipitation
better, which helps to narrow down the uncertainty. Particularly, we have argued that precip-
itation from reanalyses and observational datasets can both be useful for cross-validation.
They can also be used for quality monitoring. Daily correlation of precipitation for key
areas can be performed between a series of datasets with near real time updates. Changes in
correlation between one or several datasets would therefore highlight a change in quality that
would need to be investigated.
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ERA5 reanalysis will be used as the main reference for model evaluation in this thesis, due
to two qualities. First, at the scale of the Indus Basin, it produces timeseries of precipitation as
reliable as rain gauge-based datasets. Second, it produces 3D atmospheric fields that can also
be compared to model outputs in order to understand the origin of precipitation differences
(Chapters 3, 4, and 5). For longer timescales, GPCC-monthly will also be considered (Section
5.4.1).



Chapter 3

Contribution of cross-barrier moisture
transport to precipitation in the UIB

Preface

The content of this chapter, both in terms of methodology and results, have been published
in Baudouin et al. (2020a). Co-authors C.A. Petrie and M. Herzog provided guidance and
reviewed the paper. Only small modifications have been performed on the introduction and
conclusion compared to the published version, so the chapter can fit in the thesis.

3.1 Introduction

Chapter 2 established that ERA5 is one of the observational datasets that represents pre-
cipitation seasonality and variability in the Indus River Basin the most accurately. As a
reanalysis, it also provides 3D atmospheric fields. These fields are used in this chapter to
better understand the processes at the origin of precipitation variability and seasonality, so
it can be established whether climate models can represent these processes. To reduce the
scope of the analysis, only precipitation in the Upper Indus River Basin (UIB) is considered.

The upper Indus River Basin is a key water storage zone on which the population of
Pakistan and north-west India have relied throughout the Holocene for water supply and
agriculture, in an otherwise semi-arid or arid basin (Baudouin et al., 2020b; Petrie et al.,
2017; Yu et al., 2013). The Indus watershed is dominated by a large flat plain and major
mountain ranges including the Hindu Kush, the Karakoram, and the Himalayas that lie to
its North. The upper Indus River Basin (UIB) is mostly characterised by this mountainous
terrain.
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Precipitation in the UIB mainly falls during two wet seasons which have different synoptic
characteristics. In winter, from December to March, extra-tropical Western Disturbances
bring rain, and snow at altitude, over most of the mountains and nearby plains (Dimri et al.,
2015). In summer, mostly in July and August, the South Asian monsoon extends to the Indus
River basin and produces large quantities of precipitation near the foothills of the Himalayas
during intense episodes of deep convection (Barros et al., 2004; Houze et al., 2007).

Previous studies of precipitation in the Indus or upper Indus River Basin have noted the
importance of the topography to trigger or enhance precipitation during both wet seasons
and explained the differences between the mountainous areas and the drier lowland (e.g.
Baudouin et al., 2020b; Dahri et al., 2018; Immerzeel et al., 2015; Iqbal and Athar, 2018;
Ménégoz et al., 2013; Palazzi et al., 2013). These studies have stressed the uncertainties in
precipitation amount and finer scale patterns in the mountainous areas due to the scarcity,
heterogeneity and biases in precipitation observations. Numerical experiments have also
been performed for case studies to better understand the processes involved in the generation
of precipitation (Barros et al., 2004; Dimri and Chevuturi, 2014; Dimri, 2004; Medina et al.,
2010; Muhammad Tahir et al., 2015, among others). Unsurprisingly, these authors have found
that the topography is responsible for the increase of precipitation along the foothills. They
especially show the importance of wind and up-slope moisture convergence, associated with
convective instability, in the production of precipitation during both wet seasons. However, a
systematic analysis of synoptic scale processes causing the dependency between precipitation
and topography at the basin scale has not been performed so far.

Houze (2012) has reviewed the processes related to precipitation generation in mountain-
ous areas. Most processes involve cross-barrier flow, when a mountain barrier dynamically
forces the air to rise up to saturation if enough moisture is present (e.g. moisture conver-
gence). Depending on the stability of the flow, the effect of mountains differs. In cases of
high static stability or weak motion, the cross-barrier flow can be blocked and deflected by
the mountain barrier, limiting convergence on the foothills. In contrast, if the flow is stronger,
or the atmosphere has lower static stability, up-slope convergence is maximised. Convective
instability can also provide the energy that sustains vertical velocities. This energy is released
either by differential diurnal heating or by a cross-barrier flow. In the latter case, kinetic
energy from the cross-barrier flow and convective potential energy combine to strengthen
the vertical velocities. These strong interactions between instability and cross-barrier flow
produce complex patterns in precipitation variability.

In this study, we investigate the processes that control precipitation and their relationship
to the topography. We only consider the precipitation average over the UIB to avoid dealing
with finer scale heterogeneity and associated uncertainty. Specifically, we quantify the
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importance of the cross-barrier wind effect in the production of precipitation. The method
is based on common statistical tools that are not often applied in atmospheric science.
Subsequently, the analysis focuses on the similarities and differences between seasons, and
the importance of the direction and the altitude of the cross-barrier flow. Lastly, we quantify
the ability of climate models to represent these processes.

3.2 Data

3.2.1 Study area

The Upper Indus River Basin (UIB) is defined as in Baudouin et al. (2020b) as the part of the
Indus River Basin north of a line between 68.75°E-33.5°N and 77.5°E-30°N, and is delimited
by the black contour line in Figure 3.1. This study area includes the most mountainous part
of the watershed: part of the Hindu Kush and the Sulaiman ranges to the west, the Karakoram
to the north, and the western part of the Himalayas to the north-east. It also extends to the
plains to the south, in order to incorporate most of the maximum of precipitation falling
along the foothills (Figure 3.1, see also Baudouin et al., 2020b). Figure 3.1 also shows the
topography as represented in the ERA5 reanalysis dataset. The topography rises steeply
north of the plain to reach a maximum of between 3000 and 8000 m above sea level. The
orientation of the mountain ranges changes from west to east, forming a notch where the
Hindu Kush and the Sulaiman range connect to the Karakoram (See Figure 3.1).

3.2.2 Datasets

This study requires estimates of both precipitation and moisture transport, defined as the
product of wind and specific humidity. Gridded estimates of atmospheric variables, such as
wind and moisture, are only provided by reanalyses. These atmospheric variables are then
compared with precipitation data from the same reanalysis. Doing so ensures consistency
between the variables and lowers the statistical threshold for significant results.

Reanalysis data from ERA5 (Hersbach et al., 2018) are used for this study. ERA5
produces the most reliable precipitation estimates for the study area, both in terms of total
amount and variability (Baudouin et al., 2020b). The data were selected over the maximum
period 1979-2018 (40 years) at a 3-hourly time step. Precipitation corresponds to the
accumulation over this 3-hourly period, averaged over the study area. Instantaneous values of
wind and specific humidity are considered at three different standard pressure levels: 850 hPa,
700 hPa, and 500 hPa, and at each grid point (at 0.5° horizontal resolution) within the area
between 28 and 40°N, and between 65 and 85°E. ERA5 data provide extrapolated values on
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Fig. 3.1 Map of mean annual precipitation from ERA5 reanalysis dataset and for the period
1979-2018. The UIB is delimited by the black thick contour. The thinner contour lines
represent the relief as modelled in the reanalysis (1500 m, 3000 m and 5000 m levels are
indicated). The thicker grey line represents the coast line as in the reanalysis. The black
doted mark the area where the mountain ranges form a notch. Finally, the dashed line is the
cross-section used in Section 3.4.4.
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pressure levels below the model surface. To ensure that for a specific grid point we use values
mostly above the model surface (see contour lines in Figure 3.1), we deselect values for
grid points where the model surface is above 1500 m for 850 hPa, 3000 m for 700 hPa, and
5000 m for 500 hPa. Note that the wind, and therefore the moisture transport, were separated
into northward, westward, southward, and eastward directions. Higher temporal and spatial
resolution are available for ERA5 but have not been used due to computing limitations and
for a better consistency with climate model output.

Lastly, we use the output from climate models: the historical simulations produced for the
Coupled Model Intercomparison Project phase 6 (CMIP6, Eyring et al., 2016). We use the
data from the period 1980-2010 of this experiment. Note that in CMIP6, the instantaneous
values of atmospheric variables are at a sub-daily resolution (6-hourly). As of August 2019,
data for humidity and wind on pressure levels, and precipitation are available for the historical
experiment from three climate models: GISS-E2-1-G, IPSL-CM6A-LR, MRI-ESM2-0 (Table
3.1).

Table 3.1 Available CMIP6 climate models, only the historical experiment is considered.

Model name Short name Variant Nominal resolution Citation

GISS-E2-1-G GISS r1i1p1f1 250 km NASA/GISS (2018)
IPSL-CM6A-LR IPLS r1i1p1f1 250 km Boucher et al. (2018)
MRI-ESM2-0 MRI r1i1p1f1 100 km Yukimoto et al. (2019)

3.3 Methods

3.3.1 Multilinear regression

The large-scale atmospheric circulation associated with precipitation events is often studied
using a composite analysis, that is, by averaging the circulation over a large number of events
(e.g. Hunt et al., 2018a; Midhuna et al., 2020; Vellore et al., 2016). However, this technique
cannot determine which components of the circulation (location, altitude, and direction)
are the most important in the generation of precipitation, nor can it quantify the strength of
this link. Statistical methods help answering these questions. Here, we aim at predicting
precipitation from moisture transport. We use a general linear model to fit precipitation (the
predictand) with the time series of moisture transport at each grid point (the predictors) with
the ordinary least square method. In mathematical terms, the model is defined as:
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Y = Ŷ+E, where Ŷ = β̂0 +∑
i
(β̂i ×Xi) (3.1)

In equation 3.1, the predictand Y is the time series of average precipitation over the
UIB. With all 40 years of ERA5, the predictand includes n = 116877 observations, without
distinguishing the seasons. The predictors Xi are the time series of southerly moisture
transport at 700 hPa, defined as the product of wind and specific humidity. The time series are
defined at each grid point within the box defined in Section 3.2.2 (see extent of the figure 3.2-
A; note that points outside of the UIB are considered). There is a total of p = 645 predictors
or grid points. The coefficient β̂i corresponds to the importance (or weight) of the ith predictor
to predict precipitation. The coefficient β̂0 is the intercept of the regression, and is interpreted
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Fig. 3.2 Map of the coefficients given by different regressions between precipitation and
southerly moisture transport at 700 hPa: in A, all the grid points are considered as predictor
(p = 645); in B, C and D, the regression is made with the first p = 100, 50 and 10 PC
(Principal Components) respectively. Non-significant values at the level 95% are in white,
while grey areas represent excluded grid points (because of a surface above 3000 m). The
validated coefficient of determination R2 is given for each case.
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as an offset. Note that these coefficients are independent of time. The prediction Ŷ represents
the part of precipitation, still as an average over the UIB, associated with moisture transport.
Finally, the residual E (or model’s error) is the part of the precipitation not related to moisture
transport, and we associate this residual to small-scale processes such as convection.

The quality of the regression is defined using the coefficient of determination:

R2 = 1−SS(E)/SS(Y) (3.2)

where SS is the sum of square function (i.e. the variance multiplied by the degree of
freedom). R2 also equals the square of the Pearson’s correlation coefficient between the
predictand and the prediction. R2 is validated on a sample of observations distinct from
the one used to train the model: nine tenths of the observations are randomly selected to
generate the training sample, while the remaining one tenth forms the validation sample.
This selection is repeated 10 times to reduce the sampling uncertainty. The final R2 equals
the mean of R2 for each instance of sampling.

The uncertainty of the estimate of the coefficients β̂i is evaluated using their standard
deviation σ given by the equation:

σ(β̂i) =

√
SS(E)

SS(Xi)× (1−R2
Xi
)×d f

(3.3)

where R2
Xi

is the coefficient of determination of the regression of Xi by all the other
predictors X j ̸=i, and d f is the degree of freedom (n − p − 1, for n observations and p
predictors). Finally, a Student’s t-test is performed at the 95% confidence interval on the
variance of the coefficients, to determine whether the coefficient is significant.

3.3.2 Dealing with multicollinearity

Figure 3.2-A presents the result of the regression between precipitation and southerly moisture
transport at 700 hPa. With R2 = 0.81, it has a high predictive skill. However, there is only a
relatively limited number of significant coefficients despite the high number of observations,
and the figure lacks a homogeneous pattern, which limits the interpretation. The cause of the
noisy pattern is the spatial auto-correlation of the 2D field, also referred to as multicollinearity
of the predictors in the context of a multilinear regression (see for example Saporta, 2006).
The effect of multicollinearity, or the fact that a predictor can be predicted by the other
predictors, is apparent in equation 3.3. There, the coefficient R2

Xi
measures the collinearity

between the predictor Xi and the other predictors X j ̸=i. In case of a high collinearity, R2
Xi

gets
close to 1, which increases the standard deviation and thus the uncertainty on the coefficient
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β̂i. Eventually, the number of significant coefficients is reduced, as observed in Figure 3.2-A.
Moreover, the ordinary least square method used to solve the regression equation involves a
matrix inversion. Multicollinearity implies that the matrix is very close to rank deficiency. In
that case, the inverted matrix becomes unstable and magnifies noise (Saporta, 2006), resulting
in the patchy pattern seen in Figure 3.2-A.

A common way to reduce the impact of multicollinearity is the use of the Principal
Component (PC) regression. It acts on the predictors themselves by reducing their number in
the regression (in equation 3.1). The PC regression method consists first in a decomposition
in principal components (or principal component analysis, PCA) of the predictors. During
this process, the predictors are standardised. Then, a certain number of PCs, that need to be
determined, are selected and used for the regression. The timeseries of each selected PC are
then used as new predictors in the regression as shown in the following equation:

Ŷ = β̂0 + ∑
j∈selected PC

(β̂ j ×PC j) with PC j = ∑
i
(αi j ×Xi) (3.4)

PC j is the timeseries of the jth PC, and is a linear combination of the timeseries of
moisture transport at each location (Xi). The coefficients αi j form the rotation matrix from
the PC analysis. The prediction Ŷ can be written in function of Xi:

Ŷ = β̂0 +∑
i
(∑

j
β̂ jαi j)×Xi (3.5)

It is clear from equation 3.5 that the prediction is still a function of the same timeseries
Xi as in equation 3.1, despite having fewer coefficients β̂ j. The PC regression acts as a
low pass filter: with fewer PCs selected, the result of the regression gets coarser (or less
noisy). The objective is to select the number of PCs that allow the regression to resolve the
extent of the phenomenon investigated. We are unable to find a satisfying statistic criterion
for the selection: a reduction of the dimension fails to increase R2, a stepwise regression
based on the significant decrease of the variance of the residuals includes too many PCs,
and a threshold based on the cumulative variance explained by the selected PCs is strongly
dependent on the characteristic of the 2D field considered.

In our example, we apply the regression to the first 10, 50 and 100 PCs respectively.
Figure 3.2-B, C and D show the resulting pattern by plotting each coefficient associated with
Xi as shown in equation 3.5. The selection of the first 50 PCs (Figure 3.2-C) produces good
result in terms of interpretability, with a pattern that overlaps with most of the study area.
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3.3.3 Using several 2D fields

In the two previous sections, we used the southerly moisture transport at 700 hPa to predict
precipitation. Now, we look at other predictors, especially different altitudes or directions
of moisture transport, to ascertain whether they can further improve the prediction. The
additional predictors, all 2D fields, are included in the regression along with the southerly
moisture transport at 700 hPa. A decomposition in principal components (PCA) is still
needed to address the multicollinearity between the predictors. However, we do not perform
the decomposition of all 2D fields simultaneously since doing so would couple different fields
and hinder the selection of fields that significantly contribute to the precipitation variability.
In addition, we are interested in patterns of similar extent between each 2D field in order
to compare them. A simultaneous decomposition would mask the distinct spatial details
explained by individual fields. So, the PC decomposition is performed for each 2D field
independently. The number of PCs for each field is defined so that each field is represented
by a pattern of similar extent. A measure for the extent of a pattern is needed in order to
define a consistent threshold across the different fields.

We consider a gridded map (or matrix) of n points filled with value αi. When plotted, the
values αi form a pattern for which we want to measure the extent. The Extent of Pattern (EP)
can be described by the root mean square of the differences of value αi between all pairs
of neighbouring grid points (i, j) of this map. We only consider neighbouring points of the
same latitude or longitude (m pairs). This value is then normalised by dividing with the root
mean square of the values αi at all grid points. Hence, this normalised value represents the
mean change between two neighbouring points in units of deviation from zero. The inverse
of this value, multiplied by the mean distance (d) between neighbouring points, represents
the mean distance needed to observe a change of one deviation to zero, and is used to define
EP for a map of values αi:

EP = d ×

√
∑i α2

i /n
∑(i, j)(αi −α j)2/m

(3.6)

For example, for Figure 3.2-C, there are m = 1167 pairs of neighbouring points with a
distance of 0.5°, the resulting Extent of Pattern is EP = 1.13°. In Figure 3.2-A, it reaches
only EP = 0.32°, consistent with the much noisier pattern that is visible in this figure.

The effect of reducing the number of PCs selected in a PC regression can be re-interpreted
with EP. In Figure 3.3, EP is computed for each PC for the southerly moisture transport
at 700 hPa. The figure shows that the Extent of Pattern generally decreases for PCs that
explain less variance (i.e. with a higher PCS number). Hence, limiting the regression to the
PCs with a higher EP limits the noise in the regression pattern, as seen in Figure 3.2-B, C
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and D. We determined in section 3.3.2 that a selection of the first 50 PCs gives satisfying
results (Figure 3.2-C). The Extent of Pattern of the 50th PC is 0.73°, after smoothing. This
value is used as a threshold to determine the number of PCs used for the other 2D fields.
The third and fourth rows of Table 3.2 show the number of PCs selected for each field, as
well as the cumulative variance explained for this selection. Differences in the cumulative
variance explained can be observed between the different altitudes of moisture transport,
which highlights the importance of not using explained variance if the goal is to have patterns
of similar extent.

Equation 3.1 can be rewritten when considering several 2D fields, as follow:

Y = ∑
k

Ŷk + β̂0 +E, with Ŷk = ∑
j∈selected PC

(β̂ jk ×PC jk) (3.7)

Ŷk is defined as the "partial" prediction associated with the kth 2D field, which corre-
sponds here to the contribution of the moisture transport at a given altitude and direction to
precipitation.

The next step, after performing the PCA and selecting the number of PCs for each 2D
field, is to select the most important fields for the regression of precipitation. This selection
is performed by using Pratt’s Index (Pratt, 1987), which quantifies the relative importance
of each predictor. Following the notation of equation 3.1, Pratt’s Index equals, for each
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Fig. 3.3 Extent of Pattern for each PC for the southerly moisture transport at 700 hPa (black
line). For the red line, a Gaussian smoothing is performed. The first 50 PCs are selected for
this field, which correspond to an Extent of Pattern of 0.73° for the last PC.
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predictor Xi, the product of the coefficients β̂i and the correlation between the predictor Xi

and the predictand Y:

PIi =
β̂i ×σ(Xi)

σ(Y)
× cor(Xi,Y) (3.8)

The sum of that index over all predictors equals the R2 of the regression with all the
predictors: the Pratt’s Index of a predictor can be expressed as a percentage of R2. A higher
percentage means a higher contribution of a predictors to R2. To quantify the contribution of
a 2D field, we simply take the sum of Pratt’s Index for each predictor composing that field,
which following the notation of equation 3.7, can be simplified to:

PIk =
σ(Ŷk)

σ(Y)
× cor(Ŷk,Y) (3.9)

The result for each predictor is given in Table 3.2 (last row): a higher value characterises
a more important predictor.

Grömping et al. (2006) and Nathans et al. (2012) have discussed advantages and limi-
tations of Pratt’s Index and other measures of relative importance. The main issue related
to Pratt’s Index is that negative values are possible as can be seen for some predictors in
Table 3.2. These negative values don’t mean that removing these variable from the regression
would increase the R2, as removing variable can only decrease it. Instead, negative Pratt’s
index reveals predictors that are referred to as a suppressor in regression studies Nathans
et al. (2012); Smith et al. (1992). Those predictors act by suppressing the variance of other
predictors. A suppressor with a high variance has a greater suppression power. Pratt’s Index
is generally not suitable to investigate those predictors, because correlation between suppres-
sors and predictand is not relevant and others indices need to be looked at. However, in our
context, these negative values of the Pratt’s Index remain very close to zero, which suggests
a low variance of the predictors, and implies that Pratt’s Index offers a clear differentiation of
the relative importance of each predictor, compared to other measures.

3.3.4 Time lag and causality analysis

We have so far predicted precipitation only by considering the state of the moisture transport
at the start of the 3-hour precipitation accumulation period. It is possible that precipitation is
also explained by an earlier state of the moisture transport due to a potential lag phenomenon.
The result of the regression can also include a response of the moisture transport field to
precipitation. It is therefore important to disentangle the causes and effects of precipitation.
We use a distributed lag model (Saporta, 2006), where the regression is applied on the
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predictors with different time lags. Due to the high correlation between the different time
lags of the same predictor, multicollinearity issues arise, and the number of lags tested in the
same regression is kept small. Specifically, for moisture transport, we select the start and the
end of the 3-hour precipitation accumulation period, as well as three hours before the start,
and three hours after the end of this period.

It is important to note that a negative lag (the predictor occurs before the predictand) does
not imply a direct causality link. For example, the predictor may well be a faster response to
the real direct cause of the predictand, or an indirect cause through another variable. Similarly
a positive lag (the predictor occurs after the predictand) does not imply that the predictor
is caused by the predictand (cf. Granger causality principles developed in Granger, 1969).
Consequently, we only interpret the predictors as a potential cause (consequence) when the
lag is negative (positive), as the results may differ depending on the predictors selected for the
regression. A causal link can only be established after identifying and testing an underlying
physical mechanism.

This causality issue can also be seen in our study. Cross-barrier flow is not a direct cause
of precipitation as it relates to it through moisture convergence and condensation in the
lifted air mass. We have also mentioned in the introduction that the uplift (and therefore
precipitation) can be caused by convective instability. Convection results in lower troposphere
convergence and thus moisture transport. If convection occurs over a large enough scale,
its impact on the southerly moisture transport can be detected by our method. In our study,
however, we do not distinguish whether the cross-barrier flow is a cause or a consequence of
the uplift, as the two are intricately linked. Therefore, we do not investigate the specific role
of instability in the generation of precipitation. Table 3.3 presents the relative importance
according to Pratt’s Index for the regression performed with the southerly moisture transport
at 850 and 700 hPa and the four time lags selected. Pratt’s Index clearly shows that the two
positive time lags are much less important than the two negative, suggesting that moisture
transport is predominantly a potential cause of precipitation.

3.4 Results

3.4.1 General

Table 3.2 shows that the southerly moisture transport at 700 hPa (Pratt’s Index of 51%) and
850 hPa (36%) are by far the most important altitudes and directions for the prediction of
the 3-hourly precipitation. In terms of time lag, the most important point in time is the start
of the accumulation period (total Pratt’s Index of 55%, Table 3.3), followed by three hours
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Table 3.3 Selection of the most important time lags. The regression predicts the precipitation
using the southerly moisture transport at 700 hPa and 850 hPa and four time lags: the start of
the three-hour accumulation period of the precipitation, three hours earlier, the end of the
accumulation period, and three hours later. The validated R2 of the regression considering all
the time lags reaches 0.860. The relative importance is given in the table using Pratt’s Index,
as a fraction of R2.

Time steps -3h Start End +3h

Southerly moisture transport at 700 hPa 20% 34% 9% 0%
Southerly moisture transport at 850 hPa 11% 21% 0% 5%

earlier (31%). For simplification, only the start of the accumulation period is considered in
the rest of the study. Figure 3.4-A presents the coefficients β̂i (from Equation 3.1) of the
regression based only on southerly moisture transport at 700 hPa and 850 hPa at the start of
the accumulation period. It shows that the highest coefficients are located along or close to
the Himalayan foothills, highlighting the areas where cross-barrier moisture transport is the
most important for generating precipitation. The validated R2 of that regression is 0.832,
indicating that the two predictors (Southerly moisture transport at 700 hPa and 850 hPa)
explain most of the variability of precipitation. Only considering the wind reduces R2 to
0.712, showing that although the wind explains most of the variability, moisture also plays
an important role in predicting precipitation. The intercept, introduced in the statistical
model (β̂0 in equation 3.7) equals −0.70 mm ·day−1, which has the effect of offsetting the
contribution of the moisture transport, suggesting that the southerly moisture transport needs
to be intense enough for precipitation to occur. Note that we applied the same method to
MERRA2 data (Gelaro et al., 2017), with very similar results. Overall, these results support
the hypothesis that precipitation is mostly due to the condensation of moisture due to the
forced uplift of a cross-barrier flow. This process is now further investigated.

3.4.2 Seasonality

Precipitation in the UIB is characterised by a bi-modal seasonality, which is well represented
by ERA5 (as shown by the black line in Figure 3.5-A; Baudouin et al., 2020b). One
wet season occurs in winter-early spring and is driven by extra-tropical disturbances; the
other, narrower but more intense, occurs in July-August, in relation to the South Asian
Summer Monsoon. Due to the difference in larger scale drivers, it is possible that the cross-
barrier moisture transport is differently related to precipitation depending on the season. We
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Fig. 3.4 (Previous page) Map of the coefficients of the PC regression of the precipitation with
the southerly moisture transport at 850 hPa and 700 hPa (S850 and S700 respectively) at the
start of the precipitation accumulation period. The relative importance is given using Pratt’s
Index. For A, the regression considers all 3-hourly time steps (whole year) while for B and C
the 3-hourly time steps are restricted to winter (December to March) and summer (July and
August) respectively.

reproduce the same regression as in Figure 3.4-A, with the same temporal resolution, but for
winter (Figure 3.4-B) and summer (Figure 3.4-C). The summer season is defined by the two
wettest summer months, July and August. For winter, we consider the two wettest months
February and March, but also December and January, which are generally considered in
the literature on Western Disturbances (Dimri et al., 2015; Hunt et al., 2018a). A different
definition of the seasons does not affect the main results.

In either season, the patterns are remarkably similar. The main changes are a re-balancing
of the relative importance of the two fields, and a better coefficient of determination in
winter (R2 = 0.922) than in summer (R2 = 0.740). We checked whether the change of
relative importance of some of the other directions (westerly, easterly, northerly) and altitudes
(500 hPa) for summer could explain the difference in R2, however, there was no significant
difference compared to the results presented in Table 3.2. Since no major differences are
observed between the two seasonal regressions, the regression for the whole year is suited to
studying the seasonality.

Figure 3.5 presents the seasonality of different variables: the prediction (3.5-A), the
coefficient of determination (3.5-B), and the different contributions to precipitation (3.5-C
to E). The prediction is able to reproduce almost perfectly the seasonality of precipitation
(Figure 3.5-A). This quality contrasts with the seasonality of the coefficient of determination
(R2, Figure 3.5-B): it reaches a minimum in June and remains lower than it is in winter for
the rest of summer. This minimum is possibly the result of increased small-scale diurnal
convection during summer that produces precipitation without the need of horizontal moisture
transport (e.g. influence of diurnal heating only; Houze, 2012). Yet, this process does not
impact seasonal biases and the minimum value of R2 remains high (>0.6).

Despite their similarity with the season-limited regressions, the moisture transport at
850 and 700 hPa predicting precipitation behave differently along the seasons as shown in
Figure 3.5-C. Both contributions of the moisture transport exhibit two peaks that match the
precipitation peaks, but their magnitudes differ. Winter precipitation is dominated by an
increase in moisture transport at 700 hPa, while during summer both altitudes contribute
equally to precipitation.
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We take the analysis further by investigating whether the seasonality in precipitation is
explained by a distinct change in seasonality of the southerly wind or specific humidity. We
multiply the regression coefficients (as in Figure 3.4-A) with the time series of southerly
wind on the one hand and specific humidity on the other, and sum the results for each time
step. The two time series obtained are representative of the distinct influence of wind and
moisture, respectively, on precipitation. In Figure 3.5-D and E, we represent the seasonal
cycle of those two time series on a log scale. Their product (or sum on the log scale) nearly
equals the moisture transport seasonality. The small residual is due to high winds and specific
humidity occurring at the same locations or time steps (e.g. spatial and temporal correlation
between wind and specific humidity).

This synchronous occurrence, at the sub-daily scale, can be quite important in winter,
where it explains up to 25% of the precipitation increase (i.e. the southerly winds at 700 hPa
brings higher specific humidity). Yet, Figures 3.5-D and E suggest that winter precipitation
is mostly driven by an increase in southerly winds at 700 hPa, while moisture only plays a
role in explaining the lag between the wind peak in February and the precipitation peak in
March. In contrast, the summer peak is mostly explained by an increase in moisture at both
altitudes, although the wind at 850 hPa also peaks in this season, similar to winter. Both dry
seasons are related to weak occurrence of southerly winds.

3.4.3 Cross-barrier wind direction

The fact that only the southerly flow relates to precipitation is quite surprising as the Hi-
malayan range is oriented North-West to South-East. We would have expected the westerly
flow to play an important role, but it is a poor predictor (total Pratt’s Index of 12%, cf. Table
3.2). This result also seemingly contradicts numerous studies supporting a westward or
south-westward origin of moisture, especially in the context of the Western Disturbances
(Dimri et al., 2015), which are particularly evident in tracking analyses (Boschi and Lucarini,
2019; Hunt et al., 2018b; Hussain et al., 2015a; Jeelani et al., 2018). However, our study
does not investigate the origin of moisture, and the PC regression result is not indicative of
the mean flow in the UIB. The mean flow is given by the composite analysis we present next.

Figure 3.6 shows the composite maps of the mean wind and moisture fields when
significant precipitation occurs in the following three hours (> 2mm) in comparison with
the absence of precipitation (< 0.1mm). It shows a general southerly orientation of the wind
within the study area when precipitation falls (Figure 3.6-A, C, E and G). As evident in
winter at 850 hPa (Figure 3.6-C) and in summer at both altitudes (Figure 3.6-E and G), a
small easterly component is also present along the foothill of the Himalayas in the study area
when precipitation occurs. By contrast, a westerly component dominates in the absence of
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precipitation (Figure 3.6-D, F and G). Several reasons explain the absence of precipitation in
relation to a westerly wind, and oppositely, an easterly component when precipitation occurs.

The principal effect of topography on a flow is the deflection of that flow so that it can get
around the obstacle. A horizontal deflection is particularly obvious in winter (Figure 3.6-A
and B). Strong south-westerly winds occur over Rajasthan, perpendicular to the Himalayan
range. Arriving close to the mountain it splits in half with a tipping point just south-east of
the study area: a southerly to south-easterly branch reaches the study area while the other
turns east towards the Ganges plain. A similar but weaker south-westerly winds occur over
Rajasthan in summer at 850 hPa (Figure 3.6-G and H). During this season, the southerly
branch heading towards the upper Indus only takes place when precipitation occurs, while the
westerly branch dominates in the other case. The deflection caused by the topography should
be further enhanced by the static stability of the air mass as the flow would be blocked in and
below the stable layer instead of rising above the mountain range. This process, however, is
not investigated further here as the static stability is not among the available variables for
ERA5.

The shape of the topography also impacts the flow. There is a rapid change in the
orientation of the slope of the mountain ranges in the western part of the study area, where
the Hindu Kush and the Sulaiman ranges connect with the Karakoram and the Himalayas
(See Figure 3.1). It forms a notch, known to be related to terrain-locked disturbances in winter
(Dimri et al., 2015; Lang and Barros, 2004). When precipitation occurs, a south-easterly flow
occurs parallel to the Himalayan foothills at 700 hPa or lower and is eventually trapped in
that notch (Figure 3.6-C and G), and forced to rise. By contrast, if no precipitation occurs,
an opposite north-westerly flow follows the Himalayas and leaves the UIB without a forced
uplift (Figure 3.6-B, D, F and H).

In addition, the synoptic dynamic drives the wind flow through pressure gradients and
enhances the effect of the topography. Southerly winds at 850 hPa are often triggered by a
low located just to the west or south-west of the study area, as suggested by the cyclonic
circulation shown in Figure 3.6-C and G. The friction, which is stronger towards the foothills,
diverts the wind towards the lower pressure by geostrophic adjustment, enhancing the
orographic deflection, and the convergence in the notch. Divergence is also often found at
the tropopause in relation to the low at 850 hPa, particularly in winter (Hunt et al., 2018a),
which sustains vertical velocities. By contrast, the topography to the north (The Pamir range
and the Tibetan Plateau) prevents the formation of a low at 850 hPa there, that could enhance
a westerly flow. Rather, this flow is related to the intensity of the subtropical ridge, while
the topography forces an anticyclonic deflection (Figure 3.6-B, D, F and H). Overall, this
synoptic context lacks the dynamics that would force the uplift of the westerly flow.
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Lastly, the moisture content of the westerly and southerly flows is quite different. The
southerly flow brings warm and humid tropical air. In contrast, the westerly to north-westerly
flow descends after passing over the Sulaiman and Hindu Kush ranges leading to the intrusion
of higher altitude continental dry air, as seen in Figure 3.6-B, D, and F (Foehn effect).

In summary, our study suggests that only the southerly component of the cross-barrier flow
is important for triggering precipitation, while the mean flow varies from south-westerly to
south-easterly depending on the location and season. These results corroborate the southward
origin of the moisture suggested by Hunt et al. (2018b).

3.4.4 Moisture transport altitude

According to table 3.2, the moisture transport at 700 hPa is the most important predictor for
explaining the precipitation variability (total Pratt’s Index of 56%), followed by the one at
850 hPa (33%), while the transport at 500 hPa is much less significant (12%). We further
investigate the dependency between relative importance and altitude by performing the PC

−2 0 2 4 6 8

950

850

700

500

−0.02 0.00 0.02 0.04 0.06 0.08

Pratt's index for each 25hPa layer (% of R2)

Mean moisture transport (kg/kg*m/s)

P
re

ss
ur

e 
(h

P
a)

A) Winter

−2 0 2 4 6 8

950

850

700

500

−0.02 0.00 0.02 0.04 0.06 0.08

Pratt's index for each 25hPa layer (% of R2)

Mean moisture transport (kg/kg*m/s)

P
re

ss
ur

e 
(h

P
a)

B) Summer

3−hourly precipitation:

Below 0.1 mm

Between 0.1 and 0.5 mm

Between 0.5 and 1 mm

Between 1 and 2 mm

Above 2 mm

Importance (whole year)

−2 0 2 4 6 8

950

850

700

500

−0.02 0.00 0.02 0.04 0.06 0.08

Pratt's index for each 25hPa layer (% of R2)

Mean moisture transport (kg/kg*m/s)

P
re

ss
ur

e 
(h

P
a)

A) Winter

−2 0 2 4 6 8

950

850

700

500

−0.02 0.00 0.02 0.04 0.06 0.08

Pratt's index for each 25hPa layer (% of R2)

Mean moisture transport (kg/kg*m/s)

P
re

ss
ur

e 
(h

P
a)

B) Summer

3−hourly precipitation:

Below 0.1 mm

Between 0.1 and 0.5 mm

Between 0.5 and 1 mm

Between 1 and 2 mm

Above 2 mm

Importance (whole year)

Fig. 3.7 Longitudinally averaged meridional moisture transport along 30°N and between 70°
and 80°E (coloured line, bottom axis). The results are presented as a function of altitude and
for different intensities of precipitation in the following 3 hours in the UIB. The results are
split between winter (December-March, A) and summer (July-August, B). The black lines
in A and B are identical and represent the relative importance (Pratt’s Index, upper axis) of
each altitude’s southerly moisture transport (again, along 30°N and between 70° and 80°E)
in predicting precipitation.
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regression of precipitation using a vertical layer of moisture transport along 30°N (see Figure
3.1). We select as predictor all grid points above the ground between 70° and 80°E (every
0.5°) and between 950 and 500 hPa (every 25 hPa). This selection insures that we capture
most of the moisture eventually reaching the UIB. The regression is performed for the whole
year using the first 20 PCs. R2 reaches 0.62, which is lower than when using horizontal
layers, because the predictors considered here are further away from the foothills and the
main moisture convergence area. However, R2 remains high enough to investigate the relative
importance of the different altitudes of moisture transport to produce precipitation. Figure
3.7 (black line in either A or B) shows the relative importance of each altitude using Pratt’s
Index. As expected, the moisture transport at 700 hPa is more important than at 850 hPa,
with a peak at 725 hPa. The relative importance quickly decreases above 700 hPa and below
850 hPa, with Pratt’s indices reaching values close to or below 0 at 500 hPa and 950 hPa.
This behaviour justifies the selection of moisture transport at 850 hPa and 700 hPa to predict
precipitation.

The relative importance of the altitude is compared to the mean meridional moisture
transport across the same cross-section, which is computed for different amounts of precipita-
tion. This composite analysis is split between the two wet seasons (Figure 3.7-A and B). The
vertical structure of the mean moisture transport clearly differs from its relative importance.
In winter, the moisture transport is equally strong at 700 hPa and at 850 hPa when intense
precipitation occurs (> 2mm per 3h over the UIB). Other altitudes above and below also see
significant southerly moisture transport. During summer, the strongest moisture transport
occurs at 925 hPa and quickly decreases above that altitude.

This difference in vertical structure suggests that the relative importance is not merely
proportional to the mean moisture transport. The link between moisture transport and
precipitation is indeed indirect. This link is first explained by moisture flux convergence
along the foothills. However, not all of the moisture transported by the cross-barrier flow
eventually converges. At high altitude (mostly above 600hPa), the cross-barrier flow is able
to pass over the mountains with little vertical movement, minimising chances of convergence.
Below, the mountain ranges effectively disturb the flow, which can converge, but can also
be deflected horizontally. This deflection depends on the characteristic of the flow (static
stability and wind speed) and the size of the mountain. At 850 hPa, the flow is generally
weaker, and the distance to climb over the mountains larger, compared to 700 hPa. Therefore
the deflection at 850 hPa is in general more important, as can be seen in Figure 3.6-A/C
and E/G. Consequently, at 850 hPa, a smaller fraction of the moisture transport eventually
converges and is converted into precipitation, which explains the smaller relative importance
despite stronger moisture transport in Figure 3.7. Second, the link between moisture transport
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and precipitation can also be modulated by the presence of moisture divergence at higher
altitudes. Figure 3.4-B shows that, when no precipitation occurs, a mean southerly moisture
transport is present below 850 hPa, however, above it, there is a mean northerly moisture
transport: moisture escapes the UIB. In this case, higher altitudes are important not only
because they provide more moisture but also because they prevent moisture from leaving the
domain.

In conclusion, this analysis of the altitude’s relative importance shows the advantages
of the regression over the composite analysis for identifying the key components of the
atmospheric circulation that explain 3-hourly precipitation variability.

3.4.5 Representation in climate models

Lastly, the method is applied to climate simulations to check the ability of climate models to
represent the effect of cross-barrier winds in the UIB. We specifically use the output of three
climate models from CMIP6: MRI, IPSL, and GISS, as outlined in Section 3.2.2. These
datasets are only available on a 6-hourly time step, but the use of this resolution had little
impact on the results discussed for ERA5. The Extent of Pattern used as a threshold to select
the PCs for the reanalysis is too small for the resolution of the climate models. Fixing the
threshold at the mean grid resolution of the datasets offers reasonable results regarding the
multicollinearity issues (e.g. 1.125° for MRI, 1.875° for IPSL, and 2° for GISS).

The regression has been performed for each simulation and the coefficients are presented
in Figure 3.8. The link between moisture transport and precipitation is reproduced in each
simulation, as indicated by the coefficient of determination (R2) of the regressions, which
is in the range of 0.8 for the three simulations. Despite various spatial resolutions, they
all represent the highest coefficients along the Himalayas. Some discrepancies with ERA5
are notable in the relative importance of each predictor. Moisture transport at 700 hPa is
more important for IPSL and MRI, while in GISS, precipitation is more related to moisture
transport at 850 hPa. This behaviour may be related to the representation of the relief and the
model’s latitudinal resolution (1.125° for MRI, 1.25° for IPSL, and 2° for GISS).

The seasonality of precipitation and its different contributions is represented in Figure
3.9, while the seasonality of R2 is shown in Figure 3.10. The seasonal cycle of precipitation
is similar in the three models, but is very different from reality, as was noted from previous
versions of the models used for CMIP5 (Palazzi et al., 2015). The wet season in summer is
absent, instead the period June to September is the driest. Winter precipitation, on the other
hand, is more intense and lasts longer from October, or November to April, or May, depending
on the model, with a peak in April, instead of March. The overall annual precipitation is 5%
(for IPSL) to 15% higher (for MRI) compared to ERA5.



82 Contribution of cross-barrier moisture transport to precipitation in the UIB

A) MRI R2 = 0.816

S850 S700

PI = 21%

30

35

40

65 70 75 80 85

PI = 79%

30

35

40

65 70 75 80 85

B) IPSL R2 = 0.784

PI = 22%

30

35

40

65 70 75 80 85

PI = 78%

30

35

40

65 70 75 80 85

C) GISS R2 = 0.791

PI = 53%

30

35

40

65 70 75 80 85

PI = 47%

30

35

40

65 70 75 80 85

β < 0 0   β > 0



3.5 Conclusion 83

Fig. 3.8 (Previous page) Same as Figure 3.4-A, but with data from the climate models: MRI
(A), IPSL (B) and GISS (C). The study area used to compute the average of precipitation
is adapted to the resolution of each dataset (black contour). The R2 of the regression with
moisture transport at both 850 and 700 hPa is also given.

The regression of precipitation helps to understand some of the biases in modelled
precipitation. First, the underestimation of summer precipitation coincides with a drop of the
predictive skill: the R2 of the regression is around 0.3 or below in July (Figure 3.10). This
drop suggests that large-scale cross-barrier winds are no longer the main trigger of summer
precipitation in the simulations. The drop may also be related to the coarser resolution
which increases the importance of sub-grid precipitation. Second, the moisture content
related to precipitation is underestimated for all seasons and all models compared to ERA5
(Figure 3.9-G to L). In winter, this underestimation is more than compensated for by stronger
southerly winds which peak at both altitudes over an extended winter season. In summer, by
contrast, the wind does not peak at 850 hPa in the simulations as it does in ERA5 and reaches
a minimum instead.

In summary, climate models produce precipitation in the UIB for the right reason: the
forced uplift of a cross-barrier flow and the condensation of the moisture within. Yet, the
seasonality of this moisture transport is largely incorrect leading to the precipitation biases.
We show that the synoptic-scale circulation is responsible for these biases, rather than the
moisture processes.

3.5 Conclusion

A method based on statistical regressions and principal component analysis (PC regression)
is used to investigate the link between a given variable (predictand) and 2D fields that
characterise the atmospheric state (predictors). More specifically, the method evaluates the
strength of this link and exposes the pattern of the 2D fields that explain the predictand.
Those patterns are useful for interpreting the link in terms of physical processes, while
lag regressions can be used to disentangle cause and effect of the predictand’s variability.
This study also stresses the advantages over a composite analysis, which is often used in
atmospheric science. Overall, the PC regression allows for a comprehensive analysis of the
causality links and can be applied to different contexts other than the one investigated here.

This study focuses on the causes of precipitation variability in the upper Indus River Basin.
Only the mean precipitation over that area is considered, as no dataset reliably represents
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Fig. 3.9 Seasonality of the precipitation, the prediction, and its different contributions for
the climate simulations (MRI: A, D, G, and J; IPSL: B, E, H, and K; GISS: C, F, I, and L).
Model’s data (thick line) are compared to ERA5 data (dashed line) as showed in figure 3.5).
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the fine scale patterns of precipitation (Baudouin et al., 2020b). The main result is that
horizontal moisture transport successfully predicts over 80% of the precipitation variability
of which southerly moisture transport at low levels (between 700 hPa and 850 hPa) along the
Himalayas is the dominant contributor. This fact demonstrates that precipitation in the upper
Indus basin is mainly caused by a forced uplift of a cross-barrier flow. Comparison with
mean moisture transport through a composite analysis complements the PC regression by
connecting its result to the larger-scale circulation and the synoptic drivers of precipitation.
However, important discrepancies arise from the vertical structure between mean and relative
importance of moisture transport, which suggest complex, altitude dependent, interaction
with the relief. Particularly, the mountain ranges and their specific shape play an important
role in the channelling, trapping and eventually uplifting of moisture coming from the south
of the study area. A finer-scale analysis would be useful to further investigate this relationship.
We also suggest that a complex interaction between cross-barrier flow and the stability of
the air mass provides the energy that sustains vertical velocities and moisture convergence.
However, the method and data used here are not suited for such an analysis.

The link between moisture transport and precipitation for both winter and summer are
strikingly similar despite differences in the synoptic drivers of precipitation, proving the
importance of cross-barrier transport of moisture in both seasons. Nonetheless, in summer,
moisture transport explains a lower fraction of the precipitation variability, which suggests
that additional factors influence precipitation, such as small-scale convection triggered by
diurnal differential heating.

The prediction of precipitation is decomposed into the contributions of the different
altitudes of moisture transport and, from there, into the contributions of wind and moisture.
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Fig. 3.10 Seasonality of the R2 as computed in Figure 3.5-B for the climate models (thick
lines) compared to ERA5 (dashed line, as in Figure 3.5-B).
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These contributions show further differences between seasons. Winter precipitation variability
is solely driven by moisture transport at 700 hPa, while in summer, moisture transport at
850 hPa and 700 hPa have similar contributions. In addition, the winter peak is driven by an
increase of mean southerly wind while the mean moisture is at its minimum. The increase of
moisture starting from January explains the delay between the peak in wind in February, and
the peak in precipitation in March. By contrast, the summer wet season is mostly explained
by the increase in moisture content, while the mean southerly wind also exhibits a secondary
peak. Both dry seasons are explained by the absence of occurrences of southerly winds.
The decomposition in altitude and wind/moisture contributions offer further opportunities to
investigate the variability of precipitation at longer timescales through the variability of these
contributions.

Lastly, the method provides insight into the reasons why climate models misrepresent
precipitation seasonality. The CMIP6 climate models selected for this study represent simi-
larly overly wet winters and dry summers. Despite precipitation biases and relatively coarse
spatial resolution, the climate models are able to reproduce a relationship between moisture
transport and precipitation similar to the reanalysis. The decomposition of precipitation
into the various contributions suggests that both winter and summer biases are related to an
anomalous seasonality of the mean southerly wind, while moisture is relatively well simu-
lated. These anomalies suggest that the synoptic-scale circulation, rather than local moisture
processes, is the main factor explaining precipitation biases in these climate simulations.
Further analysis of the wind and moisture variability is needed to narrow down and correct
climate model biases and build confidence in simulations for past and future climates.

This chapter has developed a method to evaluate the trigger of precipitation at the sub-
daily scale in climate models. It has also discussed the representation of the precipitation
seasonality. To further understand the origin of the seasonal biases, a better understanding of
the synoptic driver is needed, and will be developed in chapter 4.



Chapter 4

Synoptic variability of Western
Disturbances and precipitation in the
UIB

4.1 Introduction

As discussed in Chapters 1 and 2, the Upper Indus River Basin (UIB) is specific compared to
the rest of the Indian subcontinent for the large amount of precipitation it receives outside of
the summer monsoon season (56% or 505mm between October and May for ERA5 on the
period 1979 and 2018). Much of this precipitation falls as snow at altitude during the coldest
part of the season (Chapters 1 and 2, Dahri et al., 2018; Hewitt, 2011). The precipitation and
the snowmelt later in the season are key to mitigating the seasonal drought that occurs over
most of South Asia before the arrival of the summer monsoon (Chapter 1; Dimri et al., 2015;
Rana et al., 2015; Singh et al., 2011).

Observational datasets underestimate the total precipitation amount leading to important
uncertainty (Chapter 2; Baudouin et al., 2020b; Dahri et al., 2018). Yet, reanalyses, par-
ticularly ERA5, represent precipitation variability at various timescales similar to that in
observations, which suggests they are able to represent precipitation drivers as well (Chapter
2) and can be used to investigate those drivers (Chatper 3; Baudouin et al., 2020a).

The drivers of winter precipitation differ from those of the summer monsoon (Chapter 3)
and have been discussed since the mid-twentieth century (Malurkar, 1947; Mull and Desai,
1947, cf. Dimri et al. 2015). Winter precipitation events in the UIB are related to the passing
of extra-tropical, synoptic-scale, disturbances often originating from the Mediterranean Sea,
the Black Sea, or the Caspian Sea, and referred to as Western Disturbances (WDs, Dimri
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et al., 2015; Hunt et al., 2018a). Typically up to six or seven events occur per month (Hunt
2018), although lower frequencies have been observed (Cannon et al., 2015; Dimri, 2013a).
A WD is characterised by a maxima of vorticity travelling in the Sub-tropical Westerly
Jet (SWJ, Dimri et al., 2015; Hunt et al., 2018a), the latter establishing just south of the
UIB region in winter (Ahmed et al., 2019; Schiemann et al., 2009). Several studies have
used tracking algorithms to describe the statistics of WDs but with limited insight on the
precipitation variability (Cannon et al., 2016a; Hunt et al., 2018a; Syed et al., 2010).

As discussed in Chapter 3, the primary trigger of precipitation is the forced up-lift
of a cross-barrier flow and the condensation of the moisture within it (Baudouin et al.,
2020a). Numerous numerical studies have investigated WD characteristics during specific
events and confirmed the importance of relief convergence (e.g. Dimri, 2004; Dimri and
Niyogi, 2013; Krishnan et al., 2018; Thomas et al., 2018). Despite this abundant interest, a
general understanding of the relationship between WD characteristics and precipitation is
still lacking.

Chapter 3 highlighted the importance of both wind and moisture to explain precipitation.
Yet, those two components exhibit a different temporal variability, which suggests different
drivers. Using ERA5 reanalysis (Section 4.2), this chapter further develops the method
used in Chapter 3 (Section 4.3). It then describes the characteristics of WDs in relation
to precipitation (Section 4.4), the behaviour of the Subtropical Westerly Jet (Section 4.5),
the origin and displacement of moisture (Section 4.6) and finally discuses the causes of
precipitation seasonality (Section 4.7).

4.2 Season, data and study area

The timeseries of precipitation considered here is defined by a 3-hourly average over the UIB
(cf. black contour in Figure 4.1-A). This study area is the same as the one used in Chapters 2
and 3. Both precipitation and atmospheric variables are derived from ERA5 reanalysis, at
a 3-hourly intervals and 0.5° resolution, as in Chapter 3. ERA5 data provide extrapolated
values on pressure levels below the model surface which should not be used in the analysis.
Consequently, grid points where the minimum geopotential is above the model surface were
deselected (instead of using an arbitrary pressure threshold as in the previous chapter, Section
3.2.2).

All analyses are performed over an extended winter season that spans from October to
May. Similar studies on WDs generally considered a shorter winter period to avoid the dry
intermediate seasons (e.g. December-February in Midhuna et al. 2020 or December-April in
Hunt et al. 2018b). However, a longer season enables the analysis of precipitation drivers
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during these intermediate seasons and their similarities and differences to that of the wet
winter season. This selection is further discussed in Section 4.7.

4.3 Computing wind and moisture contribution to precipi-
tation

Chapter 3 demonstrated the ability of principal component (PC) regression to analyse the
precipitation variability in terms of moisture transport, defined as the product of wind
with specific humidity. The same method is used again here, with small differences, to
both simplify and test the robustness of the method. The sensitivity of the coefficient of
determination (or explained variance) R2 to those changes is tested and the results are
explained below.

Chapter 3 made use of southerly moisture transport at 850 and 700 hPa to predict 3-hourly
precipitation over the whole year. The same is done here, but over the period October to May.
Using the first 50 principal components of moisture transport at 700 hPa, and the first 40 at
850 hPa, the R2 of that regression reaches 0.899.

Furthermore, the timeseries of the predictors have been selected over a smaller area:
between 18 and 36°N and between 67 and 85°E, still using a 0.5° resolution (cf. the extent
and resolution in Figure 4.1-A, compared to Figure 3.2). This area was chosen in order to
zoom in on the Himalayan foothills, and particularly to remove the influence of grid points
located beyond the mountain range, such as those in the Tarim basin to the north-east, the
Amu-Daria basin to the north-west and the Helmand basin to the south-west. The number of
principal components selected for the regression is recomputed using the same threshold for
the Extent of Pattern (EP) as it was defined in Chapter 3: the last selected component has
an EP above 0.73°. A total of 27 components have been selected for the moisture transport
at 700 hPa, and 22 at 850 hPa. R2 is only reduced from 0.899 to 0.889, showing the weak
impact of the area reduction.

One of the main results of Chapter 3 was the fact that the most important contributor to
winter precipitation variability is the moisture transport at 700 hPa, in agreement with the
maximum wind convergence altitude found in Hunt et al. (2018a). Thus, only this altitude is
considered here to simplify the analyses. The R2 of the regression that only considers this
predictor is reduced to 0.854, which remains close enough to the quality of the regression
that considers the two altitudes.

Small changes have also been made to the PC regression. The Principal Component
Analysis (PCA) performed in Chapter 3 was based on standardised time series, as this is
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usually done. However, this leads, once the regression is performed, to an over-representation
of grid-points whose time series have low variance. Here, the PCA is instead performed on
predictors that are only centred (i.e. the mean is removed). The number of selected principal
components is reduced to the first 22, as the new components have smaller EP. The R2 of the
regression is slightly reduced to 0.846.

Furthermore, in Chapter 3, a linear statistical model was used. This method has the
disadvantage of enabling negative values for the predicted precipitation, leading to an
overestimation of the variance. This deficiency can be corrected by fixing negative values to
0 in the statistical model, and solving the regression using an iterative optimisation method
(Brent, 1973). A condition on the absence of bias is also added to the model. It results in a
small increase of the R2 to 0.854.

Finally, in addition to only considering southerly moisture transport as in Chapter 3, both
meridional and zonal components are simultaneously considered here, allowing a better
visualisation of cross-barrier moisture transport. The PCA combines both components and
the first 46 PCs are selected. The resulting R2 is further increased to 0.878. Figure 4.1-A
shows the coefficients of that regression: the arrows are made using the coefficients of each
component, while the colour is proportional to the length of the arrow. The arrows highlight
the moisture convergence zone along the Himalayan foothills that triggers precipitation.

Similar to Chapter 3, the prediction is split between the contribution of wind and moisture,
using the weighted spatial averaging. The wind contribution (labelled hereafter W700) is
computed by multiplying the time series of meridional and zonal wind with the respective
meridional and zonal regression coefficients and summing the result. For the moisture
contribution (labelled hereafter Q700), the time series at each location are weighted with
the euclidean norm of the coefficients of both meridional and zonal moisture transport (i.e.
colour scheme in Figure 4.1-A). This operation corresponds to a weighed spatial averaging.
Fixing negative values of W700 to 0, the product of Q700 and W700 has an R2 of 0.844 with
precipitation, close to the R2 of the regression with moisture transport (0.878), despite the
spatial averaging. Note that when considering the product of Q700 and W700, the intercept
of the regression, which equals 0.14 mm ·3hours−1, cannot be taken into account.

Figure 4.1-B shows the product of Q700 and W700, against precipitation. A non-linearity
can be seen as precipitation increases quicker than the product. This non-linearity is not
present when including moisture transport at 850 hPa in the PC regression (As in Chapter 3,
Section 3.4.1). This behaviour can be explained by the fact that moisture transport at lower
altitude only increases and affects precipitation when strong moisture transport is already
present at 700 hPa (cf. Figure 3.7). An ad hoc quadratic fit of the precipitation with the
product of Q700 and W700 captures the non-linearity and slightly increases the R2 from
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0.844 to 0.853. Hence, the product of Q700 and W700 is a good predictor of precipitation
and each contribution can be investigated separately.

The analysis of the R2 values suggests that the PC regression is robust to the small
changes in the method, and that the variability in wind and moisture contribution can be
analysed to study the variability in precipitation.

4.4 Relating wind contribution to Western Disturbances

4.4.1 Composites

A WD is defined as a maximum in relative vorticity (Hunt et al., 2018a), or a minimum
in geopotential height (Cannon et al., 2016a; Syed et al., 2010), generally located at high
altitude, close to the tropopause between 325 hPa (Hunt et al., 2018a) and 200 hPa (Midhuna
et al., 2020). These anomalies drive a cyclonic circulation around the centre: the southerly
advection ahead of the WDs interacts with the relief and produces precipitation (cf. Chapter
3, Figure 3.6-A and C; Dimri, 2004; Hunt et al., 2018a). Yet, the convergence triggering
precipitation occurs at a much lower altitude, around 700 hPa and below (Chapter 3 Section
3.4.4; Hunt et al., 2018a), which suggests that the cyclonic circulation extends towards the
surface. Alternatively, Dimri and Chevuturi (2014) propose that the WD interacts with a
pre-existing low-level cyclonic circulation located over the Thar desert, similar to the heat
low present in the area during summer (Bollasina and Nigam, 2011). The interaction between
an upper- and a lower-level low is known as baroclinic interaction, and is a key process in the
growth of extra-tropical disturbances (Malardel, 2005). This section will further investigate
the relation between WDs and lower level cross-barrier flow, as well as other parameters
modulating the interaction between the two.

The relation between WDs and W700, the wind contribution to precipitation as computed
in Section 4.3, is introduced using a composite analysis. The composite is computed by
selecting 10% of the 3-hourly time steps with the highest W700 (i.e. W700 above the 90th

percentile: 2.68 ms−1). Those time steps are responsible for 50% of the precipitation during
winter. Note that this selection will be re-used for most composite analyses throughout
this chapter. The anomalies of geopotential height, or of other variables, are computed by
removing the four first harmonics of the seasonal cycle. This approach ensures, for example,
that the monthly mean anomalies of geopotential height at 300 hPa are below 100 m2 s−2.

Figure 4.2 represents the geopotential height anomaly at 300 hPa as well as the anomaly
of geopotential thickness between 500 hPa and 300 hPa. The thickness anomaly is directly
indicative of temperature anomalies in that layer under the hydrostatic equilibrium. During
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the time steps considered (Figure 4.2-B, “No lag”), a mean minimum of geopotential anomaly
is present at 36°N 66°E, just north of the Hindu Kush, and north-west of the UIB. The lead/lag
analysis (Figure 4.2-A and C) reveals the eastward motion of the disturbance, along 36°N,
which therefore fits the definition of the WDs.

The WD in Figure 4.2 has a cold core, which implies that the geopotential height anomaly
increases with altitude (This will be further explored in the following Figure 4.3). The centre
of the cold core is, however, slightly displaced to the north-west of the geopotential anomaly
minimum, which indicates baroclinicity. Both of these characteristics are in agreement with
the literature (Dimri et al., 2015; Hunt et al., 2018a).

The minimum of the geopotential anomaly is also accompanied by a weaker maximum
located over the Tibetan Plateau, at the edge of the figure (Figure 4.2-B). This second centre
of action is already present over the UIB two days before the wind peak (Figure 4.2-A). The
two centres form part of a wave train characterising the development of WDs (Dimri, 2013a;
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Fig. 4.2 Composite maps of geopotential height anomaly at 300 hPa (colour shading, thin
contour lines every 150 m2 s−2) and geopotential thickness anomaly 500-300 hPa (thick
contour lines). Values are an average based on the 10% highest values of the 700 hPa wind
contribution during winter (W700, panel B). For panel A (C) a two days lead (lag) is applied
to the selection. The white line in panel A indicates the cross-section in Figure 4.3. Relief
(grey shading) and coastline are based on ERA5 data. The UIB is indicated in each panels.
Non-significant anomalies at the level 95% are shown in white (result of a t-test on the
means).
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Hunt et al., 2018b). These previous studies have not stressed the importance of this second
extrema, which increases the zonal gradient of geopotential to the east of the WD and thus
strengthens the southerly wind, and is key to the relief interaction.

The warm core (i.e. the positive geopotential thickness anomaly) to the east of the WD is
displaced compared to the geopotential anomaly maximum (Figure 4.2-B). This is likely the
result of a Foehn effect on the leeward slopes of the mountain ranges: higher temperature
is both related to latent heat release and adiabatic compression. Geostrophic adjustment
in response to the outflow, parallel to the temperature anomaly gradient, could be another
reason and will be further discussed in Section 4.5.

Figure 4.3 represents a vertical cross-section of the troposphere along 30°N. The section
is located south of the centre of the WD, so it cuts across the Indus Plain between 70°and
78°E, just south of the UIB (cf. white line in Figure 4.2-A), where the southerly advection
originates. Different anomaly fields are investigated: geopotential height and temperature
anomalies in Figure 4.3-A to C, and meridional wind and specific humidity anomalies in
Figure 4.3-D to F, although specific humidity will only be discussed in Section 4.6.

The maximum anomaly of geopotential height is located around 300 hPa (Figure 4.3-A
and B), in agreement with the literature (Hunt et al., 2018a; Midhuna et al., 2020). There
is no evidence of a separate cyclonic circulation at low level, however (Figure 4.3-B), nor
a pre-existing circulation for the day before (Figure 4.3-A), as mentioned by Dimri and
Chevuturi (2014) and Dimri et al. (2015) among others. Instead, the figure shows that the
lower level circulation is simply a weak extension of the anomaly at 300 hPa. This downward
extension of the cyclonic circulation is also evident in the meridional wind field (4.2-D).
However, Dimri and Chevuturi (2014) might have been referring to fast-moving small-scale
eddies that could circulate at low level above the Indus Plain and that are not detected by
the composite analysis. Regardless, there is no evidence of a baroclinic interaction between
upper-level and lower-level disturbances that characterises most intense cyclonic activity
elsewhere (Dacre et al., 2012; Malardel, 2005). Instead, WDs are immature baroclinic waves
(Hunt et al., 2018a) that activate through the interaction with the relief.

The vertical black lines in Figure 4.3-A and B indicate the location of the maximum
anomaly for each altitude and mostly correspond to the contour of zero meridional wind
anomaly (Figure 4.3-C and D respectively). The lines exhibit a westward tilt with the altitude,
which is a sign of baroclinicity (Dimri and Chevuturi, 2014; Hunt et al., 2018a). This
baroclinicity is also evident from the temperature anomalies: colder air is present to the west
of the WD’s centre rather than to the east, as was also noted in 4.2-B. It is this asymmetry
between temperature and geopotential height anomalies that causes the tilt. The asymmetry
further increases at lower levels, below 700 hPa, where cold continental dry air is advected
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Fig. 4.3 Composite cross-section along 30°N of anomaly of geopotential height (colour
shading, thin contour lines every 150 m2 s−2) and temperature (thick contour line) in panels
A to C, and meridional wind (colour shading, thin contour lines every 2 ms−1) and specific
moisture (thick contour line) in panels D to F. Values are an average based on the 10% highest
values of W700 (B, E). For panel A and D a one day lead is applied to the selection, while a
one day lag is applied for panel C and F. The dotted horizontal lines represent the level 700
and 300 hPa, the altitudes for the cross-barrier moisture transport and minimum geopotential
anomaly, respectively. The vertical black line in A, B, and C represents the longitude of
minimum geopotential anomaly as a function of altitude. The grey shading represent the
relief as in ERA5.
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from Siberia and Central Asia at the rear of the WD (Figure 4.3-A, Yadav et al., 2012). The
Sistan plain in eastern Iran opens a north-south valley between the Hindu Kush and that
part of the Iranian plateau around 62°E in the cross-section that funnels the cold air flow
(Figure 4.3-B and D). Surprisingly, negative temperature anomalies are also present in the
Indus Plain, despite southerly winds bringing in warmer air (4.2-B). This appearance may be
related to the adiabatic cooling from the geostrophic adjustment to the baroclinic instability.
Closer to the surface precipitation evaporation and reduced solar radiation could further
explain the cooling.

The downward propagation of the cyclonic circulation explains the presence of a zonal
gradient of geopotential in the Indus Plain. This gradient forces a southerly geostrophic
wind at 700 hPa that converges in the UIB. The zonal gradient is already present one day
before the wind peak at 700 hPa, despite the mean WD centre located at about 1500 km to the
west, owing to the tilt of the circulation and the presence of positive geopotential anomalies
towards the Himalayas. Hence, southerly winds, relief interaction and precipitation can all
occur well ahead of a WD. By contrast, one day after the wind peak, as the WD approaches
the UIB, the zonal gradient of geopotential at 700 hPa disappears, stopping the cross-barrier
meridional flow (Figure 4.3-C and F). The subsequent intrusion of colder air below the WD
is then responsible for ending the interaction of the WD and the relief.

4.4.2 PC Regressions

As mentioned in Section 4.1, a systematic quantification of the link between winds triggering
precipitation and WDs is needed. A PC regression is used again, but with different variables.
The predictand (Y ) is W700, as computed in Section 4.3. Both positive and negative values
of W700 are considered despite the fact that only positive values contribute to precipitation;
this choice will be discussed when addressing the results in the paragraphs below. The
predictors are the 3-hourly time series of geopotential heights at 300 hPa. The use of the
geopotential height to characterise WDs is justified by the pattern seen in Figure 4.2 as well
as by past tracking analysis (Cannon et al., 2016a) and WD indices (Madhura et al., 2015;
Midhuna et al., 2020). Time series of geopotential heights are selected for each grid point
separated by 1° and within a box between 50° and 90°E, and between 20° and 50°N as
indicated by the domain shown in Figure 4.4-A. Higher resolution is not needed and requires
significantly higher computational power. The time series are standardised (i.e. the mean
is removed and the result divided by the standard deviation) before the decomposition into
principal components. The first 30 principal components are selected for the regression. The
coefficients of the regression are displayed in Figure 4.4-A and the scatter plot of W700
against its prediction is shown in Figure 4.4-B.
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Figure 4.4-A shows an area of negative values (dark blue colours), which is much smaller
than the extent of negative geopotential anomaly shown in Figure 4.2-B and centred slightly
eastward. This area is surrounded by a ring of positive values. The gradient formed indicates
a cyclonic anomaly1. The ring can be interpreted as the effective radius of WDs in triggering
southerly winds in the UIB. More positive values are located over the north of the Tibetan
Plateau indicating a stronger importance of geopotential gradient to the east of the disturbance.
This pattern confirms the importance of the area of positive geopotential anomaly to the east
of the main feature of the WD, discussed above (Figure 4.2-A and B).

The R2 of the regression is 0.668, and Figure 4.4-B confirms the general good agreement
between predictand and prediction. However, the fit worsens for values of W700 above
2.5 ms−1: these values are underestimated by the prediction, either suggesting the lack of
other predictors or a non-linear relationship between W700 and WD intensity. Including
negative values of W700 does not affect the pattern in Figure 4.4-A but is important to
demonstrate the linear relationship for values between -2 and 2 ms−1. Other predictors are
explored to improve the prediction for high W700.

1It could also be an anticyclonic anomaly, the prediction will then be negative, corresponding to northerly
winds in the UIB.

Fig. 4.4 Results of the regression of 3-hourly W700 with geopotential height at 300 hPa
(Z300). Panel A shows the coefficients β associated with each grid point. The exact values of
the coefficients are not interpretable and are therefore not indicated. Panel B is the scatterplot,
with the green line representing the fit of the regression. The coefficient of determination
(R2) is also indicated.
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Relative vorticity, which has been used for WD tracking by (Hunt et al., 2018a), produces
a slightly lower R2. Thus, vorticity is not as good a predictor as geopotential in our case.
Regressions using geopotential height at lower level have a higher R2, up to 0.878 for
700 hPa, the altitude where moisture transport is considered for the regression of precipitation.
However, 700 hPa is less relevant for WDs, and the ring pattern displayed in Figure 4.4-A
is replaced by a north-west/south-east dipole that is less characteristic of a WD and rather
shows the relation with the geostrophic wind (not shown).

To connect the WD characteristics at 300 hPa with the geostrophic effect at 700 hPa, the
regression is performed using the geopotential thickness between 300 hPa and 700 hPa, in
addition to the geopotential at 300 hPa. The rationale behind this selection is that, under
geostrophic equilibrium, the wind at 700 hPa can be related to geopotential at 300 hPa (or
the geostrophic wind at that altitude), and geopotential thickness between those two altitudes
(from which the thermal wind derives). In addition, the geopotential thickness is split in two
layers at 500 hPa, characterising the upper and the lower troposphere respectively, so that
geopotential thicknesses above the Tibetan Plateau can be considered. The first 40 principal
components are selected for each of the three predictors. The results are presented in Figure
4.5.

Including geopotential thicknesses significantly increases the R2 of the regression from
0.668 to 0.882. The scatter plot on Figure 4.5-A shows that the underestimation of high W700
values has mostly been corrected. Some underestimations remain for the highest values of
W700 possibly because the larger latent heat release and increased buoyancy in the context
of stronger convergence further sustain cross-barrier winds before the pressure gradient can
adjust to it. Figure 4.5-B, C and D shows the pattern of the coefficients associated with the
three predictors. Each of them exhibits a similar dipole feature across the UIB, although with
an opposite sign for the geopotential thicknesses compared to the geopotential height. Indeed,
a negative geopotential anomaly at 700 hPa can be explained by either a negative geopotential
anomaly at 300 hPa or a positive geopotential thickness anomaly between the two altitudes.
A ring feature is still evident for the geopotential at 300 hPa (Figure 4.5-B), whose centre is
located to the west of the study area (Figure 4.5-B), where the relief forms a notch important
to trigger the vertical velocities (cf. Chapter 3; also Baudouin et al., 2020a; Cannon et al.,
2015; Lang and Barros, 2004). The displacement of the centre to the south-east compared
to Figure 4.4-A is consistent with the tilt of the WDs with height (Figure 4.2-B and Figure
4.3-B; also Dimri and Chevuturi, 2014; Hunt et al., 2018a). Yet, the main feature, the dipole,
relates to a south-westerly geostrophic wind. Accordingly, the dipole for the geopotential
thicknesses (Figure 4.5-C and D) implies an increase in south-westerly winds towards the
surface. Those patterns suggest a geostrophic wind that is rotated by approximately 45°
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Fig. 4.5 Results of the regression of 3-hourly W700 with geopotential height at 300 hPa
(Z300), geopotential thickness 500-300 hPa (dZ_UP), and geopotential thickness 700-
500 hPa (dZ_LW ). Panel A is the scatterplot as in Figure 4.4-B. Panels B, C, and D show the
coefficients β associated with each predictors. The exact values of the coefficients are not
interpretable and are therefore not indicated.
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compared to the southerly winds that it is meant to predict (cf. Figure 4.1). Although the
geopotential gradient is sufficient to predict wind intensity, it does not indicate the wind
direction, which can be bent towards the lower pressures, as noted in Chapter 3 (Section
3.4.3.

The partial prediction of W700 associated with each of the three fields are computed
using equation 3.7, and named Z300 for the geopotential at 300 hPa, and dZ_UP and dZ_LW
for the geopotential thickness between the layers 500-300 hPa and 700-500 hPa respectively.
Interestingly, both dZ_UP and dZ_LW are negatively correlated with Z300. This matches
with the opposite pattern of regression coefficients (Figure 4.5-B, C, and D). In fact, dZ_UP
and dZ_LW are even negatively correlated with the predictand, W700. In regression studies,
predictors exhibiting such a behaviour are referred to as a suppressor: the predictor suppresses
the variability of one or several other predictors (geopotential at 300 hPa in this case, cf.
Nathans et al., 2012; Smith et al., 1992). To simplify the analysis, a new contribution of the
geopotential thickness to the wind is computed. dZa_UP is the residual of the regression
of dZ_UP with Z300: the variability of Z300 is removed from dZ_UP. It describes the
anomalous geopotential thickness given the situation of the geopotential at 300 hPa. The
same is performed for dZ_LW . The new contributions characterise the thermal structure
of the WDs. If dZa_UP is positive (negative) then the northwest-southeast temperature
gradient over the UIB is weaker (stronger) than usual. This will be further explored in the
next section. For now, the regression can be summarised in the equation below, with Ŵ700
as the prediction of W700:

Ŵ700 = β0 +Z300+dZ_UP+dZ_LW

= β0 +Z300+(a×Z300+dZa_UP)+(b×Z300+dZa_LW )

= β0 +(1+a+b)×Z300+dZa_UP+dZa_LW

(4.1)

Note that Z300 is recomputed hereafter so that it includes the fractions a and b derived
from dZ_UP and dZ_LW , respectively. Note also the presence of the constant offset β0.2

4.4.3 Thermal structure

dZa_UP and dZa_LW characterise the thermal structure of the atmosphere over the UIB
in relation to the approach of a WD. As noted before, when W700 is high, a horizontal
temperature gradient is present over the UIB (Figure 4.2-B), from the north-west (cold) to
the south-east (warm). A positive dZa_UP means that the horizontal temperature gradient is

2There is no need of coefficients in front of the variables Z300, dZ_UP, or dZ_LW , as the regression
coefficients are already included in the definition of these variables.



4.4 Relating wind contribution to Western Disturbances 101

weaker than usual, indicating that the cold core of the WD is smoother, weaker. In contrast, a
negative dZa_UP means that the horizontal temperature gradient is stronger and the cold
core of the WD is deeper.

The different contributions to W700 change during a wind peak event as it is evident
in Figure 4.6. In this figure, the peak of W700 is computed as a composite of time steps
where W700 is above the 90th percentile, as for Figure 4.2 and 4.3. The high value of
W700 is first due to dZa_UP (accounting for 46% of the predicted value), highlighting the
importance of considering the WD thermal structure. Z300 is close behind (43%), while
dZa_LW has a minor role (11%). Interestingly, W700 (the dashed orange line in Figure
4.6) raises and decays symmetrically around its peak. However, this is not the case for its
different contributions (other dashed lines). All contributions rise steadily before the wind
peak. However, the two geopotential thickness contributions peak before W700 reaches
its maximum intensity and quickly drop after: W700 is only maintained by Z300 after its
peak. The asymmetry between Z300 and dZa_UP or dZa_LW can also be regarded as the
result of the tilt or baroclinicity of the wave, as is evident from the comparison of these
results with Figures 4.2 and 4.3. Focusing on Figure 4.2-A, two days before the wind
peak, a gradient in geopotential is already present over the UIB in relation to the positive
geopotential anomaly ahead of the WD. However, the warm anomaly of southerly advection
implied by the configuration of the geopotential height anomaly limits the presence of any
gradient in temperature (and thus of geopotential thickness). At the wind peak (Figure 4.2-B),
the approaching WD tightens the gradient of the 300hPa geopotential while the colder air
remains at the edge of the IUB, resulting in the tilting of the geopotential minimum with
height. By contrast, two days after the wind peak, the WD enters the UIB with its cold core
and the temperature gradient matches and counterbalances the geopotential gradient, so that
southerly winds at 700 hPa weaken (Figure 4.2-C).

There exists variability in the thermal structure of the WD. To investigate this, a more
complex composite analysis is used, based on a quantile regression. Two subsamples of the
time steps with W700 above the 90th percentile are created, so that they both have the same
mean geopotential anomaly, but one is related to lower values of W700 (although still above
the 90th percentile) and the other to higher values. Two quantile regressions are used, each
predicting the first and the third quartile of Ŵ700 (the prediction of W700 with geopotential
heights and thicknesses, cf equation 4.1), as a function of Z300, of geopotential anomaly at
300 hPa at the centre of the mean WD (66°E - 36°N), and of months. The group with lower
(higher) W700 is composed of all the time steps with W700 below (above) the first (third)
quartile computed by the regressions. Since W700 is comparatively higher than Z300 before
the wind peak than after (cf. Figure 4.6), using only Z300 in the quantile regressions would
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lead to an over representation of time steps with WDs closer to (further away of) the UIB in
the low (high) wind group. Including the geopotential anomaly at 300 hPa at the centre of
the mean WD removes this issue and insures that the mean WD intensity is similar in both
groups. Finally, the months are introduced in the quantile regressions, so that the composites
of the anomaly presented below are not affected by the seasonality: for each month, the
same number of time steps is present in each group. Note that the quartiles of Ŵ700 are
predicted and not that of W700 itself, so that the differences between the two groups are not
related to the variability missed by the PC regression of W700 with geopotential heights and
thicknesses.
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Fig. 4.6 Lead/lag composite around the 10% highest values of W700, for ERA5 precipitation,
contributions to precipitation based on moisture transport (W700, Q700, cf. Section 4.3), and
partial prediction of W700 based on geopotential (Z300, dZa_UP, and dZa_LW , cf. Section
4.4.2). Note that Z300, dZa_UP, and dZa_LW have the same units as W700, and, with the
intercept, add up to the prediction of W700 (Ŵ700, cf. Equation 4.1).
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Table 4.1 Mean values computed for higher W700 and lower W700 as defined in Section
4.4.3 for different variables: averaged precipitation in the UIB from ERA5; wind (W700) and
moisture (Q700) contributions to precipitation, derived from the regression of precipitation
with moisture transport (cf. Section 4.3); the prediction of W700 with geopotential height
and thickness (Ŵ700), cf. Section 4.4.2). Finally the three last quantities are the partial
prediction associated with Ŵ700 (cf. Equation 4.1). Z300 is the component associated with
geopotential at 300 hPa, dZa_UP (dZa_LW ) is the geopotential thickness anomaly for the
layer 500-300 hPa (700-500 hPa) where the anomaly is relative to Z300. The sum of these
three quantities with the offset (0.7 ms−1) equal Ŵ700.

Precipitation W700 Q700 Ŵ700 Z300 dZa_UP dZa_LW
(mm ·3hrs−1) (ms−1) (kgkg−1) (ms−1) (ms−1) (ms−1) (ms−1)

Lower
W700 5.9 3.2 3×10−3 2.6 1.3 0.4 0.2

Higher
W700 16.8 5.3 3.6×10−3 4.9 1.3 2.4 0.5

Table 4.1 presents the mean values of different quantities for the two groups. As per
definition, Z300 has the same value in both groups, indicating that the geopotential height
gradient across the UIB is similar. Yet, W700 is two thirds higher in the group with higher
W700 than in the other group. The prediction of W700 (Ŵ700) is lower than W700 itself,
due to the small underestimation noted in Figure 4.4-A, but the underestimation is similar in
both cases (about 0.5 ms−1). Therefore, the difference in W700 between the two groups is
only explained by the difference in geopotential thicknesses, and particularly dZa_UP.

Figures 4.7 and 4.8 represent the same variables as Figures 4.2 and 4.3, but for the
group with lower W700 in the first row, and the one with higher W700 in the second row.
As expected, the WD position and intensity are about the same when no lag is considered
(Figure 4.7-B and E and Figure 4.8-A and C) in both groups, yet other characteristics of the
WD change.

In the case of lower W700, the positive anomaly of geopotential height over the Tibetan
Plateau (cf. Figure 4.7-B) is barely distinguishable, leading to smaller geopotential height
anomaly gradients, despite having fixed Z300. Furthermore, the WD centre is co-located
with a more intense cold core: the temperature gradient anomaly is parallel to that of the
geopotential height, which contributes to reducing the cyclonic anomaly toward the ground
(cf. dZa_UP close to 0 in Table 4.1). Both features induce a reduction of the cyclonic
circulation at 700 hPa (Figure 4.8-A) and of southerly winds over the Indus Plain (Figure
4.8-B) and therefore of W700. The more symmetric cold core below the WD also induces
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a smaller tilt, both characterising a weaker baroclinicity that is likely to contribute to the
weaker low-level activity.

By contrast, when W700 is higher, a high positive anomaly of geopotential height is
present over most of the Tibetan Plateau: a stronger east-west gradient of geopotential
height is present over the UIB. The geopotential height gradient is at an angle compared to
the pattern in Figure 4.4-B, so that Z300 can remain the same despite the tighter gradient.
The temperature anomalies then contribute to reorientating the lower-level geopotential
gradient in the observed south-east/north-west direction. Since the temperature anomaly
is mostly parallel to the Himalayas (Figure 4.7-B, resulting in a higher dZa_UP in Table
4.1), zonal geopotential height gradient changes only weakly with the altitude (Figure 4.8-
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Fig. 4.7 Same as Figure 4.2, but the composites are based on a subsampling of lower
(higher) values of W700, while still above the 90th percentile in panels A to C (D to F). The
subsampling is made so that it is not impacted by seasonality nor by the intensity of the WD.
This way, comparisons can be made with Figure 4.2.
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C). Consequently, a stronger cyclonic circulation is present at 700 hPa, inducing stronger
southerly winds over the Indus Plain (Figure 4.8-D) and thus cross-barrier winds in the UIB
(cf. Higher W700 in Table 4.1). The low-level circulation propagates from the upper-level
WD with a tilt (Figure 4.8-C), which, alongside the displacement of the cold core to the
north-west of the WD centre (Figure 4.4-E), indicates a stronger baroclinicity, one of the
causes for a more active dynamic.

Furthermore, a positive feedback mechanism occurs between the altitude temperature
gradient and the low-level winds. The up-lift over the UIB mixes the air mass aloft and warms
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it through advection and latent heat release, which prevents the cold air from extending into
the UIB alongside with the WD (Figure 4.8-C, 76°E, Figure 4.7-E). The zonal temperature
gradient at altitude is therefore reduced, which in turn increases the geopotential height
gradient at lower-level and thus the cross-barrier winds and the uplift. This effect can also
explain the underestimation of W700 when only Z300 is considered (Figure 4.4-B) as well
as the general potential for intense cross-barrier winds in the area.

4.5 Relating wind contribution and WDs to the larger scale
atmospheric circulation

4.5.1 Interaction with the Subtropical Westerly Jet

The upper troposphere disturbance characterising a WD is embedded in the Subtropical
Westerly Jet (SWJ Dimri et al., 2015; Hunt et al., 2018a). The SWJ circles the North
Hemisphere in winter (Schiemann et al., 2009), and is related to the poleward motion of air
masses at the top of the Hadley circulation (Krishnamurti, 1961). The SWJ also coincides
with an area of stronger temperature gradient below it, through the thermal wind equilibrium
(Schiemann et al., 2009). In Asia, the SWJ oscillates between two stable states: one north of
the Tibetan Plateau, always present in summer, and one south of it, reached only in winter
(Schiemann et al., 2009). The Tibetan Plateau also disrupts the horizontal propagation of the
SWJ, which is split in two climatological jet streaks of higher intensity (Krishnamurti, 1961;
Schiemann et al., 2009): one over the Arabian Peninsula (Arabian Jet, de Vries et al., 2016;
Yang et al., 2004), and the other over East Asia (East Asian Jet, Xueyuan and Yaocun, 2005).

It has been argued that the position and intensity of the SWJ influences WD intensity
at the intra-seasonal and inter-annual scale (Ahmed et al., 2019; Dimri et al., 2015; Filippi
et al., 2014; Hunt et al., 2018a). These authors suggested that the higher kinetic energy in
the SWJ is able to fuel the development of the WDs as for other baroclinic waves (e.g. Hunt
et al., 2018a). Yet, Hunt et al. (2018a) mentioned that WDs are immature baroclinic waves
that differ from their mature counter-part in the Atlantic or Pacific Ocean. There is a need
for a better characterisation of the coupling between SWJ and WDs at the synoptic scale.
Furthermore, little is known about the relation between the jet and the vertical velocities
induced by the WD interaction with the relief, despite the importance for precipitation
generation. This section describes the upper-troposphere large scale circulation, including
the SWJ, during the passing of a WD.

A composite of wind speed and wind speed anomaly at 250 hPa as WDs pass is presented
in Figure 4.9. As for previous figures (4.2 and 4.3) the composites are defined as the time
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steps with W700 above its 90th percentile. The altitude of wind speed chosen is the one
of maximum meridional wind (Figures 4.3-C and D and 4.8-B and D) close to the level
where the jet is maximum (Hunt et al., 2018a; Midhuna et al., 2020; Schiemann et al., 2009;
Xueyuan and Yaocun, 2005). The anomaly relates to the difference with the climatological
wind speed, taking into account the seasonality of the time steps selected. In each of the
four lagged composites, the SWJ is clearly present between 25°N to the western edge of the
Figure 4.9, to 35°N to its eastern edge, with the two maxima mentioned earlier: the strongest
south of Japan (East Asian Jet, above 55 ms−1), the other between Egypt and Iran (Arabian
Jet, above 45 ms−1).

All lagged composites in Figure 4.9 show a north-south dipole of wind speed anomaly
that progresses eastward, following the WD (cf. Figure 4.2). The dipole marks the presence
of the anomalous cyclonic circulation and results in the narrowing and strengthening of the
Arabian Jet. Dimri et al. (2015) suggests that part of the strengthening could be due to the
merging of the SWJ with the polar jet, which marks the limit between cold and warm air at
the surface. This is not evident from the figure, but the composite analysis may hide this
dynamic due to the highly variable position of the polar jet. After the peak of W700 and
the interaction of the WD with the relief, the two parts of the dipole dissociate themselves:
the negative northern anomaly slowly moves north-eastwards, while the positive anomaly
quickly continues eastward, south of the Tibetan Plateau, carried by the SWJ which exhibits
then a third maxima (Figure 4.9-D).

When the lag is negative (Figure 4.9-A and B), the positive anomaly of wind speed further
extends to the north-east, towards Central Asia, outside of the jet core. This deformation of
the jet could be an effect of the interaction with the relief, whereby the SWJ tends to reach
its second stable position, north of the Tibetan Plateau, which sometimes occurs in winter
(jet split, Schiemann et al., 2009). A picture from Pisharoty and Desai (1956), still in use in
Dimri et al. (2015), suggests on the contrary that stronger wind speed occurs at altitude at the
rear of a WD. While some WDs may have this characteristic, WDs triggering high W700
and thus high precipitation do not exhibit that feature.

As the WD approaches the Tibetan Plateau, a maximum anomaly of wind speed becomes
evident over the high grounds: first over the Pamir range (Figure 4.9-B) and then along the
Himalayas (Figure 4.9-C and D). This anomaly is the result of the increased funnelling of
the jet over the mountains. In the meantime, the WD starts deforming the positive anomaly
of wind speed, eventually splitting it in half (Figure 4.9-B and C). The increased wind speed
anomaly to the west of the WD is also likely the result of the interaction with the relief: the
low-level convergence in the UIB sends air masses to the upper troposphere, which increases
wind speed, forming an outflow. The outflow is characterised by a swift anticyclonic turn,
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with strong similarity to the warm conveyor belt associated with mature baroclinic waves
(Martínez-Alvarado et al., 2014). The increase in latitude and the latent heat release are both
key to explaining that change in relative vorticity (Grams et al., 2011). The outflow can also
be revealed by the analysis of the cloud cover and the development of large bank of cirrus
(Agnihotri and Singh, 1982; Hunt et al., 2018a; Rakesh et al., 2009).

The characteristics of this outflow suggest that the uplift provides a baroclinic feedback
effect on the WD intensity during the interaction of the WD with the relief (cf. also WD
slowing and growing process discussed in Section 4.4.3). The baroclinic effects can be
described using potential vorticity (PV), as the WD is characterised by a high PV anomaly
(Hunt et al., 2018a). When a negative PV anomaly finds itself in a shear environment, baro-
clinically forced vertical velocities occur: with uplift upwind the anomaly, and subsidence
downwind (Malardel, 2005). This pattern is indeed what happens for a WD when embedded
in the SWJ. More specifically, it is the zonal gradient of PV ahead of the WD that triggers
the baroclinic uplift. When a WD approaches the UIB, its interaction with the relief results
in an orographic uplift, which adds up with the baroclinic uplift. However, the uplift also
results in decreased PV at high altitude (300 hPa) over the UIB due to the advection of
low-level lower PV as well as diabatic heating. Hence, the zonal PV gradient increases and
stronger baroclinic uplift occurs, resulting in a positive feedback. However, once the high
PV anomaly associated with the WD enters the UIB, the mechanism reverses: the orographic
uplift results in the weakening of the PV anomaly, eventually leading to the decay of the WD.
This interaction and the intense uplift is revealed by the deformation of the jet near the UIB
during the passing of the WD (Figure 4.9). Particularly, when the uplift is maximum, the jet
configuration is characteristic of a strong divergence at altitude over the IUB: the study area
is located near the eastern exit of the Arabian Jet, and in the right entrance of the outflow3.
This mechanism is similar to the baroclinic interaction between a tropopause anomaly and a
surface disturbance, but where the surface disturbance is replaced by the relief. It also results
in a weaker, shorter-lived interaction.

Finally, after the peak of W700, the positive anomaly of wind speed related to the outflow
breaks free from the circulation associated with the WD and continues eastward, north of
the East Asian Jet. By contrast, the WD-relief interaction contributes to lower the intensity
of the SWJ downwind: the East Asian Jet is notably weakened as a result (Figure 4.9-D).
Meanwhile, the Arabian Jet remains anomalously strong; in fact, two days after the peak of
W700 the strength of the anomaly is about the same as four days before the peak. Hence,
the increased intensity of the Arabian Jet is a longer-term feature that seems to promote the

3On a jet streak, the right entrance and the left exit are characterised by baroclinic upper-level convergence,
(Malardel, 2005)
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intensity or occurrence of a WD, but is not directly affected by the passing of one. This
feature is evident from several intra-seasonal and inter-annual studies (Ahmed et al., 2019;
Filippi et al., 2014; Hunt et al., 2018a). Hunt et al. (2018a) also discusses the SWJ position,
but the synoptic analysis presented here does not indicate a change in the SWJ position.

4.5.2 Other large scale characteristics: Wave patterns and blocking
events

It is evident that WDs are related to other circulation patterns that are not easily identified
in the analysis of the jet in Figure 4.9. The composite analysis of geopotential height at
500 hPa over the same selection of time steps, presented in Figure 4.10, helps to distinguish
the different centres of action and to characterise the wave pattern.

The WD is clearly visible on Figure 4.10-A, as a negative anomaly in geopotential height
to the west of the UIB. The WD is part of a wave train (a succession of positive and negative
anomalies) spreading to the west across an area stretching from North Africa to the UIB. The
wave train indicates the relation of WDs with Rossby waves (Hunt et al., 2018b). Yet, the
pattern is not very pronounced, suggesting significant case-to-case variability. The WD is
also in phase with a second wave train over the Pacific Ocean. This wave pattern may be the
continuation of the western wave train, although the Tibetan Plateau splits the two.

Beside the WD, the strongest anomaly in Figure 4.10-A is a positive anomaly located
over western Russia whose shape is similar to an anticyclonic blocking. Considering the WD
to the south-east, and another minimum to the south-west, it forms an omega shape, a typical
sign of a blocking event (e.g. Woollings et al., 2018). Further, this positive anomaly is already
present four days before the peak of W700, slightly more westward, and more pronounced
(Figure 4.10-B). The pattern meets the requirement of duration of blocking events (Tibaldi
and Molteni, 1990). However, the anomalies involved are not high enough to reverse the
geopotential gradient, which is another characteristic of blocking (purple lines, Figure 4.10-A
and B), although the averaging may have removed this characteristic.

One exceptional blocking event that occurred in western Russia in summer 2011 was
related to extreme flooding in the Indus River basin (Galarneau et al., 2012; Lau and Kim,
2012; Yamada et al., 2016). This event did not happen during the WD active season, but
demonstrates that blocking events do impact the weather in the UIB. Yet, blocking events
have not been related to WDs in the literature before. The longitude of the anomalous pattern
in Figure 4.10-B (30°E) is an area with high frequency of blocking occurrence (Barriopedro
et al., 2006; Tibaldi and Molteni, 1990). These blockings generally occur at a higher latitude
(around 70°N), however, and are known as Scandinavian blocking (Michel et al., 2012;
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Fig. 4.10 (Previous page) Composite maps of geopotential height (thick contour lines) and
geopotential height anomaly (colour shading, thin contour lines every 200 m2 s−2) at 500 hPa.
In panel A, the composite is based on the 10% highest W700 as in Figure 4.2, while a four
days lead is used in panel B. For panel C, the selection also requires an easterly component
of the wind at 250 hPa at 32°E and 42°N (white diamond) four days before the peak of W700
(subset of the selection for panel B). Non-significant anomalies at the level 95% are shown
in white.

Scherrer et al., 2006); they form one of the four main weather regimes in Europe (Cassou
et al., 2004). The southern position of the anomaly allows cold air advection toward the
WD that can fuel its development, particularly as the WD moves eastward and aligns with a
trough located to the east of the positive anomaly.

Figure 4.10-C shows the composite map of a sub-selection of the timesteps characterised
by reversal of the circulation (easterly winds) north of the Black Sea, 4 days before (White
diamond). It corresponds to about one third of the time steps selected in Figure 4.10-A or
B (i.e. one thirtieth of the observations available). Under this condition, the anticyclonic
anomaly encompasses most of Central and Eastern Europe while the precursor of the WD is
located to its south, over the eastern Mediterranean Sea (Figure 4.10C). This configuration
is similar to a Rex block (Rex, 1950). Here, however, due to the lower latitude of the
anomaly extrema (below 60°N), the anomalous anticyclonic circulation does not split from
the subtropical ridge, but rather extends from it across Europe (purple lines, Figure 4.10-C).
The curvature of the 54500 m2 s−2 contour line instead indicates the presence of a Rossby
wave breaking. Wave breakings can initiate blocking events (Masato et al., 2012; Michel et al.,
2012; Pelly and Hoskins, 2003), but they do not share the blocking’s constraints on duration.
Here, the equatorward motion to the south-east of the anomalous anticyclonic anomaly
probably excites a wave in the SWJ that eventually propagates eastward and develops into a
WD. Regardless, the persistence of the wave breaking does not seem to be relevant in the
growing of a WD, thus suggesting that a fully established blocking event is not required.
Interestingly, the selected time steps with zonal wind reversal at 250 hPa do not exhibit
significant differences in terms of precipitation (not shown).

The last feature evident from all panels of Figure 4.10 is a dipole over the Atlantic. This
dipole is characteristic of a positive phase of the North Atlantic Oscillation (NAO+) in which
both Icelandic low and Azores High are stronger. Many studies have shown that the number
of WD or the precipitation in the UIB are enhanced (lessened) during a positive (negative)
phase of NAO, at a monthly time scale (Filippi et al., 2014; Kar and Rana, 2013; Syed et al.,
2010, 2006; Yadav et al., 2009). A positive NAO results in an enhanced westerly flow over the
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Atlantic and Europe. Particularly, the Atlantic Jet is significantly stronger, and shifts slightly
south, as it can be seen in all panels of Figure 4.9 around 50-60°N. NAO+ is also related to
a stronger Hadley circulation, which intensifies the SWJ and moves it to the south (Filippi
et al., 2014). Filippi et al. (2014) and Hunt et al. (2018a) argue that these characteristics of
the SWJ lead to more numerous or more intense WDs, therefore explaining the link between
precipitation in the UIB and NAO. However, the synoptic analysis performed here suggests
a more detailed mechanism. The stronger Atlantic Jet during NAO+ drives more energetic
Rossby waves across Europe, leading to the formation of transient but intense anticyclonic
anomalies over Eastern Europe (Strong and Magnusdottir (2008). These anomalies either
directly trigger a WD via Rossby wave breaking, or simply fuel its development by directing
cold air southward and increasing the Arabian Jet intensity as discussed above. Further,
Filippi et al. (2014) showed that the meridional tilting of the jet modulates the strength of the
relationship between precipitation in the UIB and NAO. This link is strengthened when the
jet exhibits a more pronounced meridional tilting (to the north-west). Hence, a rather small
meridional component of the jet is needed for the development of the anticyclonic anomaly
over Eastern Europe.

4.5.3 Relation to the thermal structure

Depending on the thermal structure of the WD, the large-scale circulation is slightly different.
The two composites defined for Figures 4.7 and 4.8 are reused here (same WD intensity
but different W700). Figure 4.11 presents the mean wind speed for the two groups. In the
case of a lower W700 (Figure 4.11-A), the wind anomaly of the outflow is weaker than
expected. The SWJ is not weaker, however, but instead expands toward the south of the
Tibetan Plateau. Consequently, the UIB is no longer in the area of enhanced upper level
divergence of the jet. The lower baroclinicity in this group and the slower propagation are
likely due to a weaker interaction between the WD and the SWJ (e.g. the wind shear and the
cyclonic anomaly are further apart). Moreover, a second wind speed maximum is present
at the same longitude, but is around 60°N. This anomaly may indicate the presence of a
stronger polar jet, potentially drawing energy from the SWJ. The analysis of the composite
of geopotential height at 500 hPa does not reveal the origin of the WD precursor (Figure
4.12-A), likely because the composite averages very different situations. Either the WDs
have different origin, or they only intensify close to the UIB.

In the case of higher values of W700 (Figure 4.11-B), the situation is opposite, with
stronger outflow and a weakened jet south of the Tibetan Plateau. The composite of geopo-
tential height suggests the presence of wave breaking (purple line in Figure 4.12-B). The
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Fig. 4.11 Same as Figure 4.9-C (without lag), but for composites based on the same selection
as in Figure 4.7.
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precursor of the WDs, when initiated by wave breaking, is further embedded in the SWJ and
is therefore more strongly influenced by baroclinic processes.

To summarise, WDs develop on the left exit of an anomalously intense Arabian Jet, which
fuels their growth though baroclinic processes. Their interaction with the relief produces
an outflow north of the Tibetan Plateau, with effects downwind, particularly on the East
Asian Jet, for the following days. These anomalies are proportional to the intensity of
W700, independently from the WD intensity at altitude. Furthermore, the most intense WDs
originate from the eastern Mediterranean Sea, initiated by a Rossby wave breaking over
Europe. This mechanism helps to explain the relation between NAO and WDs discussed in
the literature.

4.6 Relating moisture contribution to Western Disturbances

4.6.1 General

While wind is the most important parameter to explain precipitation synoptic variability,
moisture content modulates the strength of the relationship (Chapter 3). Previous studies
have investigated moisture transport in the context of winter precipitation in the UIB using
moisture flux (Dimri, 2007; Filippi et al., 2014; Hunt et al., 2018a; Syed et al., 2010) or
back trajectories (Boschi and Lucarini, 2019; Hunt et al., 2018b; Jeelani et al., 2018). Yet,
some uncertainty remains about the moisture sources for precipitation and its pathways.
The Arabian Sea is often suggested as the primary source of moisture (Dimri, 2007; Filippi
et al., 2014; Hunt et al., 2018b). Uncertainty remains about the input of moisture from the
Mediterranean Sea, as it is sometimes suggested that it is the origin of the most intense WDs
that reach the UIB (e.g. Dimri et al., 2015; Filippi et al., 2014). Occasionally, the Red Sea
(Dimri, 2007; Filippi et al., 2014), the Caspian Sea (Dimri and Niyogi, 2013; Syed et al.,
2010) or even the Atlantic Ocean (Dimri et al., 2015) are also mentioned. The moisture
pathway is certainly affected by the passing of a WD, through the deformation of the low-
level wind field the WD imposes (Chapter 3). Yet, the reason for moisture variability at the
synoptic scale has never been investigated properly. Consequently, this section focuses on the
moisture contribution (Q700) as computed in Section 4.3. No evident variable, such as the
geopotential height for the W700, can be used as a predictor of Q700 in a PC regression with
good predictive skills. Therefore, the entire analysis of this chapter is based on composites.
Further, since moisture matters for precipitation only when W700 is high enough, only the
timesteps with W700 above the 90th percentile are considered, as for previous composites
(e.g. Figures 4.2 and 4.3).



4.6 Relating moisture contribution to Western Disturbances 117

4.6.2 Moisture pathway to the UIB

The isotopic ratio of hydrogen (δD) or oxygen (δ 18O) in rainwater can be used to understand
the source of moisture and its transformation (Hussain et al., 2015b; Jeelani et al., 2018).
Indeed, the isotopic ratio of water vapour is first set by the isotopic signature of the environ-
ment it evaporates from. Moisture is then depleted of its heaviest isotopes as it is transported
further away from its source. However, the different potential sources of moisture mentioned
in the literature (cf. previous paragraph) have all a similar isotopic signature, which limits
the possibilities of this method (LeGrande and Schmidt, 2006).

Besides direct observations, numerical methods based on reanalysis data can be used to
analyse moisture origin. High resolution modelling has made backtracking of air parcels
possible in this context (e.g. quantitative Lagrangian approach). This tool is powerful
for understanding the atmospheric circulation during specific events. However, it requires
significant computing resources for a more exhaustive analysis like the one aimed for here.
Various starting locations (longitude, latitude, altitude) of the air parcel that is backtracked
would need to be considered as well as different time steps, leading to a more complex
analysis. For comparison, almost 8000 time steps are considered at a 3-hourly frequency
for the composite analysis (e.g. Figure 4.2), where Hunt et al. (2018b) backtracked air
parcels for the 100 highest daily precipitation events and the latitude/longitude where those
events occurred. The composite of moisture flux, coupled to that of precipitable water and
evaporation, offers a simpler way to analyse the moisture movements, although it possibly
oversimplifies the picture (qualitative Eulerian approach).

Figure 4.13 presents the composites of precipitable water (total column water) and vertical
integral of water vapour flux (total column moisture transport). The seasonal mean (A) is
weighted by the seasonality of occurrence of W700 above the 90th percentile. The panel
shows that the UIB and the Indus Plain are dominated by a westerly moisture flux. This
direction does not directly imply a westward origin of the moisture since precipitable water
is over 15mm in the Indus Plain, while it is below 10 mm to the west of the plain, mostly
due to the higher elevations (e.g. Suleiman range, Hindu Kush, Iranian plateau). Transient
circulation (e.g. WDs) and local evaporation can explain this higher amount of precipitable
water. In fact, the moisture content rises during a peak of W700 and in the days before as
shown in Figures 4.3-C-D and 4.6, indicating the importance of WDs in moisture variability.
Therefore, to understand the origin of moisture that triggers precipitation, moisture flux needs
to be investigated during the passing of a WD, which is done using lagged composites in
Figure 4.13-B to G.

Figure 4.13-E shows a significant accumulation of precipitable water in the UIB when
W700 is maximum: the anomaly represents an increase of 30 to 50% of the precipitable
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Fig. 4.13 (Previous page) Seasonal mean of precipitable water (colour shading, thin contour
lines every 5mm) and vertical integral of water vapour flux (arrows, A). The mean is weighted
by the seasonality of occurrence of W700 above its 90th percentile. Panels B to G show the
lead/lag composite maps, with respect to the 10% highest values of W700 (as in Figure 4.2),
of precipitable water anomaly (colour shading, thin contour lines every 2 mm) and absolute
water vapour flux (arrow). Non-significant anomalies at the level 95% are shown in white.

water in the UIB compared to the mean. The anomaly extends along the Himalayas, towards
Northeast India, as well as towards the Arabian Sea. Hunt et al. (2018b) found a similar
pattern when investigating extreme precipitation events. This relationship between wind and
precipitable water is first explained by the low-level moisture convergence induced by the
southerly winds, particularly on the foothills. However, composites of negative lags in Figure
4.13-B, C, and D suggest that anomalously wet air masses advected into the UIB are also
responsible for the increase of precipitable water.

Four days before the peak of W700, moisture is already building up over the Persian Gulf
(Figure 4.13-B). The direction of moisture transport indicates that this moisture is advected
from the Red Sea across the Arabian Peninsula. This transport, and how it is enhanced
by Mediterranean lows, is described in Chakraborty et al. (2006a) and Mujumdar (2006).
This moisture flow passes over the coastal mountain ranges along the Red Sea (Sarawat
Mountains, with peak heights ranging from 1000 to 3000 m). Moisture is therefore present
at a relatively high altitude, similar to that of the cross-barrier wind in the UIB (700 hPa).
The more intense winds at this altitude have the potential to quickly transport the moisture
towards the study area.

Two days later (Figure 4.13-D), the positive anomaly of precipitable water has spread
from the north of the Arabian Sea to the Indus Plain and the mountains to the west. The
south-westerly moisture flux clearly suggests that air masses from the north of the Arabian
Sea and the Persian Gulf contribute to the increase in precipitable water, as mentioned by
Hunt et al. (2018b). Moisture convergence over the windward side of the mountains also
helps to increase moisture at higher altitudes as can be seen over the Suleiman Range, one
day before the peak in Figure 4.3-C. Convergence also starts over the UIB, more specifically
in the notch formed by the mountain ranges, one day before the peak of W700, resulting in a
maxima of precipitable water anomaly (Figure 4.13-D).

This analysis shows the existence of a pathway of moisture that sustains moisture content
in the UIB. It originates from the Red Sea, crosses the Arabian Peninsula towards the Persian
Gulf, continues towards the north of the Arabian Sea, the Indus Plain and ends in the UIB.
Previous studies have implied the existence of such a pathway without investigating it further
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(Ahmed et al., 2019; Filippi et al., 2014; Hunt et al., 2018b). Part of this circulation, from the
Red Sea to the Arabian Sea, is visible in the seasonal mean (Figure 4.13-A) and is driven by
the subtropical gyre located on the southeastern tip of the Arabian Peninsula. WDs strengthen
this flow and steer it towards the UIB. In some extreme cases, this moisture pathway can form
atmospheric rivers (cf. Bao et al., 2006; Zhu and Newell, 1998) that are related to extreme
precipitation events along the Himalayas (Thapa et al., 2018). This analysis also suggests
that neither the Mediterranean Sea nor the Caspian Sea is important contributors of moisture
for the precipitation in the UIB as suggested by other studies (e.g. Dimri et al., 2015).

4.6.3 Evaporation sources

The moisture pathway discussed in the previous Section 4.6.2 does not indicate the sources
of moisture, that is, where the water vapour evaporated. That analysis is shown in Figure
4.14, which uses the same composites as Figure 4.13, but for evaporation in the last 24 hours
(to avoid the influence of the diurnal cycle) and surface (10 m) winds over the ocean (an
important factor in ocean evaporation). The different areas over which the moisture pathway
passes are investigated.

The local evaporation in the UIB is quite high compared to the surrounding land, about
1 to 2 mm per day (Figure 4.14-A) and is little affected by the passing of a WD (Figure
4.14-C). While this helps sustaining the generally higher precipitable water in the IUB, it
cannot explain the precipitable water anomaly associated with a WD. The rest of the Indus
Plain, or the nearby mountains, contribute very little to the moisture, as those areas are arid,
and the wetter and higher ground is too cold in winter to generate significant evaporation.

The mean evaporation rate over the Persian Gulf and the north Arabian Sea is about 4 to
5 mm per day (Figure 4.13-A). That is, a day of evaporation represents the quarter of the total
precipitable water in the area. This high replacement rate suggests that a large amount of the
moisture directly arises from those water bodies, and also emphasizes the importance of the
persistence of the moisture pathway to building up moisture. Even stronger evaporation rates
are present in the Red Sea, particularly to the north. As mentioned earlier, the importance of
the Red Sea comes from the fact that moisture is injected at higher altitude, and therefore
more easily transported.

This composite analysis clearly identifies the north of the Arabian Sea, the Persian Gulf,
and the Red Sea as the main sources of moisture for the precipitation in the UIB for the first
time. However, it does not allow any quantification, nor does it discuss variability. A more
complex analysis involving numerical tracking would be needed for this but is beyond the
scope of this study.
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Fig. 4.14 Panel A is similar to Figure 4.13-A but for evaporation (colour shading, thin contour
lines every 5 mm) and 10m sea winds (arrows). Panels B to D are similar to Figure 4.13-C, E
and G but for cumulated evaporation in the last 24 hours before the peak of W700 (colour
shading, thin contour lines every 2 mm) and 10m sea winds (arrows).
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4.6.4 Impact of WDs on the moisture field

The influence of WDs on the moisture pathway to the UIB has already been discussed
(Section 4.6.2), but other impacts are evident from Figure 4.13 and 4.14. Two days before
the peak of W700, a negative anomaly of precipitable water propagates from Mesopotamia
into the Persian Gulf (Figure 4.13-C), and reduces the moisture supply from the Red Sea.
This circulation is the effect of a surge of cold, dry air at the rear of a WD. The negative
anomaly eventually propagates to the north of the Arabian Sea after the peak of W700
(Figure 4.13-E, F, and G), but tends to weaken. This weakening can be explained by the large
evaporation anomaly present over the seas as the dry air progresses (Figure 4.14-B, C, and
D). Evaporation rates almost double compared to the seasonal mean (Figure 4.14-A), which
is enough to eliminate the precipitable water anomaly in a day. This evaporation anomaly
can be explained by both the increase of surface wind speed induced by the WD (arrows on
Figure 4.14) and the very low surface dew point of the air blown from the land but is not
further investigated.

A second but connected area of negative anomaly of precipitable water is present over
Central Asia and the Caspian Sea (Figure 4.13-C and D). It also relates to cold and dry air
being advected by the WD from northern latitudes. When W700 peaks, that cold and dry air
mass invades the mountains to the west of the Indus Plain (Figure 4.13-E, see also Figure
4.3-B and D). Unlike the other air mass passing over the seas, the encounter with the relief
further increase the moisture anomaly through a Foehn effect. This effect is strongest after the
peak of W700, as the mean moisture flux over the Indus Plain veers eastward. The continental
dry air descends from the Suleiman Range and the Hindu Kush, replacing the maritime moist
air (Figure 4.13-F and G). As the UIB is cut from its moisture supply, the precipitable water
anomaly becomes negative (Figure 4.13-G), which severely limits moisture transport and
precipitation despite the remaining presence of cross-barrier wind. Similarly, Figure 4.6
indicates that the passing of a WD noticeably reduces moisture contribution (Q700) several
days after the peak of W700.

Hence, a WD has two opposite effects on moisture content in the UIB: moistening before
its passing, and drying after. Therefore, another ensuing WD may be inhibited, in terms of
precipitation, by the dryer conditions dominating in the Indus Plain and the UIB, suggesting a
negative feedback effect. However, one could also imagine a positive feedback, where a quick
succession of WDs provides a continuous moisture supply from the maritime sources by
inhibiting the dry air invasion. The interaction between WDs is not further investigated here
and is likely subject to high variability and dependant on larger and smaller-scale atmospheric
circulation.
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After the peak of W700, the positive anomaly of precipitable water moves along the
Himalayas towards Northeast India where it enhances cross-barrier moisture transport and
orographic precipitation in another notch that is formed by the relief, enhancing orographic
precipitation there (not shown). WDs are not as effective in this area, compared to the UIB,
first because the upper-level disturbances have mostly disappeared due to the interaction with
the relief, and because convection is a more important driver of precipitation (Mahanta et al.,
2013; Mannan et al., 2017; Tinmaker and Ali, 2012).

Finally, the north-easterly trade winds that blow over most of the Arabian Sea are also
affected by WDs: they are weaker ahead of the WD, leading to a decreased evaporation
(Figure 4.14-B), which also slightly decreases precipitable water along 10°N (Figure 4.13-B
to E). On the contrary, trade winds intensify after the passing of the WD with an increased
evaporation (Figure 4.14-D) associated with a slight increase in precipitable water to the
south (Figure 4.13-F and G).

4.6.5 WD variability regarding moisture

This section discusses how various characteristics of WDs influence moisture content in the
UIB (Q700). The most obvious is the intensity of the low-level cross-barrier winds, defined
by W700 (cf. concomitant peak of W700 and Q700 in Figure 4.6): the correlation between
W700 and the seasonal anomaly of Q700 reaches 0.45 when considering all winter time
steps. Cross-barier winds increase moisture content at 700 hPa by lifting moisture from lower
levels, but also because it is generally accompanied by south-westerly winds in the Indus
Plain supplying the UIB with moisture from the nearby seas (cf. Figure 4.13). Since W700
is related to the upper-level intensity and the thermal structure of a WD, both also impact
Q700. However, the shape and direction of a WD has an even greater impact by acting on
the balance between the supply of maritime moist air and the intrusion of continental dry
air as discussed earlier (Section 4.6.4). Two sub-selections (25% each) of the time steps
with W700 above the 90th percentile are created. These selections are different than the
one used for the analysis of the thermal structure (Section 4.4.3, Table 4.1), but also use a
quantile regression. One of the selections characterises low Q700, and the other one high
Q700. The two predictors of the quantile regressions are the months, to remove the impact of
seasonality, and the difference of geopotential anomaly between the grid points 60°E-36°N
and 70°E-36°N. This latter predictor fixes the longitudinal gradient of geopotential across
the UIB, and in that way the position of the mean WD, to avoid over-representing timesteps
before (after) the maximum of W700 in the group of high (low) Q700 (cf. Figure 4.6).
Various composites are derived from theses selections (Table 4.2, Figures 4.15, 4.16, and
4.17).
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Table 4.2 Same as Table 4.1 but using the selections of low Q700 and high Q700 defined in
Section 4.6.5

Precipitation W700 Q700 Ŵ700 Z300 dZa_UP dZa_LW
(mm ·3hrs−1) (ms−1) (kgkg−1) (ms−1) (ms−1) (ms−1) (ms−1)

Lower
W700 5.9 3.8 2.3×10−3 3.6 1.6 1.1 0.2

Higher
W700 14.8 4.4 4.2×10−3 3.8 1.1 1.7 0.4

Table 4.2 gives the mean values of different variables investigated for the two selections.
The discrimination is successful, as Q700 is almost twice as high in the selection characteris-
ing higher Q700. A difference in W700 is evident, but is too small to explain the difference
in Q700, indicating that cross-barrier winds are not the main driver of moisture variability.
Interestingly, the difference in Ŵ700 is smaller, indicating that non geostrophic processes are
mostly responsible for the difference in W700. Increased convective activity due to moister
air masses can be one of these processes (Dimri et al., 2015). Small differences are also
evident in the WD structure. The geostrophic wind at altitude (Z300) is stronger in the case
of lower Q700, but the stronger thermal gradient below it tends to reduce its impact at lower
altitude. As suggested in Section 4.4.3, the increased warming induced by latent heat release
in the case of higher Q700 prevents the cold air accompanying the WD from entering the
UIB, which enhances low-level winds (W700). As expected, precipitation rates are much
higher in case of higher Q700. These differences are investigated further using composite
maps.

Figure 4.15 shows precipitable water anomaly and absolute vertical integral of water
vapour flux as in Figure 4.13, but for the two selections. As expected, the two selections
exhibit very different moisture conditions when W700 is maximum (Figure 4.15-C and F). In
case of high Q700, a high positive anomaly of precipitable water is present from the Arabian
Sea to Northeast India, with a maximum over the UIB, indicating a sustained supply in
moisture. By contrast, a negative anomaly of precipitable water is present over the Indus
Plain in the case of low Q700, showing that continental dry air is already invading, cutting
any potential moisture supply from the Arabian Sea and the moisture pathway. A small
positive anomaly remains in the UIB, due to cross-barrier winds. Interestingly, no evident
difference in moisture flux direction is visible between the two panels (Figure 4.15-C and F).

The explanation of the differences in moisture content lies in the circulation history.
In case of high Q700, moisture over the Persian Gulf builds more importantly than in the
average case four days before the peak of W700 (Figures 4.13-B and 4.15-D), due to stronger
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Fig. 4.15 Same as Figure 4.13 (B, C and E), but the composites are based on the lowest
(highest) values of Q700 in panels A to C (D to F). See the selection definition in text.



126 Synoptic variability of Western Disturbances and precipitation in the UIB

moisture transport across the Arabian Peninsula. This moisture anomaly moves towards
the Indus Plain, the mountain ranges to the west, and even towards parts of Central Asia
two days later (Figure 4.15-E), pushed by a strong southerly component of the moisture
flux. The larger extent of the precipitable water anomaly than in the average case (Figure
4.13-C) effectively delays the intrusion of continental dry air (Figures 4.15-F and 4.13-C).
In the low Q700 case, no such positive anomaly is present (Figure 4.15-A and B): the WD
is not accompanied by a strengthening of the moisture transport along the pathway, and
the southerly component of the moisture flux is almost absent. Instead, negative anomalies
of precipitable water build up over Mesopotamia and Central Asia (Figure 4.15-B) and
move eastward and south-eastward respectively towards the Indus Plain (Figure 4.15-C).
These patterns show that the balance between moisture advection ahead of a WD and dry air
intrusion at the rear may vary significantly. The pattern does not change if W700 is fixed in
the quantile regression, suggesting that this mode of variability is more important than the
intensity of W700 in explaining Q700 variability (at least as long as W700 is intense enough,
due to the definition of the composites).

Finally, trade winds in the Arabian Sea also vary between the two selections: they
are stronger (weaker) in case of lower (higher) Q700 (arrows, Figure 4.15). Figure 4.13
suggests that trade winds are impacted by the passing WD, but trade winds can also impact
the moisture field outside of WD influence. Stronger trade winds transport the moisture
evaporating from the Arabian Sea to the Southern Hemisphere, while weaker trade winds
allow for a build-up of moisture.

The mean WD from each selection has different shapes and motion, as defined by the
geopotential height at 500 hPa (Figure 4.16). At the peak of W700, the mean WD is located
at the same longitude, indicating that the predictors of the quantile regression are used
successfully (Figure 4.16-C and F). Interestingly, the latitude of the WD in case of high
moisture is lower than that in the dryer case. More surprisingly is the deeper geopotential
anomaly in case of low Q700, despite a slightly lower W700 (cf. Table 4.2). The difference
further amplifies at 300 hPa (not shown). The thermal structure only partly compensates for
the difference of geopotential gradient at higher altitude as discussed for Table 4.2.

The difference in moisture flux in the days before can be explained by the lagged
composites. In the case of high Q700, a weak but well defined precursor is present over the
Levant four days earlier and quickly moves eastward toward the UIB (Figure 4.16-B and
D). This precursor is similar to the one found in the composite map for high W700, which
showed a stronger influence from the thermal structure (Figure 4.12-B). However, differently
to this map, a much weaker positive anomaly of geopotential height is present over Eastern
Europe, without evidence of a Rossby wave breaking (cf. the purple contour line). The low
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Fig. 4.16 Same as Figure 4.10 (A and B), but for composites based on the same selection as
in Figure 4.15.
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latitude position of the WD within the jet and the zonal gradient ahead of it explains the
stronger interaction with the moisture pathway and the better moisture supply to the UIB.
Possibly, the higher latent heat release over the mountains to the west of the UIB, due to the
higher moisture content, further enhances the low-level wind circulation and contributes to
the development of the WD.

In case of low Q700, the WD develops from the south-western tip of a positively tilted
trough positioned over Central Asia four days before the event (Figure 4.16-A). A strong
gradient of geopotential is present to the north-west of the trough. As suggested for the
selection of lower W700, this gradient enables an equatorward motion of continental cold
and dry air, which allows for the development of a baroclinic wave. However, since the
trough is too far north, it does not interact with the moisture pathway and instead promotes
the surge of dry continental air towards the Indus Plain.

Finally, the two types of WD investigated here also have a different jet signature (Figure
4.17). In the low Q700 case, four days before the peak of W700, the Arabian Jet streak
is anomalously strong and already extends to the UIB (Figure 4.17-A). The developing
WD progressively pinches the jet, but remains in the left entrance of the jet streak as it
progresses eastward (Figure 4.17-B). This area is characterised by altitude convergence and
downward motion, which could explain the development of the upper-level low, through
stretching of the vorticity, but also the drying of the atmosphere. It also inhibits the uplift
in the UIB. The distinct outflow signature in wind speed anomaly to the northeast of the
WD (cf. Figure 4.9-C) is mostly absent. Instead, the jet is funnelled right over the Tibetan
Plateau. Consequently, the habitual weakening of the East Asian Jet is not present, and
instead intensifies several days after the peak of W700 (Figure 4.17-C).

In the case of high Q700, the jet exhibits opposite features (Figure 4.17-D to F), more
similar to those of the average case (Figure 4.9). The positive anomaly of the Arabian Jet
streak is moderate, but the WD is located on the left exit of the jet as it develops, which is
favourable to the uplift in the UIB and to the low-level cyclonic circulation. The outflow (i.e.
the positive wind speed anomaly to the north-east of the UIB) is also more intense, at the
expense of the core of the jet to the south (Figure 4.17-E). Consequently, the East Asian Jet
is severely weakened (Figure 4.17-F).

In conclusion, it is clear that the North Arabian Sea, the Persian Gulf, and the Red Sea
are the main contributors of moisture in the UIB. These three source regions are linked by a
moisture pathway, which allows the build-up of moisture. The passing of a WD enhances
this moisture pathway and steers it toward the UIB. Intrusion of dry continental air at the
rear of a WD disrupts the moisture supply to the UIB. Large variability exists in the ability
of WDs to steer moisture to the UIB, depending on the development history of the WDs and
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the Arabian Jet position. Particularly, the anticyclonic anomaly over Eastern Europe has a
double role: while it provides a corridor for cold air that fuels the development of WDs, this
cold and dry air advection can also inhibit precipitation formation.

4.7 Understanding precipitation seasonality

4.7.1 Active season

Precipitation reaches a maximum in March after a very dry autumn (October-December)
and a less dry minimum in May (Chapter 2). However, the drivers of such seasonality are
not fully known, while they would help to understand the climate model biases discussed in
Palazzi et al. (2015). For example, the seasonality of WDs established by tracking suggests a
peak in January with an equally lower activity in autumn and spring (Hunt et al., 2018a). The
distinction of precipitation variability into wind and moisture contributions and the analysis
of their respective synoptic variability developed here help to understand the seasonality of
each variable.

Moreover, an even simpler question is still unanswered: in which season is precipitation
mostly driven by WDs? Hunt et al. (2018a) argue that WDs occur in all seasons, although no
strong WDs develop in summer, and the weaker summer WDs are significantly less frequent
than in winter. They also suggest that the WD active season lasts from December to April
(Hunt et al., 2018a). Dimri et al. (2015) considered the same period for their analysis, while
Dimri and Chevuturi (2016) mention the importance of WDs during the pre-monsoon and
monsoon period. Here, the period October to May is considered, which is much longer than
what has been considered previously in the literature, which needs to be justified. To address
this question, a composite is calculated including 10% of the 3-hourly timesteps with the
highest precipitation rate for each month. The precipitation threshold is therefore dependant
on the month. Note the difference with the previous composites that used W700 for the
selection. Figure 4.18 depicts the vertical structure of the atmosphere as in Figure 4.3-A and
gives the fraction of total precipitation for each monthly composites.

For all months between October and May, precipitation events corresponds to the presence
of a mean negative anomaly4 of geopotential height at high altitude (300 hPa) around 66°E,
which characterises an extra-tropical disturbance, and is used as a basis for the definition
of “winter” in this study. By contrast, during June and September a much weaker negative
geopotential anomaly is present at lower-level (600 hPa), while in July and August, no

4The anomalies are computed by removing the first four harmonics of the annual cycle, and thus not relative
to the monthly mean, cf. Section 4.4.1
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Fig. 4.18 Composite cross-section as in Figure 4.3-B. The composites are based on the 10%
highest 3-hourly precipitation rates for each month. The percentage of monthly precipitation
accounted for by the selections is indicated in parenthesis.
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substantial anomalies are evident. Yet, some differences are notable between the winter
months. For example, the anomaly is located at higher altitude, around 200 hPa, in October
and May (Figure 4.18-C and J). This higher altitude can be explained by a higher mean
tropopause during those months. A lag analysis for those two months (not shown) suggests
that the geopotential anomaly generally comes from the north or north-west, while almost no
tilt is evident, indicating a weaker baroclinicity. These disturbances may be more similar to a
cut-off low (Dimri and Chevuturi, 2016), than to a traditional fast moving WD, although of
the same extra-tropical origin, and thus unrelated to the monsoon processes. For all other
winter months (November to April), the similarities to each other and to Figure 4.3-B are
striking, except for a stronger tilting in spring, particularly in March.

4.7.2 Results from the regressions of precipitation

Figure 4.19 presents the seasonality, centred in winter, of the different variables discussed
here. Chapter 3 showed that the prediction of precipitation by moisture transport (the
product of wind and specific humidity) at 700 hPa and 850 hPa represents the seasonality
of precipitation well. The winter seasonality is even better reproduced here, with small
changes to the regression technique (e.g. the regression is limited to the period October to
May and a smaller area, all directions of moisture transport are used, as well as an unbiased
optimisation for positive values, cf. Section 4.3) and the use of moisture transport at 700 hPa
as the only predictor (the two black lines, Figure 4.19-A). The bias only grows at the edge
of the selection of winter months (early October and end of May) and in summer (which
is not used in the regression), when the contribution of the moisture transport at 850 hPa
becomes more important (cf. Chapter 3). The seasonality of wind and moisture contributions
(W700 and Q700, respectively red and blue dashed lines in Figure 4.19-A) is also very
similar to that found in Chapter 3. Note that negative values of W700 are included in the
seasonality although they do not contribute to precipitation; doing so has a limited impact
on the seasonality of precipitation. W700 is maximal in February; the peak is relatively
symmetrical, with lowest values in October and June. Q700 drops quickly in October to
reach a minimum between December and January. Thereafter, it rises steadily. While W700
is the driver of the winter peak of precipitation, Q700 modulates its effects, particularly
delaying the precipitation peak by a month and sustaining precipitation in October and spring.
The effect of moisture availability thus partly reconciles precipitation seasonality with that of
WDs.
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Fig. 4.19 In panel A, seasonality of precipitation, the prediction and the contributions to
precipitation based on the regression with moisture transport (cf. Figure 4.1). In panel B,
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and thicknesses (cf. Figure 4.5). The prediction of W700 (Ŵ700, fine dotted red line)
is present in both panels, but without the offset in panel B, so it is the exact sum of the
two contributions. The seasonality of the wind speed at 250 hPa, 30°N and 80°E is also
represented in panel B.



134 Synoptic variability of Western Disturbances and precipitation in the UIB

4.7.3 Wind contribution seasonality

The seasonality of W700 is further investigated using the result of its regression with geopo-
tential height and thickness (cf. Section 4.4.2). The seasonality of the prediction fits almost
perfectly that of W700 (red lines in Figure 4.19-A), allowing the analysis of the seasonality
of the different contributions (Figure 4.19-B). The contribution of geopotential height at
300 hPa (Z300, purple line) shows a peak at the end of January, about a month earlier than
the wind. Z300 is related to geostrophic wind at 300 hPa and particularly its south-westerly
direction over the UIB (cf. gradient in Figure 4.5-B). Hence, it is not particularly surprising
that Z300 seasonality follows that of the SWJ wind speed as shown by the dashed brown
line (Figure 4.19-A). The seasonality of the SWJ intensity is also in agreement with the
seasonality of WD found by Hunt et al. (2018a), particularly with a peak intensity in January
and a decrease in spring. This relation between the mean SWJ intensity and the synoptic
circulation at 300 hPa highlights the importance of the SWJ intensity as a driver for WDs. A
stronger SWJ also implies stronger windshear and a stronger ageostrophic circulation (cf.
Sections 4.4.3 and 4.5), which allows for the development of potentially deeper lows.

The SWJ seasonality is further described in Figure 4.20. Panel A indicates the mean
position and intensity of the SWJ at 70°E, where the wind speed anomaly is the strongest
when a WD passes (cf. Figure 4.9-C). The seasonality exhibits two different behaviours.
When WDs are active, the SWJ has a stable mean position between 28 and 30°N. It undergoes
an intensification and peaks at the end of January before weakening. Starting from May, the
SWJ strength stabilises while moving northward as the monsoon circulation is established. It
reaches its northernmost position in July-August before coming back to its winter position.
While the results are mostly in agreement with Schiemann et al. (2009), the clear decoupling
between intensity and latitude contradicts one of their hypothesis, i.e. that the jet intensity is
driven by the change in latitude5. Instead, Figure 4.20-A suggests that the thermal gradient is
the primary driver. In the context of WDs, both position and strength of the jet are important:
the position enables the propagation of WD towards the UIB, while the jet speed determines
WDs potential intensity. Note that the wiggling of the seasonality of Z300 in October and
May (Figure 4.19-B) corresponds to the moment the SWJ reaches the latitude of the UIB,
causing a small intensification of the upper-level wind, but not of the WD activity as the jet
is too far north.

The SWJ at 70°E exhibits a particularly symmetrical seasonality, but behaves slightly
differently at other longitudes. Figure 4.20-B shows that the eastern part of the SWJ, the
East Asian Jet, is stronger during the early part of the winter season, and extends south of

5This hypothesis is based on the thermal wind equation, where a change in the Coriolis parameter changes
the wind speed, even if temperature gradients are identical
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the Tibetan Plateau. As a result, upper-level wind speed increases in the UIB as indicated
by the higher value of Z300 in December and January in Figure 4.19-B. However, in this
configuration, the UIB is the left entrance of the East Asian Jet, which inhibits uplift. In fact,
when precipitation occurs during this period (see the 40 ms−1 green contour line in Figure
4.20-B), the SWJ has a similar shape as in the case of a WD’s thermal structure inducing
lower W700 (Figure 4.11-A). Hence, the contribution of the thermal structure (dZa_UP and
dZa_LW ) is negative during that part of the season (orange curve, Fig 4.19-B).

By contrast, during the later part of the winter season, the East Asian Jet weakens, while
the Arabian Jet separates from it (Figure 4.20-C). When a WD passes, the Arabian Jet extends
toward the UIB (green contour line), and the study area becomes in the left exit of the jet, as
in the case of higher W700 (Figure 4.11-B). Consequently, the contribution of the thermal
structure is positive during that part of the season (orange curve, Fig 4.19-B), and peaks in
March-April. Furthermore, the increase in moisture content and the associated latent heat
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Fig. 4.20 Hovmuller representation of the seasonality of the wind speed at 250hPa along
70°E (thin contour lines every 5 ms−1, A). In panel B (C), map of the mean wind speed at
250 hPa during the earlier (later) part of the winter season. The green contour line in panel B
(C) represents the 40 ms−1 contour line in case precipitation is above its 90th percentile for
the earlier (later) part of the winter season.
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release during these months likely impacts the thermal structure contribution, but remain to
be quantified positively.

The difference of seasonality of the Arabian Jet and the East Asian Jet is likely related
to the effect of surface heat sources and sinks, particularly that of the Tibetan Plateau. Due
to the seasonality of solar radiation, the Tibetan Plateau acts as a heat sink in autumn and a
source in winter and drives the intensity of the East Asian Jet (Schiemann et al., 2009; Yanai
et al., 1992). Similar processes lead to the variation of the Arabian Jet, but the lower altitude
of the heat sources and sinks lead to a further delayed impact on the Arabian Jet. Hence, the
East Asian Jet peak intensity occurs closer to the solar radiation minimum than that of the
Arabian Jet.

4.7.4 Moisture contribution seasonality

The seasonality of Q700 (Figure 4.19-B) could be explained by various processes, which can
be investigated:

• The temperature and the maximum quantity of moisture the air mass can hold through
the Clausius-Clapeyron relationship as suggested by Cannon et al. (2016b).

• The ability of WDs to steer moisture towards the UIB.

• The strength of the moisture pathway from the Red Sea to the Arabian Sea and the
build up of moisture it allows.

• The evaporation rate in the different moisture sources.

Evaporation over the ocean surfaces is not responsible: the highest rates during winter
occur in December-January and reach a minimum in October and May (not shown), which is
opposite to the seasonality of Q700. In fact, the higher evaporation in December-January is
in part explained by the drier conditions, while higher wind speed, mainly the trade winds
in the Arabian Sea explains another part. In contrast, the local evaporation rate in the UIB
(evapotranspiration) better corresponds to Q700 seasonality: it drops in autumn to reach
a minimum in January and then rises until April. Precipitation through soil moisture and
surface temperature explains that seasonality. However, the amounts involved are not high
enough to explain Q700 seasonality.

Sea surface temperature is another important driver of evaporation and impacts surface
moisture content (Chaboureau et al., 1998). However, it reaches a minimum in February for
the Red Sea, the Persian Gulf, and the Arabian Sea, which are considered to be the sources
of the UIB moisture, and has a two months delay compared to the Q700 minimum. Surface
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temperature in the UIB exhibits a seasonality closer to that of Q700, with a relatively sharp
minimum in January. However, this seasonality does not explain the higher moisture content
in spring than in autumn, as well as the origin of the excess of moisture.

Finally, the mean moisture transport and the impact of WDs are investigated in Figure
4.21. This figure combines information about the intensity of the monthly mean moisture
flux (green contours), the moisture flux direction (arrows) one day before a precipitation
event (defined as precipitation above the 90th percentile for each month, as in Figure 4.18),
and the resulting anomaly of water vapour flux intensity (colour shading).

The monthly mean highlights the two important features of the wintertime circulation
already discussed: the trade winds, and the westerly moisture pathway from the Red Sea
to the Arabian Sea. The trade winds blow from the Arabian Sea and the Bay of Bengal to
the Indian Ocean across the equator. They quickly established in October to peak end of
December. Then, they weaken from January to April, before being replaced by the opposite
summer monsoon circulation in May. This seasonality strikingly matches Q700 seasonality.
Indeed, stronger trade winds imply stronger dry advection from the continent, which depletes
moisture content in the whole area, while the moisture evaporating from the Arabian Sea is
transported southward. In contrast, weaker trade winds allow the build-up of moisture.

Meanwhile, the moisture pathway from the Red Sea establishes more progressively than
the trade winds, following the southward migration of the subtropical anticyclonic gyre
(Arabian high). The part across the Arabian Peninsula establishes first in November, before
extending eastward throughout the whole winter seasons. In May, as the subtropical high
moves north again, moisture supply from the Red Sea disappears.

While both the trade winds and the westerly moisture pathway are characteristic of the
wintertime circulation, there seems to be a competition between the two, so that the westerly
transport can only develop once the trade winds weaken. A similar relationship is described at
the synoptic scale during the passing of a WD (cf. Figure 4.13). In fact, the change in balance
between the two circulations may be related to a change in WDs characteristics. During the
earlier part of the season, WDs are much less effective to steer moisture towards the UIB
than in the later part, as shown by the smaller positive anomaly of moisture flux intensity
(Fig 4.21). Furthermore, the shape of the jet when precipitation occurs (Fig 4.20-B and C)
is also similar to the low (high) Q700 case in the earlier (later) part of the season (Figure
4.17-B and E). In fact, similarly to the low (high) Q700 composite, WDs occurring during
the earlier (later) part of the season, drive stronger rear dry advection (front moist advection)
leading to a strengthening (weakening) of the trade winds and a weakening (strengthening)
of the westerly moisture pathway (not shown).
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To summarise, the SWJ is particularly important to explain the seasonality of WDs. First,
its position enables the propagation of WDs to the UIB, determining the WD active season.
Second, its strength determines the potential strength of the altitude low characterising a
WD and explains the seasonality of WDs. Thirdly, the balance between the Arabian Jet and
the East Asian Jet, the two parts of the SWJ in the area, changes the low level circulation
associated with the WDs, both in term of cross-barrier winds in the UIB and larger scale
moisture transport. This effect explains the wetter spring than autumn.

4.8 Summary

This study has developed an in-depth analysis of the synoptic variability of precipitation
in the Upper Indus Basin (UIB) during winter using PC regressions and composites. The
atmospheric circulation related to precipitation and particularly Western Disturbances (WDs)
have been discussed. Precipitation intensity is explained by various WDs characteristics.
Several processes explaining WD initiation, growth, decay, and interaction with the relief are
suggested. These findings offer new insights on the precipitation and WD seasonality.

Figure 4.22 summarises the different atmospheric features and processes discussed. First,
precipitation events are related to an area of anticyclonic anomaly over Eastern Europe and
western Russia with a maximum intensity four days before the precipitation event (Figure
4.22, 1). This anomaly is likely the result of a Rossby wave propagating in the Atlantic Jet
stream and forms a ridge from the Atlantic subtropical high. It is enabled by a stronger than
usual positive NAO and tilted jet. The anomaly can directly trigger a wave in the Arabian
Jet over the eastern Mediterranean Sea through a Rossby wave breaking. Alternatively, the
anomaly fuels the development of a pre-existing WD precursor by driving cold air to the rear
of the WD and increasing baroclinicity (5). The presence of a trough east of the anticyclone
anomaly squeezes the cold air into a corridor; the advection enhances as the WD approaches
the trough and interacts with it. The resulting cold anomaly is also in part responsible for the
stronger Arabian Jet associated with WDs (2). The cold air advection has an ambivalent role
as it is accompanied by dry air that can suppress precipitation (9).

Winter moisture transport is driven by the Arabian subtropical high. North of it, a westerly
moisture pathway connects the Red Sea with the Persian Gulf and the north of the Arabian
Sea, while trade winds blow over the rest of the Arabian Sea. The passing of a WD enhances
the westerly moisture pathway (3), while trade winds weaken it (4). As the WD approaches
the UIB, it steers the moisture across the Indus Plain into the notch formed by the relief.
The presence of an anticyclonic anomaly east of the WD further enhances the meridional
transport (6).
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Eventually, the moisture converges at low-level (around 700 hPa) in the UIB, over the
foothills, and the uplift triggers condensation and precipitation (7). It also allows a mixing
and a warming of the air column in the UIB, which counterbalances the cold air advection
associated with the WD (cf. 5). The resulting decreased temperature gradient in the UIB
allows the upper-level cyclonic circulation of the WD to further propagate downward and
enhance the cross-barrier moisture transport. This positive feedback is suggested as a first
process explaining WD interaction with the relief in the UIB. The uplift also advects low
potential vorticity values to high altitude (250hPa) as indicated by the swift anticyclonic turn
of its outflow (8). The presence of lower potential vorticity increases the zonal gradient of
potential vorticity, which increases the baroclinic circulation. The uplift is enhanced in the
UIB as it can be inferred by the break in the Arabian Jet, helping precipitation. Meanwhile,
downward velocities to the east stretches and strengthens the WD cyclonic circulation. This
baroclinic interaction is suggested as the second feedback process explaining WD interaction
with the relief in the UIB. However, the positive interaction is short-lived since, since, when
the WD reaches the UIB, the interaction reverses and the WD quickly weakens.

In parallel to the negative baroclinic feedback, dry continental air intrudes in the Indus
Plain and cuts off the moisture supply to the UIB, which effectively stops the precipitation.
The extra remaining moisture is then pushed towards Northeast India, while trade winds in
the Arabian Sea re-intensify. Finally, as the result of the WD interaction with the relief, the
Subtropical Westerly Jet weakens to the east of the UIB and the anomaly propagates into the
East Asian Jet two days later.

This idealised scenario hides large variability in the different features discussed in Figure
4.22, leading to varying precipitation intensity. As expected, the intensity of the upper level
disturbances impacts low-level cross-barrier winds. However, this study suggests that the
thermal structure of the WD is equally important: higher baroclinicity increases the low-level
circulation and the hot and moist southerly advection ahead of the WD. Finally, moisture
supply is largely affected by the development of the WD. When the WD develops from the
cold air advection, its interaction with the moisture pathway is limited and it rather drives
dry air into the Indus Plain. By contrast, when the WD propagates closer to the Arabian Jet,
its intensity is more limited but the stronger baroclinic interaction leads to a proportionally
stronger low-level circulation. Meanwhile, its southern position leads to a stronger impact on
the moisture pathway.

Furthermore, these different findings help to understand the precipitation seasonality.
Particularly, the precipitation peak is delayed by almost two months compared to the WD peak
activity. One month is explained by the moisture content seasonality, while the remaining
difference is related to changes in baroclinicity. Precipitation seasonality is closely related to
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that of the Subtropical Westerly Jet. The winter jet position enables the WDs to reach the
UIB, the jet strength relates to WD intensity, and the balance between the Arabian Jet and
the East Asian Jet impacts the WD dynamic in the UIB. Particularly, that balance explains
the wetter spring than autumn.

Finally, two non-linear relationships are observed that link precipitation to WD intensity.
First, the relationship between moisture transport at 700 hPa and precipitation is better
characterised by a quadratic regression, due to varying lower level moisture transport. Second,
the relationship between the cross-barrier winds at 700 hPa (W700) and the WD intensity
(defined as geopotential height anomaly at 300hPa) is also non-linear for higher values
of W700. This behaviour is likely related to the baroclinic interaction with the relief.
Consequently, a small increase in the SWJ, which relates to the WD intensity, may result in a
large precipitation change, and could be used as a signal to investigate seasonal variability.

The findings in this study offer different avenues for further work. First, they set up
the atmospheric circulation to investigate meso-scale phenomena that affect precipitation
patterns, and particularly whether precipitation occurs over the plain or at high altitude.
Second, the processes described here can improve the understanding of teleconnections as
it was done for NAO. Finally, the representation of those processes and particularly of the
Subtropical Westerly Jet are to be tested in climate models.



Chapter 5

Representation of winter precipitation in
climate simulations: origin of biases and
variability across scales

5.1 Introduction

The previous chapters have selected datasets (Chapter 2), designed tools (Chapter 3), and
discussed atmospheric features (Chapter 4) with the aim of evaluating the use of precipitation
output in climate simulations. The actual evaluation is conducted in this chapter, with a focus
on winter precipitation in the Upper Indus River Basin (UIB) as in Chapters 3 and 4. The
evaluation includes the representation of the amount and seasonality of the precipitation, but
also its variability from the inter-annual to millennial time scale.

A number of previous studies have investigated winter precipitation biases in global
climate models in the UIB or neighbouring areas (e.g. Ahmed et al., 2019; Hunt et al., 2019;
Meher et al., 2017; Palazzi et al., 2015, 2013). These studies have focused on the simulations
produced for the Coupled Model Intercomparison Project phase 5 (CMIP5; Taylor et al.,
2012). They all found that climate simulations overestimate winter precipitation with respect
to rain gauge-based datasets, although the spread between simulations is large (Palazzi et al.,
2015). Yet, as discussed in Chapter 2, rain gauge-based datasets tend to underestimate
precipitation, which reduces the confidence in this finding. Particularly, some simulations are
drier than the ERA-Interim dataset (Hunt et al., 2019; Palazzi et al., 2013) and might better
estimate precipitation amount than the authors have suggested. Palazzi et al. (2015) have
also investigated the seasonality of precipitation and revealed the problematic diversity of the
simulated seasonal cycle. The authors suggest that model resolution and the implementation
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of sulfate aerosol effects may partly explain this behaviour. The findings on the drivers of
winter precipitation in Chapter 4 is re-employed here to further discuss the origin of the
average and seasonal biases in the most recent CMIP6 climate simulations.

Various teleconnections affecting UIB precipitation variability on an inter-annual timescale
have been exposed in the literature. For example, the North Atlantic oscillation (NAO) affects
precipitation through a modulation of the subtropical westerly jet (Filippi et al., 2014), which
has been further clarified in Chapter 4. The relationship between UIB precipitation and the
El Nino-Southern oscillation (ENSO) is also strong (Cannon et al., 2016b; Dimri, 2013b)
and can be explained by the stronger dynamics of Western Disturbances (WDs; Yadav et al.,
2013, 2010) and an increased moisture supply (Mariotti, 2007; Syed et al., 2010) during
El Nino events. Interestingly, the strength of both of these teleconnections exhibit decadal
variability in the historical record (Filippi et al., 2014; Yadav et al., 2009), while ENSO
and NAO signals have varied on various timescales across the Holocene (Hernández et al.,
2020). Hence, the temporal modulation of the teleconnections has an impact on the longer
timescale variability of the precipitation. A good representation of the teleconnections in
climate simulations is therefore a prerequisite for the analysis of the precipitation variability
on longer timescales. Most climate models in CMIP5 and the most recent CMIP6 simulate
the ENSO variability and the positive impact of El Nino events on winter precipitation in the
UIB (Brown et al., 2020). However, a more detailed analysis of atmospheric and oceanic
global teleconnections pattern in relation to precipitation in the UIB is needed to further
validate climate simulations.

On millennial time scales, orbital forcing becomes the predominant driver of climate
variability. Since the mid-Holocene, 6000 years before present, the precession has changed
phase while the obliquity decreased (Berger and Loutre, 1991). The change in precession
affects the inter-hemispheric heat repartitioning: during the mid-Holocene, the Earth’s
perihelion (i.e. the position on the orbit the closest to the sun) coincided with boreal summer,
which led to a strengthening of the boreal monsoon (Kathayat et al., 2016; Liu et al., 2004).
By contrast, present day Earth’s perihelion coincides with austral summer, which leads to a
strengthening of the austral monsoon. In comparison, little is known about how the winter
season is affected by this change in seasonality due to a lack of proxy data close to the UIB
(Dixit et al., 2018; Giesche, 2020; Giesche et al., 2019) or elsewhere (e.g. Pers, oiu et al.,
2017). Model data hypothesised a weakening or northward shift of the Subtropical Westerly
Jet (Hou et al., 2017; Hunt and Turner, 2019). The obliquity also impacts the temperature
gradient between the equator and the higher latitudes, but only on average over the whole year
(Mantsis et al., 2011; Wu et al., 2016). One possible impact of the stronger obliquity during
the mid-Holocene and the lower insolation near the equator is a weaker ENSO variability,
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which is both found in proxies (Emile-Geay and Tingley, 2016) and in climate simulations
(Chen et al., 2019). These correlations highlight again the importance of teleconnections
even at the millennial timescales.

This chapter is split into three main sections. The first describes the model and obser-
vational datasets used, the second investigates the seasonal biases of winter precipitation
in climate simulations and its change since the mid-Holocene, and the third discusses the
representation of winter precipitation variability across timescales.

5.2 Data

5.2.1 Observations and reanalyses

As in Chapter 3 and 4, ERA5 reanalysis (Hersbach et al., 2020) is used here. The analysis
presented in Chapter 2 (also in Baudouin et al., 2020b) has shown that ERA5 provides
precipitation estimates closest to rain gauge-datasets among various reanalysis datasets. In
addition, it provides 3D sub-daily estimates of geopotential, wind and specific humidity at
0.25° resolution, between 1979 and 2018. The GPCC rain gauge-based dataset is used as
a complement here (Schneider et al., 2018). Chapter 2 also showed that GPCC is one of
the most accurate observational datasets for the area, and most importantly provides data
since 1891, which proves useful for lower frequency variability. Note, however, that its
quality before 1950 remains unchecked, due to a lack of independent datasets for validation
(Chapter 2; Baudouin et al., 2020b). Observed sea surface temperatures (SST) are from the
Hadley Centre Global Sea Ice and Sea Surface Temperature (HadISST) v1.1 for the period
1891-2018, to match the time period of GPCC and ERA5 (Rayner et al., 2003). HadISST
is also used to compute an ENSO index, the Oceanic Niño Index (ONI; Trenberth, 1997).
This ENSO index is defined as the 3-month average of SST anomalies in the Niño3.4 region
(5°N-5°S, 170°-120°W). Finally, an observation-based NAO index is used (Hurrell et al.,
2013)1. This index is defined as the first principal component of sea level pressure (SLP)
over the North Atlantic region (20°-80°N, 90°W-40°E).

5.2.2 IPSL climate simulations

In order to investigate the biases of climate models in more depth, the analysis is limited
to simulations with Earth system models from the IPSL family. Table 5.1 summarises the
characteristics of the model data that has been used. The historical, pre-industrial control

1NAO Index Data provided by the Climate Analysis Section, NCAR, Boulder, USA. Accessed 05-08-2020
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(piControl), and mid-Holocene experiments were produced for CMIP6 (Eyring et al., 2016)
with the IPSL-CM6A-LR model (Boucher et al., 2020) and are investigated here. The
historical experiment has already been used in Chapter 3 to validate the relationship between
cross-barrier moisture transport and precipitation (Baudouin et al., 2020a). Here, it is used
to compare the precipitation with that of the piControl, and it is also used to assess the
impact of different greenhouse gases (GHG; i.e. carbon dioxide, methane and nitrous oxide)
concentrations (i.e. varying GHG concentrations from 1850 to 2005 are used in the historical
run, and constant 1850 concentrations in the piControl, while the orbital conditions are
identical and correspond to today’s conditions). The piControl experiment is preferred for
most of the analysis due to its larger data availability. Particularly, the variant r1i1f1p1 offers
a timeseries of 2000 years for precipitation, SLP, and SST, which allows for investigation of
lower frequency variability. A shorter time period of 670 years is available for sub-daily 3D
winds and specific humidity.

The mid-Holocene experimental setup has been designed using the Paleoclimate Mod-
elling Intercomparison Project - Phase 4 protocol (PMIP4; Otto-Bliesner et al., 2017). How-
ever, the variant r1i1p1f4, selected in this study for its longer time period (300 years), uses
3D mineral dust forcing provided by Samuel Albani instead of the 1850 pre-industrial values.
Unfortunately, wind and specific humidity are not available on standard pressure levels at a
daily or sub-daily time resolution. Thus, the relationship between precipitation and moisture
transport at 700 hPa (cf. Chapter 3 and 4) cannot be analysed for this experiment.

Finally, a transient simulation of the last 6000 years, until 1950 CE, is investigated
(Braconnot et al., 2019). This simulation was performed with a modified version of the
IPSL-CM5A-MR that was used for CMIP5. Changes were made to the land surface and
hydrology components, in particular with the addition of a dynamic vegetation module. The
atmospheric component uses the same grid as IPSL-CM6A-LR so that the comparisons do
not need interpolation. The two transient external forcings are orbital parameters and GHG
concentrations while aerosols (dust and sea salt) are fixed at 1860 level.

5.3 Seasonality

5.3.1 Method

Winter precipitation is defined here as it was in Chapter 4: the precipitation that falls from
October to May, while the UIB area is the same as in the Chapters 2, 3, and 4, although it
was adapted to the IPSL resolution (cf. Chapter 3, Figure 3.8). Wind and specific humidity
at 700 hPa are available at sub-daily (6-hourly) resolution for the piControl experiment,
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so that the relationship between wind, specific humidity, and precipitation in the UIB can
be investigated using the same technique used in Chapters 3 and 4 (i.e. a PC regression;
Baudouin et al., 2020a)

To get comparable results between ERA5 and the climate model output, ERA5 data are
first coarsened to the model’s spatial and temporal resolution. Then, the same PC regression
as in Chapter 4 is performed. To recall, precipitation is predicted using the product of wind
and specific humidity (hereafter moisture transport) at 700 hPa at the start of the precipitation
accumulation period. The regression is optimised for non-negative predicted values, while
insuring an unbiased result. The predictors are the first principal components of moisture
transport around the UIB. The first 15 principal components are selected in this chapter, which
is lower than the number used in Chapter 4 (46), due to the coarser spatial resolution. Figure
5.1 presents the pattern of the regression coefficients. The result is similar to Figure 4.1,
confirming that the difference in resolution does not impact the main results. The coefficient
of determination (R2) is 0.844, which is slightly lower than previously (0.878; Section 4.3),
due to the lower spatial resolution of the predictors (i.e. fewer principal components).

A similar PC regression was employed with IPSL-CM6 historical simulation in 3.4.5
(Baudouin et al., 2020a). It showed that, as in the reanalysis dataset, moisture transport along
the Himalayan foothills is important for producing precipitation in the simulations. However,
using the PC regression on model outputs does not make it possible to determine whether a
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Fig. 5.1 Result of the PC regression of precipitation in the UIB with moisture transport at 700
hPa. Same as Figure 4.1-A, but with the moisture transport coarsened to the IPSL-CM6A-LR
spatial resolution, and with a 6-hourly timeseries instead of 3-hourly. The first 15 principal
components are selected. The arrows represent the regression coefficients associated with
both zonal and meridional direction of moisture transport at each location. The colour is
proportional to the arrow’s length and represents the overall importance of the location.
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change in the precipitation rate is related to an increased moisture transport or an increased
efficiency to convert moisture transport into precipitation. So, instead of computing new
regression coefficients, the coefficients derived from the fit with ERA5 data are re-employed
and applied to the model data. Doing this, the different timeseries (predicted precipitation,
moisture and wind contributions) are spatially weighted means using the same weights, so
that the various variables can be compared.

5.3.2 Biases in the seasonality of precipitation in the piControl simula-
tion

In Figure 5.2-A, the thick lines show the seasonality of precipitation in the UIB from ERA5
reanalysis (black), historical run (grey), and the piControl run (blue). The differences between
the historical and piControl run are small (the historical winter precipitation is 3% higher),
and can be related to the smaller time period considered for the historical run (1979-2014) as
much as to the change in greenhouse gases concentration. As discussed in Chapter 3, for
the historical experiment the bi-modality of the precipitation in the UIB is mostly absent,
with summer precipitation heavily underestimated. By contrast, the winter precipitation
is substantially overestimated (+46% for the period October to May compared to ERA5).
The variations are otherwise well represented, with a distinctive peak in March, although
somewhat delayed in the historical run. The overestimation during October-December, the
driest period in ERA5, further minimises the weak summer monsoon precipitation peak in
August-September.

The dotted lines in Figure 5.2-A represent the seasonality of the predicted precipitation
using moisture transport. The mean predicted winter precipitation from the piControl is 34%
higher than that of ERA5, which indicates that an enhanced moisture transport is responsible
for most, but not all, of the precipitation difference. Indeed, the precipitation derived from
moisture transport is 8% lower than the precipitation simulated by the model (cf. blue lines),
while for ERA5, the prediction is unbiased by definition. The difference is particularly
evident during the wettest winter months. This difference suggests that the moisture transport
is more efficient at producing precipitation in the IPSL climate model. Explanations for this
behaviour range from differences in relief representation due to the resolution, differences in
microphysics parametrisations, as well as differences in other environmental conditions (e.g.
temperature, humidity, or wind at other altitudes).

Figure 5.2-B explores the seasonality of the timeseries of the contribution from wind and
specific humidity (respectively W700 and Q700, cf. definitions in Chapter 4). Note that only
the positive values of W700 are considered, as negative values do not impact precipitation
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Fig. 5.2 In A, seasonality of precipitation (plain line) in ERA5 (black), the piControl (blue)
and historical (grey) simulation using IPSL-CM6-LR. The seasonality of the precipitation
predicted by moisture transport is given by the dotted line. This prediction is only performed
for ERA5 and piControl. The months June, July, August, and September are greyed out as
they are not used to fit the precipitation with moisture transport at 700hPa; a prediction is
still computed but results in large biases. In B, the seasonality is given for the two variables
composing the moisture transport: specific humidity (Q700, dotted line) and wind (W700,
plain line) for both ERA5 and piControl run. The values of W700 not contributing towards
precipitation (i.e. negative values) are fixed to 0.
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(i.e. positive W700 indicates cross-barrier winds in the UIB). Interestingly, the biases of the
two variables have opposite signs: Q700 is 38% lower in the piControl simulation than in
ERA5, but W700 is 58% higher. The difference is relatively similar across the whole winter
period (October to May), but tends to increase for the last three months (March to May).
Surprisingly, multiplying the respective bias of W700 and Q700 for the whole season gives a
result close to 1 (0.986): that is, if treated independently, the biases from W700 and Q700
almost exactly cancel each other out. In other words, the seasonal bias of moisture transport
in the simulation is related to a stronger spatial and temporal correlation between the wind
and specific humidity fields than in ERA5 (cf. Section 3.4.2).

5.3.3 Western Disturbances in the piControl simulation

The origin of the biases of moisture transport, wind, and specific humidity in the piControl
simulation is further investigated using the results from Chapter 4. Figure 5.3 shows the
seasonal anomaly of geopotential height, averaged over the 10% strongest 6-hourly accu-
mulation periods of precipitation, for each month of the year. The results are presented on a
longitudinal cross-section along 31.69°N, i.e. across the Indus Plain, which can be compared
to Figure 4.18. For all months between October and June, the highest precipitation events
are related to the presence of a minimum anomaly of geopotential height around 300hPa.
Further, the minimum anomaly for a given altitude is tilted westward with increasing height
(vertical line in Figure 5.3), which indicates the presence of a baroclinic instability. These
two elements characterise the WDs discussed in Section 4.4. Consequently, the simulation
represents the correct synoptic driver of winter precipitation. Yet, some differences can
be seen with respect to Figure 4.18. First, the minimum anomaly is generally located at a
lower altitude (below 300 hPa) in the simulation compared to ERA5 (above 300 hPa), which
suggests a lower altitude for the dynamic tropopause too. Second, the increased altitude of
the minimum anomaly in October and May is not as evident. Finally, the pattern in June
is probably the most striking difference, as it shows that, in contrast to ERA5, upper-level
disturbances are still present and triggering precipitation in the simulation although no baro-
clinic processes are involved (cf. absence of westward tilt). This seasonality change can be
related to the delayed and weaker summer monsoon precipitation in the simulation.

Since WDs are responsible for precipitation during the months from October to May
in the piControl simulation, the atmospheric circulation during precipitation events can be
investigated in greater detail. Figure 4.13 cannot be reproduced as vertically integrated
moisture transport is not available at a sub-daily resolution for the simulation. Further, the
method of the composite used in Figure 4.13 is not suited to compare ERA5 and the piControl
simulation, due to the differences in the precipitation mean between the two datasets. Instead
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Fig. 5.3 Vertical cross-section at 31.69°N and between 56 and 80°E using piControl data:
composite of geopotential height anomaly for the 10% highest 6-hourly precipitation rates,
per month. The vertical line indicates the longitude of minimum anomaly for each altitude.
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a point-wise regression is performed between precipitation in the UIB, and both absolute
wind velocity and the seasonal anomaly of specific humidity at 700 hPa, at different time
lags (Figure 5.4).

The pattern for ERA5 (Figure 5.4-A to C) are very similar to Figure 4.15: a positive
moisture anomaly develops in the Indus Plain and to the west, supported by south-westerly
winds on the day prior to the precipitation event (Figure 5.4-A). This moisture anomaly moves
to the upper part of the basin where the cross-barrier winds trigger convergence, producing
precipitation (Figure 5.4-B). In the mean time, a negative anomaly of moisture develops to
the west of the cyclonic circulation with northerly to westerly continental wind (Figure 5.4-A
and B). This moisture anomaly quickly invades the Indus Plain after the precipitation peak,
despite cross-barrier winds still present along the Himalayas (Figure 5.4-C).

While a positive moisture anomaly also develops in the piControl simulation east of a
cyclonic circulation, other elements are different. First, the moisture anomaly is supported
by southerly winds, that originate at a lower latitude than in ERA5 (Figure 5.4 D and E). As
a result, the moisture anomaly is almost twice as important. Note that the specific moisture is
lower on average in the piControl simulation (cf. Figure 5.2-B, also later Figure 5.6). This
bias needs to be compensated by either an enhanced cross-barrier winds in the UIB or an
increase in specific moisture anomaly to result in the same amount of precipitation. Figure
5.4 indicates that stronger cross-barrier winds are in fact not needed as the change in wind
circulation is able to advect more moisture towards the UIB. Second, despite strong northerly
winds to the rear, the negative moisture anomaly is less well pronounced (Figure 5.4-D and
E), which may also be related to the average lower moisture content as just discussed. The
stronger meridional circulation on both sides of the cyclonic circulation is likely related to
the coarser relief representation, that can be seen in 5.3. Indeed, the various ranges between
the Iranian Plateau and the Tibetan plateau tend to disrupt the meridional circulation, while
the Persian Gulf funnels the zonal flow. Finally, the negative moisture anomaly does not
progress to the Indus Plain after the precipitation peak in the simulation (Figure 5.4-F). It is
possible that the stronger meridional circulation limits the impact of westerly winds, which is
responsible for the drying in the Indus Plain through a Foehn effect down the Iranian Plateau
and the Suleiman Range (cf. Section 4.6). Both the stronger moisture anomaly and the
absence of dry air intrusion explains the better overlap between areas of wind and moisture
anomalies already discussed in the previous section of this chapter (5.3.2), and lead to the
overestimation of moisture transport and precipitation in winter.

This analysis of the synoptic circulation does not completely explain the origin of the
positive wind overestimation and dry bias in the piControl simulation. While the stronger
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Fig. 5.4 (Previous page) Regression maps of precipitation in the UIB (indicated by the
black contour line) with absolute wind (arrows) and seasonal anomaly of specific humidity
at 700 hPa (colours). The regression coefficients are not standardised, so that the values
represent the anomaly of moisture transport and the wind field associated with a precipitation
event of 1 mm in 6 hours. The regression is performed for two datasets: ERA5 (A to C)
and piControl (D to F), as well as for different lags of specific humidity and wind: one day
before the precipitation event (A and D), at the start (B and E), and one day after (C and F).
The surface lying above 700 hPa (at minimum pressure) is represented in grey. When the
regression coefficients of the two wind directions are not significant at the level 0.05, the
arrow is not plotted. Similarly, when the regression coefficient of specific humidity is not
significant, it is fixed to 0. The dotted lines are iso-contours of specific humidity regression
coefficients as indicated by the labels in the legend.

meridional circulation can explain part of the wind overestimation, another reason can be
found in the representation of the subtropical westerly jet.

Figure 5.5-A shows the seasonality of the wind speed at 250 hPa at various latitudes
along 70°E. It presents both the mean wind speed in the simulation (green contour lines) and
the anomaly compared to ERA5 (colours). The jet stream in winter is more than 5 ms−1

stronger in the piControl simulation, which corresponds to a 10 to 20% increase in wind
speed. In contrast, the jet completely disappears in summer, instead of moving northward (cf.
4.20). The winter increase can be explained by the weakening of the polar jet that moves
between the subtropical jet and the Arctic (see the negative wind speed anomaly at these
latitudes in Figure 5.5-A). This way, the kinetic energy is transferred from the polar jet to
the subtropical jet. Hunt et al. (2019) suggested that the coarse model resolution could be
responsible for this difference, but biases in heat sources and sinks over the Tibetan Plateau
can also be responsible for the biases in subtropical jet. Indeed, Schiemann et al. (2009)
showed that heat sinks over the Tibetan Plateau in winter, along with the surface drag locks
the jet to the south of the Plateau. On the contrary, the Tibetan Plateau becomes a major heat
source in late spring and throughout summer, which explains the late spring weakening and
eventually northward movement of the jet (cf. Section 4.7). Figure 5.5-A shows a larger wind
speed anomaly between March and May (above 10 ms−1) which effectively maintains the jet
intensity for a longer period into spring. This extension explains why WDs remain active up
to June in the piControl simulation (cf. Figure 5.3-K). This wind speed bias is likely caused
by a delay in the establishment of the heat sources over the Tibetan Plateau. For example,
stronger winter precipitation in the UIB, that falls as snow at altitude, may extend onto the
Tibetan Plateau itself and play a role in theses biases, through an increased albedo in spring.
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Further analyses are needed to prove these hypotheses. Finally, the delay and bias in Tibetan
Plateau heat sources play a role in the weaker summer monsoon.

10

20

30

40

50

60

70

AugSep Oct NovDec Jan FebMar Apr May Jun Jul

La
tit

ud
e 

no
rt

h 
(°

)

A) Seasonality at 70°E

10

20

30

40

50

30 60 90 120

B) October − May

Mean wind speed at 250hPa (m. s−1)

25 35 45

−15 −10 −5 0 5 10 15

Wind speed anomaly PI−ERA5 (m. s−1)

10

20

30

40

50

60

70

AugSep Oct NovDec Jan FebMar Apr May Jun Jul

La
tit

ud
e 

no
rt

h 
(°

)

A) Seasonality at 70°E

10

20

30

40

50

30 60 90 120

B) October − May

Mean wind speed at 250hPa (m. s−1)

25 35 45

−15 −10 −5 0 5 10 15

Wind speed anomaly PI−ERA5 (m. s−1)

Fig. 5.5 In A, Hovmöller representation of the seasonality of wind speed at 250 hPa and along
70°E. In B, map of the same variable averaged between October and May. The green contour
lines represent the wind speed, while the colour shading is the anomaly in the piControl run
compared to ERA5.
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As discussed in Section 4.5, a stronger subtropical westerly jet in winter fuels deeper
WDs, which eventually trigger higher low level cross-barrier winds in the UIB. Therefore,
the overestimated wind in the UIB can be explained by the anomaly in the jet speed. Yet,
Figure 5.5-B also suggests that this relationship is partially offset by a slightly different
configuration of the jet-stream. Figure 5.5-B shows the spatial distribution of mean wind
speed at 250 hPa in the piControl simulation and the wind speed anomaly compared to ERA5
during winter. The maximum wind speed anomaly is located just south of the Tibetan Plateau,
which further supports the hypothesis that the Tibetan Plateau is responsible for the bias. In
contrast, the part of the jet over the Arabian Peninsula is not as anomalously strong compared
to ERA5. In fact, when looking at the averages per month (not shown), the Arabian jet never
detaches from the stronger East Asian Jet (cf. Figure 4.20 for ERA5). As a result of these
anomalies, the UIB tends to remain in the left entrance of the East Asian Jet with increased
baroclinic sinking, which limits lower level cross-barrier winds as discussed in Section 4.5.

Finally, the moisture anomaly is investigated using precipitable water and vertically
integrated water vapour flux averaged over the period October to May. The piControl
simulation is compared to ERA5 in Figure 5.6. Most strikingly, precipitable water is
underestimated for the whole domain, except for a few small patches. The underestimation
is particularly important over the Indus and Ganges River basins and in Northeast India.
This pattern suggests stronger north-westerly winds that accompany the air sinking from
the mountain ranges to the west and the north. Again, the anomalous jet position may be
responsible. A second area of strong negative moisture bias is the south of the Red Sea.
Figure 4.16 showed that strong evaporation occurs over there, and it is likely that weaker
evaporation happens in the piControl simulation, potentially caused by weaker surface winds.
This bias over the Red Sea is also important to explain the dry bias over the Persian Gulf
and towards the Indus Plain, since Section 4.6 showed that moisture is transported from the
Red Sea to these areas. In fact, the westerly moisture pathway from the Red Sea to the Indus
Plain discussed in Section 4.6 and indicated in Figure 5.6 is much weaker in the piControl
simulation and is not any more a distinct area of maximum moisture transport. Instead,
moisture transport from the Mediterranean Sea towards Central Asia is enhanced due to
an enhanced zonal flow. The weakening of the westerly moisture pathway to the UIB and
the more southerly origin of the winds when a WD passes (cf. Figure 5.4-E) suggests that
moisture comes mainly from the Arabian Sea in the piControl simulation. Meanwhile, much
stronger moisture transport occurs in the trade wind region, off the African coast (Figure 5.6).
Given the lower column moisture content, this implies stronger trade winds. This enhanced
southward moisture transport is likely the main explanation for the lower precipitable water
between 10 and 35°N.
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5.3.4 Comparing the other datasets

Figure 5.7 presents the seasonality of precipitation in the UIB for various datasets. For the
present era, ERA5 reanalysis and rain gauge-based GPCC are considered for precipitation.
Chapter 2 demonstrated that these two datasets were among the most reliable. Yet their
differences highlight the uncertainty in the observed amount of precipitation as discussed in
Chapter 2. For the IPSL-CM6A-LR model (dashed line) two simulations are considered, the
piControl (blue) and the mid-Holocene (red). The seasonality is also presented for the IPSL
Holocene transient simulation (dotted line) but for two sub-periods, the first 300 years that
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Fig. 5.6 Map of precipitable water anomaly (colour) and total column moisture transport
(arrows) in the piControl simulation compared to ERA5, as an average between October and
May.
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can be compared to the mid-Holocene simulation (blue) and the last 300 years that can be
compared to the piControl simulation (red).

Strikingly, the transient simulation is significantly drier than both IPSL-CM6A-LR
simulations, despite the strong similarities between the two models. More specifically, the
seasonality is reduced with a much weaker peak in March or April. Without access to
atmospheric variables such as wind and specific humidity at 700 hPa or precipitable water
for the transient simulation, the origin of these differences was not further investigated.

The changes between the mid-Holocene (in red in Figure 5.7) and the pre-industrial con-
ditions (in blue) are investigated by comparing the mid-Holocene and piControl simulations
(dashed lines), as well as by comparing the first and last 300 years in the transient simulation
(dotted lines). Despite the mismatch in seasonality between the IPSL-CM6A-LR simulations
and the transient simulation, some qualitatively robust changes are evident. The largest
differences occur in August and the neighbouring months of July and September. Both
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Fig. 5.7 Seasonality of precipitation in various datasets: GPCC (grey, rain-gauge based),
ERA5 (black, reanalysis), piControl (blue) and mid-Holocene (red) simulation based on
IPSL-CM6-LR, and 6k years transient Holocene simulation. For the latter, the seasonality
is given over two sub-periods: the first 300 years (red) and the last 300 years (blue) of the
simulation.
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IPSL-CM6A-LR and the transient simulation suggest a stronger summer monsoon during
the mid-Holocene, which has been documented in other climate simulations (Bosmans et al.,
2012; Jiang et al., 2014; Zhao et al., 2005) as well as in climate records (Dixit et al., 2018;
Fleitmann et al., 2003; Kathayat et al., 2017), and suggest that the Indus River basin was
particularly impacted by this change.

In winter, the changes are more complex. When considering the whole period from
October to May, the change is less than 1% for the IPSL-CM6A-LR simulations, but
the transient simulation shows a negative trend of 13% across the 6000 years. However,
investigating smaller periods shows that the two sets of simulations only disagree on the
sign for two months (December and March) and that trends of different signs coexist the rest
of the season. In October-November as well as in April-May, the simulations of the mid-
Holocene are wetter than the pre-industrial conditions. By contrast, for January-February,
the pre-industrial period is wetter. Analysis of the precipitable water for the IPSL-CM6A-LR
simulations shows a positive anomaly for the mid-Holocene in October-November likely
due to the remnant of moisture of the stronger summer monsoon as well as higher local
evaporation. By contrast, lower precipitable water is evident in January-February although
the reasons for this pattern are less clear. Hunt and Turner (2019) discussed how the reduced
strength of the jet in the mid-Holocene might have impacted intensity of the WDs and
thus precipitation during wintertime. However, analysis of the wind speed at 250 hPa in
IPSL-CM6 simulations does not support this hypothesis. Another possibility is the lower
winter temperature in the mid-Holocene simulations, which is linked to weaker insolation
and lower greenhouse gas concentrations compared to the piControl simulation (Brierley
et al., 2020). Finally, the origin of the change in precipitation in April-May is even less clear
as neither wind nor moisture seem to be different on average between the two periods. Daily
or sub-daily wind and moisture fields would be needed to perform a more in depth analysis
and to help understanding the origins of the precipitation differences.

As discussed in Section 1.4.1, there is no winter UIB precipitation proxy available
to discuss Holocene trends. There is evidence for a wetter early to mid-Holocene in the
Levant (Cheng et al., 2015, and references therein) and up to the Zagros mountains in
Iran (e.g. Andrews et al., 2020), a region where precipitation is mostly brought by WDs.
However, the moisture there has a different origin, the Mediterranean Sea. In fact, previous
modelling studies have suggested an opposite reaction to precession changes in the Middle-
East compared to the IUB. So, extrapolation of the Holocene trends in the Middle-East to the
UIB is not advised.
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5.4 Variability and teleconnections

5.4.1 Variability across timescales

5.4.1.1 Haar fluctuations

The variability of the precipitation signal at different time scales is investigated using Haar
fluctuations (Lovejoy and Schertzer, 2012). Haar wavelets can be defined as equal to 1
between − s

2 and 0, −1 between 0 and s
2 and 0 otherwise, where s is a positive number, in

unit of time, defining the timescale investigated (cf. the x-axis "period" in Figure 5.8). A
Haar fluctuation is obtained by integrating the product of a Haar wavelet with the timeseries
investigated T and scaling the result by s

2 . The fluctuation is dependant on the timescale s
considered but also on the location x on the timeseries (i.e. where the centre of the wavelet is
located on the timeseries). The fluctuation also simply equals the absolute difference between
the average values of the timeseries between x− s

2 and x on one hand, and between x and
x+ s

2 on the other:

H f lucs(x,s) = |T[x− s
2 ; x]−T[x; x+ s

2 ]
| (5.1)

Finally, the Haar fluctuation for a given timescale s is defined as the root mean square
of the fluctuations at all possible locations x on the timeseries. This result is then scaled by√

π

2 which correspond to the mean of a half Gaussian distribution which H f lucs follows
(Lovejoy and Schertzer, 2012):

H f luc(s) =

√
2
π
×H f lucs(x,s)2 (5.2)

Here, the data points of the timeseries are evenly spaced2. The fluctuations H f lucs(x,s)
are computed at the locations x corresponding to each data point present between s

2 and
N∆t− s

2 , where N is the number of data points and ∆t the timestep of the timeseries. However,
doing so results in overlapping fluctuations when s is two times above the timestep ∆t. That
is, a single data point can be used to compute several fluctuations H f lucs(x,s) for a given
scale s. While this helps reducing the uncertainty, it also under-represents the data points
at each end of the timeseries. Finally, the Haar fluctuation H f luc(s) is computed for all
scale s possible, that is, all even numbers between 2 and N. When the variable investigated
is Gaussian (precipitation are Gaussian on monthly and longer timescales; Glasbey and
Nevison, 1997), it is possible to convert the Haar fluctuations so they become proportional to

2Haar fluctuations can also deal with timeseries whose data points are not separated by a constant timestep,
which is generally the case for proxy data.
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a spectrum and can be compared to other spectrum estimates (Lovejoy and Schertzer, 2012),
such as the multitaper method (Thomson, 1982, e.g. Figure 5.8-C):

spec(s) = s×H f luc(s)2 (5.3)

This method generally offers a good estimate of the spectrum’s slope (Hébert et al., in
press). Moreover, using the root mean square of the fluctuations instead of the standard
deviation does not underestimate the spectrum of the longest scales as most other estimates
of spectrum does.

Since overlapping fluctuations are considered, an analytical description of the uncertainty
is not evident. Instead, the uncertainty is estimated from the sampling of 1000 white noise
timeseries of the same length as the timeseries investigated. The Haar fluctuations are
computed for each timeseries and the quantiles 0.05 and 0.95 define the 90% confidence
envelope for each scale. The same fraction between the upper (lower) bound and the mean
value is applied on the Haar fluctuations computed for the timeseries investigated.

5.4.1.2 Comparing the datasets

Figure 5.8 presents the Haar fluctuations (A) and the spectrum estimates (B and C) of the
precipitation over the UIB, as an average over the winter period from October to May, and for
the various datasets investigated. The Haar fluctuations (Figure 5.8-A) estimate how much the
precipitation varies at different timescales. For example on the inter-annual timescale, ERA5
precipitation varies up to 125 mm. This value represents the average difference between
two consecutive points, and therefore not related to the standard deviation (i.e. the average
deviation from the mean, 94 mm here). It can be compared to the average precipitation of
504 mm. This value quickly decreases for larger timescales.

The power spectrum (B and C) allows a better understanding of the processes driving
the variability. First, it can be noted that the Haar spectrum gives smoother results than the
multitaper method, despite a log-smoothing. It highlights the lower noise level of the Haar
fluctuations (see also the smaller confidence interval) which makes interpretations easier.
ERA5 is the only dataset whose power spectra increases with the timescale, and only for
the Haar spectrum (B), and is due to a negative trend in precipitation not captured by the
multitaper method. However, the uncertainty is high, due to the small size of the timeseries,
and GPCC, the other observational dataset, does not present the same behaviour. Beside
uncertainty, this incease in power with timescales can also be related to the changing number
and type of observations assimilated or the recent increase in the pace of global warming.
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GPCC also presents some oscillations with peak variability in the sub-decadal and 20-30
years timescale, but within the confidence envelope.

Beside the transient simulation, the spectra are mostly flat, indicating a white noise. The
difference in variability level can be mostly explained by the difference in mean precipitation.
Surprisingly, the transient simulation presents a variability at the same level as the other
simulations, despite drier conditions. It is possible that the dynamic vegetation adds more
variability to the climate system, but other differences in the models can also explain that
variation. Furthermore, the transient simulation shows an increase of the variability at
timescale above 500 years, which is characteristic of the decrease in precipitation implied by
the changing orbital forcing. This behaviour is missed when using multitaper (C) due to both
the larger noise and the underestimation of the spectrum at the largest timescales.

The analysis of the differences between model data and observations is limited by obser-
vation uncertainties, yet inter-annual variability is clearly overestimated by the simulations.
The drivers of such variability are investigated in the following section.
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Fig. 5.8 Changes of variability across timescales for two observational datasets (ERA5 and
GPCC) and three simulations (piControl, mid-Holocene, and transient): Haar fluctuations in
A, spectrum estimates based on Haar fluctuation in B, spectrum estimates based on multitaper
with the addition of a log-smoothing in C. The envelope indicates the 90% confidence
interval.
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5.4.2 Teleconnections

5.4.2.1 The importance of ENSO and NAO in the observations

The inter-annual variability of winter precipitation is dominated by ENSO and NAO (e.g.
Filippi et al., 2014; Yadav et al., 2009), which depend on SST and SLP respectively. These
two variables characterise the variability in the ocean and the atmosphere respectively but
also the coupling between the two. Therefore, correlating the winter precipitation with SST
and SLP gives a global view on the teleconnection patterns as well as on the sources of
precipitation variability (e.g. atmospheric or oceanic sources).

Figure 5.9 shows the correlation maps between UIB precipitation and SST. October to
May precipitation is correlated with the SST in December (left column), in order to compare
it with the peak ENSO activity and in March (right column) to see the evolution of the
teleconnection later in the season. The SST is provided by the observation-based HadISST
dataset, while the precipitation data are from the two observational datasets (ERA5, A and
B; and GPCC, C and D) using the maximal available period. The highest and positive
correlations are found in the central equatorial Pacific, which reveals the influence of ENSO.
The black box refers to the Niño3.4 box over which the ENSO intensity is traditionally
computed (Trenberth, 1997). However, correlations are noticeably higher to the west of
the box rather than to the east, which may suggest a stronger influence of Central Pacific
rather than East Pacific El Niño events (cf. Trenberth and Stepaniak, 2001), which is the
opposite to what Yadav et al. (2013) suggested for winter precipitation for northern India.
Interestingly, no significant negative correlations are present around the tropical warm pool
or to the south-west Pacific despite negative SST anomalies being traditionally found during
El Niño events (Varotsos et al., 2013). By contrast, significant negative correlations are found
in the northern Pacific. These correlations extend and get higher from December to March,
which may reveal that the atmospheric circulation causing the more intense precipitation
also impacts the SST field (e.g. change in the jet and in the mid-latitude disturbances in the
Pacific). Similarly, an area of positive correlation develops in the equatorial Indian Ocean
from December to March. The pattern is similar to a positive IOD (Indian Ocean Dipole)
event in December (Saji et al., 1999), but does not resemble it in March, as IOD events
generally decay during winter (Kug et al., 2006). Instead, this pattern in the Indian Ocean
may well be the result of the ENSO forcing, as discussed in other studies (e.g. Klein et al.,
1999). Interestingly, this area of positive correlation persists into the summer and moves
north, which suggest an impact on the South Asia summer monsoon (not shown).

The correlation pattern between the two observational datasets ERA5 and GPCC, using
their maximum time coverage, are very similar, but weaker in case of GPCC (maximum
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Fig. 5.9 (Previous page) Correlation maps between winter (October-May) precipitation in
the UIB (as indicated by the black contour line over land) and sea surface temperature in
December A, C, E, G, I) and March (B, D, F, H, J) for the various datasets. Not significant
values at the level 0.05 are shown in white. The black box in the middle of the Pacific is
the Niño3.4 box used to compute the ENSO signal. The dotted lines are iso-contours as
indicated by the labels in the legend. The timeseries are detrended before computing the
correlation using a linear fit.

around 0.4) than ERA5 (almost 0.7). The longer time period in GPCC allows for a smaller
threshold of the significant values which leads to pattern of similar extent as for ERA5. This
difference is mostly explained by the change in the time period considered.
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Fig. 5.10 Correlation between winter (October-May) precipitation in the UIB and the oceanic
Niño index (ENSO, red) and the North Atlantic Oscillation index (NAO, blue), using a
21-year sliding window. The year corresponds to the centre of the window. Precipitation is
based on GPCC, the ENSO index is computed from HadISST, and the NAO index is from
observed pressure (PC-based; Hurrell et al., 2013). The threshold for significant positive
values at the level 0.05 is 0.431 and is indicated by an horizontal line. The timeseries are
detrended before computing the correlation using a linear fit.
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Figure 5.10 shows the evolution of the correlation over 21 year long periods between the
winter precipitation in GPCC and the ENSO signal, as measured by the 3-month average
(NDJ) SST anomaly in the Niño3.4 box (ONI; Trenberth, 1997). It appears that ENSO only
significantly (at the level 0.05) correlates with the precipitation starting from the 1970s, while
the correlation sign is opposite, though not significant between 1930 and 1960. Correlations
were higher but not significant before 1930. However, both GPCC and HadISST have a much
higher uncertainty for this earlier period due to the limited availability and lower quality of
observations, which likely reduces the correlations. This change in ENSO impact has been
investigated before (Yadav et al., 2009).

Figure 5.10 also shows the evolution of the correlation between precipitation and NAO.
The NAO index used here is based on the first principal component of observed North-
Atlantic SLP (Hurrell, 1995; Hurrell et al., 2013). The October to March averages are
considered, as for precipitation. Similar to ENSO, NAO exhibits multi-decadal variability,
but with significant correlations only during the period between 1940 and 1960. Correlations
are higher, and the significant period extends up to 1970, when considering averages over
the shorter period from December to March for both precipitation and NAO, which then
reproduces results from the literature (Filippi et al., 2014; Yadav et al., 2009). Interestingly,
impact of ENSO and NAO on precipitation seems to alternate, so that NAO is not significantly
correlated with precipitation after 1980. Data for a longer time period is needed to corroborate
this result. Filippi et al. (2014) showed that the multi-decadal variation of NAO impacts
could be related to a change in the longitudinal position of the centre of action (Icelandic
low and Azores high) thus changing the Atlantic jet position and its ability to produce wave
breaking as hypothesized in Section 4.5.2.

In Figure 5.11, the correlation between precipitation and SLP in ERA5 is investigated
and shows no resemblance with NAO in the North Atlantic, in agreement with the result from
Figure 5.10. Instead, the main pattern is a dipole of pressure between the tropical warm pool
and the Eastern Pacific, which is typical of ENSO (i.e. displacement of the Walker circulation
characterised by the southern oscillation). Most interestingly is the counter-intuitive extension
of the very high correlation towards India and the Indus River basin: higher UIB precipitation
are related to positive pressure anomalies in the Indus Plain, despite the supposedly stronger
WDs. Indeed, the position of the pressure anomaly suggests weaker trade winds, or stronger
south-westerly winds toward the UIB which helps to supply moisture to the UIB as shown
in Syed et al. (2010) and Mariotti (2007) in the case of an El Niño event. This analysis is
further supported by the higher correlation between the ENSO index and Q700 than with
W700 contributing to precipitation as shown in the teleconnection summary in Table 5.2.
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Fig. 5.11 Correlation maps between winter precipitation in the UIB and sea level pressure.
Both values are averaged over the period October to May. Non-significant values at the level
0.05 are shown in white. The dotted lines are iso-contours as indicated by the labels in the
legend. The timeseries are detrended before computing the correlation using a linear fit.



5.4 Variability and teleconnections 169

Table 5.2 Detrended correlations. Precipitation, positive W700 and Q700 are averages over
the winter period (October to May). The ENSO timeseries is computed as the 3-month
average (November to January) of SST anomaly in the Niño3.4 box, derived from HadISST
for the observational datasets, and from modelled SST for the simulations. NAO is from
Hurrell et al. (2013) for the observational dataset, and is computed from the first principal
component of North Atlantic SLP for the simulations. In both cases NAO is an average over
the winter period. Note that NAO is not available for the transient simulation. Non-significant
values at the level 0.05 are in italic, significant ones in bold.

Dataset (Time period) Variable ENSO (NDJ) NAO

ERA5 (1979-2017) precipitation 0.55 0.08
positive W700 0.30 0.04
Q700 0.59 0.06

GPCC (1899-2015) precipitation 0.32 0.22
piControl (2000 years) precipitation 0.09 0.28

positive W700 0.04 0.29
Q700 0.13 0.16

midHolocene (6000 years) precipitation -0.08 0.20
transient (6000 years) precipitation 0.05

5.4.2.2 Correlations with SST and SLP in the simulations

Figures 5.9 and 5.11 also show the correlation between precipitation and respectively SST
and SLP in the IPSL simulations.

The correlation with the ENSO index is below 0.1 for the piControl simulation (Table
5.2). Yet, the correlation is still significant due to the length of the timeseries (cf. Table 5.1).
This low value is partly explained by the displacement of the bulk of highest correlations
to the west of the Niño3.4 box (Figure 5.9-E and F). This westward displacement of the
ENSO anomaly is typical for coupled global climate models and is due to mean SST biases
(Bellenger et al., 2013), which have not been corrected in CMIP6 (Brown et al., 2020). It is
possible that using an index based on the first principal component of equatorial Pacific SST
to characterise ENSO would result in a better fit. The SLP correlation map confirms the small
values and the westward displacement of the positive correlations: they extend over South
Asia, the Indian Ocean and the tropical warm pool. The effect on the trade winds discussed
in the previous section is further amplified by an area of negative correlation over Egypt and
Arabia. In fact, ENSO is only correlated with Q700 and not W700 (Table 5.2), suggesting
that, in the simulation, ENSO impacts moisture flux to the UIB, but not WD intensity.

By contrast, the correlation of precipitation with NAO is much higher than with ENSO
(Table 5.2). This link is particularly evident on the SLP correlation map (Figure 5.11-B). On
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this map, the NAO pattern, characterised by a dipole over the Atlantic, is the strongest feature
and connects to the Arctic oscillation (dipole between the Arctic and the mid-latitudes).
Furthermore, a tripole pattern is also evident in the North Atlantic on the SST correlation
maps, particularly in March (Figure 5.9-E and F). The pattern is quite similar to the observed
correlation pattern between SST and NAO (Visbeck et al., 2001). Also contary to the results
for ENSO, NAO has higher correlation with W700 than with Q700, suggesting that, in the
simulation, NAO impacts more WD intensity than the moisture field (Table 5.2).

Finally, correlations are overall higher in March than in December, which suggests that
the simulated SST rather reacts to the atmospheric forcing, such as NAO, than acts on it, at
least in the context of winter precipitation in the UIB.

Comparing the strength of the teleconnection in the piControl simulation and in the
observations is complex as the observations exhibit important multi-decadal variability and
are not available over a long enough period of time. Yet, when comparing the piControl
simulation with GPCC, the simulated winter UIB precipitation has stronger correlation with
NAO but weaker correlation with ENSO (cf. Table 5.2). Furthermore, Figure 5.12 attempts
to investigate multi-decadal variability in the piControl simulation: 21-year correlations
between precipitation and ENSO or NAO seem to exhibit some decadal variability, but more
work is needed to find out whether this variability is just statistical noise or a modulation of
the teleconnections. Yet, significant and positive correlations of precipitation with ENSO
and NAO respectively appear mutually exclusive, as in the observations.

Finally, the teleconnections in past simulations are investigated. In the mid-Holocene
simulation, there is no evident pattern of correlation between precipitation and SST (Figure
5.9-G and H). This absence is quite suspicious, but may also be related to the shorter time
period used to compute the correlations (300 years, instead of 2000 in the piControl). As for
SLP, patterns are similar to those in piControl, but weaker (cf. also Table 5.2).

In the transient Holocene simulation, patterns of correlation between SST and precipita-
tion are somewhat different to those of the piControl (Figure 5.9-I and J). The teleconnection
with ENSO is even lower in December (cf. Table 5.2), but further increases in March.
Different patterns are also evident in the North Atlantic, North Pacific and Indian Oceans.
Further research is needed to find out whether these differences are due to the changes in the
model or to the transient forcings.
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Fig. 5.12 Same as Figure 5.10 but based on data from the piControl simulation. Significant
values at the level 0.05 are further highlighted by dots. Note that the correlations are computed
every 10 years instead of every year as in Figure 5.10.
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5.5 Conclusion

This chapter presents an evaluation of the simulated winter precipitation in the Upper Indus
River basin (UIB) in the IPSL global climate model used for CMIP6 (IPSL-CM6A-LR). The
model represents the driver of winter precipitation such as the WDs, but different biases have
been noted: an overestimation of precipitation, a dryer atmospheric column and a stronger
Subtropical Westerly Jet.

In winter the simulated jet maximum anomaly is located south of the Himalayas and
further increases towards the end of the season, between March and April: biases in the heat
source of the Tibetan Plateau are likely to play a role but more analysis is needed to test this
hypothesis. Spatial resolution also may play a role in the transfer of kinetic energy from the
polar jet to the subtropical jet. The stronger subtropical jet intensifies the WDs, which in turn
increase cross-barrier winds in the UIB.

The dry bias in atmospheric humidity in the UIB is a regional feature but it is particularly
pronounced at subtropical latitudes and related to a change in average moisture transport.
Stronger trade winds transport more moisture to the southern hemisphere while the westerly
transport is pushed northward. While this process may be related to the jet anomaly, it also
suggests local changes in the Hadley circulation which are complex to investigate.

Finally, the precipitation bias is not related to a change in average wind or humidity: these
biases almost cancel each other out. Instead, sub-daily data shows that the simulated wind
field associated with a WD is different from the reanalysis: the meridional flow is stronger
compared to the zonal flow. Particularly, the southerly wind ahead of a WD originates
from further south, and is therefore able to produce a stronger moisture anomaly. Smoother
representation of the relief and possibly the bias in the subtropical jet may explain this
behaviour. This analysis highlights the importance of the availability of 3D data at sub-daily
resolution for at least a part of the simulation.

These biases leads to some differences between the simulated seasonality of winter
precipitation and the observations. The main difference is a delayed precipitation peak while
WDs remain active until June, due to the stronger jet stream in the late winter season. This
delay, combined with the high positive precipitation bias in autumn (October to December),
limits the possible extent of the second precipitation peak during summer. Hence, this
analysis of the winter precipitation biases may offer new avenues to understand and correct
the greater issue of most climate models: the representation of the summer monsoon.

The simulated teleconnections are challenging to evaluate since observations show a
multi-decadal variability in the teleconnections strength. It seems the IPSL-CM6-LR model
overestimates the atmospheric teleconnections such as the link with NAO, but underestimates
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the correlation with SST and particularly ENSO. It is unclear whether the model is able
to reproduce multi-decadal variability in the teleconnections strength. Furthermore, the
simulation does not represent specific modes of variability at the interdecadal to multidecadal
scale. This limitation has been discussed in the literature (Mann et al., 2020) and can be
seen as a result of the weak coupling with the surface ocean. No modes of variability are
evident in observations either, although uncertainty is high: climate archives are needed to
investigate these longer timescales.

The bias in seasonality is particularly problematic when investigating past and transient
simulations, such as for the Holocene. The change in seasonality due to external forcing
is small compared to the biases. Furthermore, if the too weak coupling with the ocean
is confirmed, the model may also underestimate the seasonality change due to changes in
ocean circulation. Yet, interesting trends have been found: less precipitation during the
mid-Holocene during the core winter season (January-February) but more precipitation in
the early and later part of the WD season (October-November and April-May).

The study presented here highlights the general challenges of climate modelling and
offers the basis for a multi-model evaluation of precipitation in the UIB, and potentially for
other parameters elsewhere.





Chapter 6

Summary and conclusion

6.1 Thesis aim and approach

This thesis has aspired to provide archaeologists with climate information so that they can
further their understanding on the development and demise of the first urban society in the
Indus River Basin, which flourished between ca. 4600 and 3900 BP (Sections 1.1 and 1.3).
Rainfall is the most impactful variable to the surface environment and the human societies
of the plains of the Indus River Basin (Section 1.3.2). In addition, a dense river network
irrigates the northern plain, thanks to direct rainfall and snowmelt run-off from the mountains
(Sections 1.2.2 and 1.2.3). Thus, precipitation in the whole Indus River Basin has been
considered. Furthermore, the various timescales of precipitation are associated with different
human activities and population behaviour (Section 1.5 and Figure 1.8). Hence, the thesis
has reconstructed precipitation variability (Chapters 3, 4 and 5), and used this knowledge to
discuss the precipitation variability across timescales during the middle to late Holocene in
the Indus River Basin (Chapter 5).

Traditionally, information about past climate is derived from climate archives (cf. Section
1.4.1). However, this method has disadvantages in this context, particularly due to the absence
of archives near archaeological sites, or the difficulty to distinguish the variability of the two
wet seasons of the Indus River Basin (Section 1.1). With these limitations in mind, the thesis
has focused on the potential added-value of climate model simulations to climate archives
such as the denser spatial coverage and the resolution of the seasons. Consequently, it has
revolved around the evaluation of global climate model outputs (Chapters 3 and 5), and the
methods to perform it (Chapters 2 to 5).
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6.2 Thesis structure

The first aspect of the thesis (Chapter 2) has concerned the choice of a reference dataset among
the observational datasets (including reanalyses), used for the rest of the study (Chapter 3 to
5). It has distinguished the northern Upper Indus Basin (UIB) for the southern lower part
(LIB). It has involved a cross-validation of the precipitation datasets and a quantification of
the present day amount of precipitation falling in the Indus basin, and its uncertainty.

The second aspect (Chapters 3, 4 and 5) has explored precipitation variability in the
observations at various time and spatial scales: from a 3-hourly and local (Chapters 3 and
4) to an inter-annual and global scale (Chapter 5). This analysis has served two goals. First
it has provided information on precipitation variability at these scales, and second, it has
designed methods to test the drivers of such variability in climate models. This analysis has
been performed under the assumption that the change of precipitation across the Holocene
is due to a modulation of that higher frequency variability rather than a more dramatic
change in drivers. Arguably, the changes in boundary conditions during the Holocene (e.g.
orbital forcing, GHG concentration, sea and land surface conditions) are not large enough to
significantly transform oceanic and atmospheric circulations (Section 1.4.2.1; Wanner et al.,
2008).

This second aspect has discussed the variability at three different spatial and temporal
scales. First, it has analysed what triggers the 3-hourly precipitation at the scale of the UIB
(Chapter 3). Second, it has described the atmospheric circulation in the days preceding and
following a precipitation event in winter in the UIB (Chapter 4). Finally, it has addressed the
question of global and inter-annual teleconnections in relation to winter UIB precipitation
(Chapter 5).

The third aspect of the thesis has been an analysis of climate model outputs. The evalua-
tion of global climate models (Chapter 3 and 5) has been performed using the knowledge on
present variability developed in the second part of the thesis. Then, past climate simulations
have been critically investigated based on the result of the present day evaluation (Chapter 5).

6.3 Methods

The thesis has been based on statistical tools and methods designed to investigate timeseries.
Some of these methods are not regularly used in atmospheric science and are highlighted
here.

In Chapter 2, the variability of observational precipitation datasets is validated using a
correlation analysis (Sections 2.3.3 and 2.3.4). Usually, correlations are computed between a
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trusted reference dataset and the datasets being investigated, thus the estimated quality of
these datasets is biased towards agreement with the reference rather than reality. The novel
approach presented here is to alternatively use all datasets as a reference instead. The method
particularly makes use of the independence between most reanalyses and other observational
datasets (e.g. rain gauge datasets). Indeed, more accurate reanalyses have a variability closer
to rain gauge datasets. Similarly, more accurate rain gauge datasets have a variability closer
to reanalyses. This approach can be used to order the different datasets depending on the
quality of their representation of the precipitation variability.

In Chapters 3, 4 and 5, the importance of moisture transport to explain precipitation
variability is quantified using a regression analysis (cf. Sections 3.3 and 4.3). This analysis is
usually performed by computing the regression coefficients (or the correlation coefficients)
between the precipitation timeseries investigated, and the moisture transport at each grid
point (similar to Figure 5.1). This method indicates the importance of moisture transport
at each grid point, and shows the pattern of moisture transport associated with an increase
of precipitation. However, it does not quantify the importance of the moisture transport
field as a whole, and most of the significant regression coefficients can be explained by
the spatial auto-correlation of the moisture transport field, rather than by a direct link with
the precipitation. These issues are solved by using a multi-linear regression, and more
specifically a PC regression (Section 3.3.2). The method is further explored to investigate
the use of several predictor fields, and how to select the most important ones (Section 3.3.3).
The PC regression is eventually optimised for precipitation characteristics (i.e. precipitation
are always positive, Section 4.3). This method is not specific to precipitation and moisture
transport and can in fact be used in a wide range of contexts (e.g. Section 4.4.2).

The dependence between variability and longer timescales is investigated in Section 5.4.1.
Spectral density are typically estimated using a periodogram, or more complex methods such
as multitaper, which present limitations (Section 5.4.1.1). A more intuitive method is used
instead, the Haar fluctuation (Section 5.4.1.1). Work on the Haar fluctuations to investigate
variability is recent, but present promising results compared to other estimates of spectral
density (Section 5.4.1.2).

6.4 Results, limitations and future avenues.

6.4.1 Observational precipitation datasets

Investigating a large variety of observational datasets shows that large uncertainties exist on
the precipitation amount and pattern in the Indus River Basin, particularly in the mountainous
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part (Sections 2.3.1). Considering area-wide average (UIB, LIB) limits the impact of local
scale discrepancies but biases remain. In comparison to a recent study using a high density
of rain gauges from the mountains (Dahri et al., 2018), all gridded rain-gauge based datasets
underestimate precipitation, mostly due to a biased location of measurements and wind-
driven snowfall underestimation (2.3.1.3). In fact, only GPCC takes into account wind-driven
snowfall underestimation and probably not sufficiently. For example, the common use of
APHRODITE as a reference is problematic as it appears to be one of the driest datasets for
the whole Indus River Basin. Future interpolation methods used to produce gridded datasets
from station measurements need to be updated to consider higher precipitation at altitude
and to account for measurements biases.

Reanalyses offer a higher estimate of the precipitation than rain gauge-based datasets,
possibly closer to the reality although overestimations cannot be ruled out (Section 2.3.1.2).
They agree well on the amount of winter UIB precipitation when considering area-wide aver-
age but summer precipitation have a larger range (Section 2.3.2). Similarly, the confidence
on winter precipitation variability is high, as good as other observational datasets, but is more
dependent on the dataset in summer (Section 2.3.3.3). Twentieth century-long reanalyses
perform worse than other reanalysis, particularly in winter, and do not reproduce any of the
decadal variability showed by the observations (Section 2.3.4). By contrast ERA5 is the only
reanalysis that matches the observations variability on the period 1979-2018 from daily to
decadal variability for both winter and summer (Section 2.3.4) and is therefore suited for the
analyses in the thesis. Release of ERA5 for the period 1950-1978 in September 2020 offers
new opportunities for longer analyses if the dataset retains the same quality for the whole
period.

This analysis highlights the need to refer to or perform a cross-validation of observational
datasets before using any, and particularly when interpreting the results of climate models. It
also highlights the difficulty to validate local scale patterns. Hence, the thesis has focused on
basin scale precipitation. It has made use of ERA5 (1979-2018) to investigate present day
variability (Chapter 3, 4, 5), completed by GPCC for the inter-annual timescale due to its
longer time period (Chapter 5).

6.4.2 Drivers of precipitation variability

6.4.2.1 Cross-barrier moisture transport

The local driver of 3-hourly precipitation variability in the UIB was studied using a PC
regression with moisture transport (Section 3.4.1). The regression showed that more than
80% of the precipitation variability is related to southerly moisture transport at 850 hPa and
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700 hPa along the Himalayan foothills. Hence, precipitation is mostly triggered by the forced
uplift of a cross-barrier flow. This process explains both wet seasons, and the decomposition
of the precipitation signal exhibits seasonal differences (Section 3.4.2). The winter wet
season is dominated by moisture transport at higher altitude, and is triggered by an increase
in winds. By contrast, the summer wet season is related to an increase in moisture at both
altitudes, while the wind increase is of smaller importance. The method can be reproduced for
climate models to test precipitation triggers as well as to investigate biases in the seasonality
(Section 3.4.5).

A similar technique can be used for the southern part of the Indus River Basin, to
determine for example the altitude and direction of moisture transport that is the most
important to trigger convergence. However, the method is not very well suited for convective
processes which would need to be investigated at lower spatial scale. Furthermore, the
importance of latent heat released to sustain the vertical uplift has not been quantified and
may also be a subject for further analysis. Finally, static stability and frontal activities may
play a role in the precipitation pattern and the balance between precipitation on the plain
or in the mountains. This balance has a significant impact on human activities as rain in
the plains directly feeds crops while precipitation in the mountains flows into the rivers
and ephemeral channels, and additional irrigation works may have been needed to develop
cropping activities using that water source.

6.4.2.2 Western Disturbances

Winter precipitation falls in the UIB during events between October and May (Section
4.7.1) lasting between several hours to a few days and are triggered by synoptic atmospheric
disturbances called Western Disturbances (WDs, Chapter 4). WDs are primarily cold
core upper-level (300 hPa) cyclonic disturbances that extend towards the ground with a
tilt characteristic of baroclinic processes (Section 4.4.1). Precipitation rates are dependent
on various characteristics of WDs. The 700 hPa cross-barrier winds responsible of the
precipitation in winter are triggered by the approach of a WD from the west of the UIB.
Hence, these winds are dependent on the intensity of the WDs and more specifically on
the zonal gradient of geopotential at 300hPa across the UIB (i.e. southerly geostrophic
wind at 300 hPa, Section 4.1). Equally important is the thermal structure of the WD, which
constrains the extension of southerly winds from 300 hPa to 700 hPa (Section 4.4.3). With
its cold core, a WD also drives a zonal temperature gradient across the UIB, which inhibits
lower level winds. However, this gradient can be reduced by stronger baroclinicity, mixing
due to the uplift and latent heat release. Finally, WDs also drive the moisture anomaly at
700 hPa through the UIB cross-barrier winds, the larger atmospheric circulation, and the WD
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history (Section 4.6). The most southern WDs, from the Arabian Peninsula, associated with
stronger southerly winds along their track, lead to the highest positive anomaly in moisture.
By contrast, WDs from the north-west, associated with stronger northerly rear advection
drive drier air to the Indus River Basin, in particular directly after the peak in cross-barrier
winds.

The position and intensity of the Subtropical Westerly Jet (SWJ, 250hPa) impact the
characterictics of WDs and can explain the wind seasonality (Section 4.7.3). A more rapid
SWJ fuels deeper WDs, hence the SWJ peak intensity in January explains the WD peak
intensity in the same month. A more conducive thermal structure (and therefore stronger
700 hPa cross-barrier winds) develops when the SWJ maximum intensity occurs to the south-
west of the WD. In the opposite case, the maximum intensity occurs to the south-east of
the WD. The SWJ is stronger to the south-east of the UIB between October and January
and forms an extension of the East Asian Jet, while, between February and May, a second
jet maximum develops to the west of the UIB, the Arabian jet. Hence, for a similar WD
intensity, the cross-barrier winds are reduced in autumn, but increased in spring.

Finally, the seasonality of moisture at 700 hPa in the UIB can be explained by the total
column moisture transport (Section 4.7.4). The minimum average moisture occurs in late
December, when trade winds in the Arabian Sea and western Indian Ocean are the strongest,
sending surface moisture to the southern hemisphere. The ensuing weakening of the trade
winds leads to the establishment of a westerly moisture pathway from the Red Sea, across
the Persian Gulf and into the north of the Arabian Sea. The passing of WDs reinforces this
pathway and steers it towards the UIB.

This comprehensive description of the synoptic variability of winter UIB precipitation
presents new explanations for precipitation seasonality and therefore new ways to investigate
seasonal biases in climate models, through the representation of the WDs. Potential avenues
include the impact of upper-level disturbances during the summer months, as well as the
origin of the synoptic variability of summer precipitation in both the southern plains (LIB)
and the northern slopes (UIB) of the Indus basin. The archaeological community would
also benefit from a better understanding on the finer spatial scale precipitation variability
associated with WDs (e.g. plain-mountain balance, Section 6.4.2.1).

6.4.2.3 Teleconnections

Winter UIB precipitation exhibits inter-annual variability triggered by primarily atmospheric
and extra-tropical teleconnections such as the North Atlantic Oscillation (NAO), or coupled
oceanic-atmospheric and tropical teleconnections such as the El Niño/Southern Oscillation
(ENSO, Section 5.4.2.1). The NAO influence originates at the intra-seasonal frequency and
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mostly affects the cross-barrier winds in the UIB through the development of stronger WDs,
in relation to wave breaking and possibly blocking events (Section 4.5.2). By contrast, ENSO
mostly affect the moisture transport from the Arabian Sea through a weakening of the trade
winds. Further work is needed to understand the influence of NAO and blocking events, as
well as to explain the impact of ENSO and its different flavours. Furthermore, the impact of
these teleconnections on the seasonality and on the summer monsoon specifically needs to
be investigated.

NAO and ENSO teleconnections exhibit a seemingly opposite multi-decadal variability
since the start of the instrumental records, which impacts the lower frequency of the pre-
cipitation variability. The decadal to multi-decadal variability of the precipitation could be
further explored using the extension of ERA5 data to 1950.

6.4.3 Global climate model evaluation

6.4.3.1 Present day variability

UIB precipitation is investigated in the historical simulations of three CMIP6 climate models
(IPSL, MRI, GISS, Section 3.4.5). The three overestimate ERA5 precipitation between
October and May but do not simulate the summer peak, a bias common to many CMIP5
simulations. The three simulations successfully represent the relationship between cross-
barrier moisture transport and precipitation, but the seasonality of cross-barrier moisture
transport is biased. The origin of the biases in winter is further explored in the Pre-Industrial-
control (piControl) simulation of IPSL, which simulates a precipitation seasonality similar
to the historical run. The piControl simulation underestimates moisture content at 700 hPa
and overestimates 700 hPa cross-barrier winds, so that the two biases cancel each other out
(Section 5.3.2). The positive bias in moisture transport is instead explained by a stronger
spatial and temporal correlation between cross-barrier winds and the moisture anomaly.
Particularly, the simulated WDs do not have exactly the same characteristics, with stronger
meridional winds bringing more moisture from further south in the Arabian Sea, possibly
because of the coarse resolution of the relief (Section 5.3.3). Furthermore, the simulated
WDs are stronger, explaining the cross-barrier wind overestimation, and is related to a more
rapid SWJ. The SWJ anomaly is the highest in spring, effectively extending the activity
of the WDs up to June, and delaying the precipitation peak to March-April compared to
ERA5. Such a behaviour and the spatial pattern of 250 hPa wind anomaly suggest weaker or
delayed establishment of the spring heat sources from the Tibetan Plateau that needs further
investigation. By contrast, the lower level westerly moisture pathway between the Red Sea
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and the Arabian Sea is not simulated, while stronger trade winds transport more moisture to
the southern hemisphere, resulting in the drier atmosphere discussed earlier.

The analysis of the teleconnections (Section 5.4.2.2) shows that the winter UIB precipita-
tion in the IPSL piControl simulation is very weakly correlated with ENSO and SST patterns
in general and that these correlations are higher towards the end of the season, suggesting that
the SST patterns are mostly a response to the anomalous atmospheric circulation. By contrast,
precipitation is more strongly correlated with NAO and SLP patterns in general. Comparison
with observations is complex, due the multi-decadal variability of the teleconnection strength
in the observations and the possible influence of the anthropogenic global warming. More
analyses are needed to disentangle low frequency variability from statistical noise.

Spectrum analysis (Section 5.4.1.2) indicates that the IPSL simulation overestimates
precipitation variability mostly due to the increased precipitation amount, and that no modes
of variability are evident (that is, different from a white noise). No modes of variability
are evident in the observations either, but they may be hidden due to large uncertainties.
Moreover, the simulation is not affected by any changing external forcing (e.g. anthropogenic
emissions, volcanic eruptions) and does not represent key components of the earth system
such as vegetation or the carbon cycle which could add other sources of variability on larger
timescales. To conclude, the IPSL piControl simulation exhibits various biases that transform
UIB precipitation seasonality, while teleconnections and variability on larger timescales
are difficult to validate. This evaluation helps to better understand the origin of the biases
so these biases can be corrected in the future development of the model, although more
analyses are needed regarding the summer monsoon. However, these results are specific to
the IPSL-CM6A climate model and cannot be extrapolated to others. Instead, this analysis
develops a framework to perform multi-model evaluations that was only partially conducted
with GISS and MRI, and that could help to understand and characterise the biases that all
climate models exhibits as shown by previous studies.

6.4.3.2 Past climate simulation

The Holocene precipitation was investigated using two IPSL simulations (Chapter 5), one
using the orbital forcing corresponding to 6000 years BP (mid-Holocene), which can be
compared to the piControl simulation. The other simulation models the last 6000 years using
transient orbital forcing and greenhouse gas concentrations, and includes dynamic vegetation.
As discussed in Sections 1.4.3, vegetation, soil cover and dust emission could have had a large
impact on the monsoon precipitation in Africa and Asia during the mid-Holocene. However,
the equilibrium mid-Holocene experiment uses the same conditions as the piControl for those
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variables. By contrast, the transient simulation accounts for the vegetation and soil cover
change by simulating it dynamically.

Both transient and mid-Holocene simulations suggest a similar multi-millenial change in
precipitation seasonality, although they disagree on its intensity: the core winter season is
drier compared to the present, but the summer monsoon, and the early and late part of the
winter season wetter. The influence of the change in orbital forcing on the summer monsoon
is well documented in both precipitation proxies and theory (cf. Section 1.4.1 and 1.4.2.1).
However, its influence on the winter season in less clear and needs further investigation with
a multi-model approach. For example, the drier core winter season may be related to cooler
conditions which decrease moisture content. A previous study (Hunt and Turner, 2019)
discussed a change in SWJ intensity that was not apparent in the mid-Holocene simulation
investigated. Furthermore, these changes in precipitation seasonality are small compared to
the biases which significantly decreases the confidence in the results (Section 5.3.4).

The simulations do not suggest a change in the teleconnection patterns or in the inter-
annual to centennial variability (Section 5.4.2.2). However, these findings are difficult to
validate. Particularly, a very weak coupling between the surface ocean and the precipitation
is observed, which may impact the mean response to orbital forcing (i.e. climate sensitivity)
and limit the precipitation variability change at inter-annual to multi-decadal timescale. By
contrast, climate records suggest multi-decadal oscillations around the time of the end of
the Indus civilisation (e.g. 4.2 ka, Section 1.4.1). Some of this variability may derive from
the gradual changing of orbital forcings and therefore cannot be represented in simulations
with fixed orbital parameters such as the piControl run or the mid-Holocene run. However,
even the transient simulation with dynamic vegetation does not show any specific multi-
decadal variability. Other external forcing such as the Solar activity and volcanic eruptions
can impact multi-decadal variability but remain poorly understood (Section 1.4.2.1). A
better representation of the present climate mean and variability as well as the regional
multi-millenial Holocene trends (e.g. Sahara greening) in climate models is a pre-requisite to
investigating multi-decadal variability resulting from orbital changes. Although these results
are specific to a family of climate models, the limitations unravelled here are common to all
climate simulations. Hence, at their present state, past-climate simulations do not provide the
nuanced information on precipitation changes and variability needed in an archaeological
context, and will not until significant breakthroughs are achieved. Those breakthroughs
include a more realistic representation of the present day climate (e.g. parametrisation of
subgrid processes, land-atmosphere and ocean-atmosphere coupling) and the understanding
of the drivers of variability at the millennial to decadal scale.
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6.5 Conclusion

Global Climate Models (GCMs) are tools designed by and for climatologists to investigate
the processes affecting the global climate system. By contrast, archaeologists uses local
climate and more generally environmental data as input to investigate societal systems and
human behaviours. Hence, GCMs focus on providing interpretable climate data, which is key
for any climate studies, while plausibility of the data and estimation of the uncertainty are
most important in an archaeological context. Furthermore, at the spatial scale investigated
by archaeologists, GCMs often produce unrealistic means and seasonality, and questionable
variability and changes of the climate variables across the Holocene. In conclusion, GCMs
are not particularly suited for archaeological purposes. Regional climate models help to
investigate phenomena on a more local scale, such as surface change and convection, but
still suffer from the lack of plausibility, if past climate simulations are used for boundary
conditions. Instead, present day observations often offer better estimates of the past mean,
seasonality and high frequency variability (e.g. days to decades), even considering potential
changes across the Holocene.

An ideal dataset would combine the realisticness of present day observations, information
on past climate from proxy data and the spatial and temporal constraints of physical laws
used in climate models. Deep learning methods may be able to achieve this (Reichstein et al.,
2019), and should be explored in the future.
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