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Abstract

In this dissertation, we are interested in studying several parameters of graphs

and understanding their extreme values. We begin in Chapter 2 with a question on

edge colouring. When can a partial proper edge colouring of a graph of maximum

degree ∆ be extended to a proper colouring of the entire graph using an ‘optimal’

set of colours? Albertson and Moore conjectured this is always possible provided no

two precoloured edges are within distance 2. The main result of Chapter 2 comes

close to proving this conjecture. Moreover, in Chapter 3, we completely answer the

previous question for the class of planar graphs.

Next, in Chapter 4, we investigate some Ramsey theoretical problems. We

determine exactly what minimum degree a graph G must have to guarantee that, for

any two-colouring of E(G), we can partition V (G) into two parts where each part

induces a connected monochromatic subgraph. This completely resolves a conjecture

of Bal and Debiasio. We also prove a ‘covering’ version of this result. Finally, we

study another variant of these problems which deals with coverings of a graph by

monochromatic components of distinct colours.

The following saturation problem proposed by Barrus, Ferrara, Vandenbussche,

and Wenger is considered in Chapter 5. Given a graph H and a set of colours

{1, 2, . . . , t} (for some integer t ≥ |E(H)|), we define satt(n,R(H)) to be the minimum

number of t-coloured edges in a graph on n vertices which does not contain a rainbow

copy of H but the addition of any non-edge in any colour from {1, 2, . . . , t} creates

such a copy. We prove several results concerning these extremal numbers. In

particular, we determine the correct order of satt(n,R(H)), as a function of n, for

every connected graph H of minimum degree greater than 1 and for every integer

t ≥ e(H).

In Chapter 6, we consider the following question: under what conditions does a

Hamiltonian graph on n vertices possess a second cycle of length at least n− o(n)?

We prove that the ‘weak’ assumption of a minimum degree greater or equal to 3

guarantees the existence of such a long cycle.

We study the following problem, raised by Caro and Yuster, in Chapter 7.

Does every graph G contain a ‘large’ induced subgraph H which has k vertices of

degree exactly ∆(H)? We answer in the affirmative an approximate version of this

question. Indeed, we prove that, for every k, there exists g(k) such that any n vertex

graph G with maximum degree ∆ contains an induced subgraph H with at least

n− g(k)
√

∆ vertices such that V (H) contains at least k vertices of the same degree

d ≥ ∆(H)− g(k). This result is sharp up to the order of g(k).

We solve two problems related to majority colouring in Chapter 8. This topic

was recently studied by Kreutzer, Oum, Seymour, van der Zypen and Wood. They

raised the problem of determining, for a natural number k, the smallest positive



integer m = m(k) such that every digraph can be coloured with m colours, where

each vertex has the same colour as at most a proportion of 1
k of its out-neighbours.

Our main theorem states that m(k) ∈ {2k − 1, 2k}.
Finally, in Chapter 9, we move on to examine k-linked tournaments. A tournament

T is said to be k-linked if for any two disjoint sets of vertices {x1, . . . , xk} and

{y1, . . . , yk} there are directed vertex disjoint paths P1, . . . , Pk such that Pi joins xi

to yi for i = 1, . . . , k. We prove that any 4k strongly-connected tournament with

sufficiently large minimum out-degree is k-linked. This result comes close to proving

a conjecture of Pokrovskiy.
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Bhargav Narayanan, Gabór Mészáros, David Lewis, Shoham Letzter, Ross J. Kang

and Teeradej Kittipassorn.

Finally, I would like thank all my friends who have certainly made my life much

happier throughout the last 4 years: (Tia) Paula Bessa, Andrew Thomason, João

Pedro Saraiva, Miguel Natário, Leonor Guedes de Oliveira, Aldo Pachiano, Miguel

Ribeiro, Frederico Gama, João Saraiva, Nuno Miguel Pires, Margarida Feijó, Inês
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CHAPTER 1

Introduction

In this dissertation, we investigate several graph theoretical problems sharing

a common ‘extremal’ flavour. We shall now describe these topics in more depth

and give an overview of the contents of each chapter.

1. Extremal and structural graph theory

Extremal graph theory is a branch of graph theory which is mainly concerned

with understanding the relations between various graph parameters. It is fair to

say that its systematic study was initiated by Paul Turán who, in 1940, proved

the now famous Turán’s Theorem [109]. Since then, very much influenced by

Erdős numerous results and continued later by Bollobás, a lot of research has

been devoted to the study of extremal problems of graphs. We refer the reader

to the monograph by Bollobás [21], for a comprehensive survey on the subject.

In the first two chapters, we will be considering some problems regarding

proper edge colourings of graphs. Given a graph G, G is said to be k-edge

colourable if there exists a function φ : E(G) → {1, 2, . . . , k} satisfying the

following property:

(1) For any two edges e, e′ ∈ E(G) sharing an endpoint, φ(e) 6= φ(e′).

Moreover, given a set of colours K, a colouring φ : E(G) → K is said to be

a proper edge colouring of G if φ satisfies (1). As usual, we denote by χ′(G)

the chromatic index of G, defined as the smallest k for which G is k-edge

colourable.

A cornerstone theorem in the area due to Vizing [114] dating to 1964 states

that for any graph G of maximum degree ∆(G), χ′(G) equals ∆ or ∆ + 1.
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In Chapters 2 and 3, we study the following problem: given a graph G and

a palette of colours K, when can a partial proper edge colouring of G using

colours from K, be extended to a proper edge colouring of the entire graph

G? Note that trivially the size of K must be at least χ
′
(G). Furthermore, it

is not too hard to construct, for infinitely many integers ∆, a graph G with

χ′(G) = ∆(G), containing two edges which must have distinct colours in every

proper ∆-edge colouring of G. Moreover, these two edges may be arbitrarily

far apart. These examples indicate that K should have size at least ∆ + 1, if we

want to answer the above problem without assuming any structural conditions

on the graph G. We define the distance between two given edges e, e′ ∈ E(G)

as the smallest number of edges in a path between two of their endpoints.

In Chapter 2, based on joint work with Ross J. Kang, our main result states

the following. Fix a palette of colours K with ∆ + 1 colours and let G be a

graph with maximum degree ∆, also let M be a subset of the edge set of G for

which any two edges in M are at distance at least 9. Then, if the edges of M

are arbitrarily precoloured from K, i.e. the edges of M induce a (partial) proper

edge colouring using colours from K, then there is guaranteed to be a proper

edge colouring using only colours from K that extends the precolouring on M to

the entire graph. The main idea of the proof is to use a controlled recolouring

process inside a small neighbourhood of the precoloured edges and to do so, we

make use of a tool introduced by Vizing which we call a multifan. We remark

that our main result comes close to proving a conjecture of Albertson and

Moore [7]. Finally, using similar methods, we are able to lower the condition

on the distance between any two precoloured edges to 5 provided the ground

graph G does not contain a cycle on 5 vertices.

In Chapter 3, we continue investigating the above mentioned precolouring

problem. Firstly, we show that the size of the palette of colours in the main

result of Chapter 2 is optimal. Indeed, we construct for infinitely many integers

∆, bipartite graphs of maximum degree ∆ containing two edges which which

must have different colours in every proper ∆-edge colouring, whose distance

2



may be arbitrarily large. Secondly, we exhibit a collection of graphs with a

non-extendable (partial) edge colouring of a matching. Note that the edges

of a matching have pairwise distance greater or equal than one. This implies

that the smallest distance between any two precoloured edges to guarantee an

extension to an entire proper edge colouring must be at least 2.

As our main result of the chapter we prove that provided the maximum

degree is large enough we can lower the distance condition to 3 for the class of

planar graphs. Indeed, we show that if G is a planar graph of maximum degree

∆(G) ≥ 23, then using a palette of size ∆(G), any precolouring whose edges

have pairwise distance at least 3 is extendable. It is easy to see this result is

best possible regarding the size of K and the distance between precoloured

edges.

Finally, suppose that we wish to obtain a general ‘precolouring extension’

result when the precoloured edges form a matching. It seems natural to ask the

following weaker question: given a graph G, suppose the edges of a matching

M ⊂ E(G) are arbitrarily coloured using colours from K, is there a proper

colouring of all edges of G (using colours from K) that differs from the given

colouring on every edge of M? We answer this question in the affirmative when

K = [∆ + 1]. This chapter is based on a joint work with Katherine Edwards,

Jan van den Heuvel, Ross J. Kang, Gregory J. Puleo and Jean-Sébastien Sereni.

In Chapter 4, we will study some problems which lie in the area of Ramsey

theory. This topic originated with the classical result of Ramsey [88], from

1930, which states that whenever the edges of a countable infinite complete

graph are finitely coloured, one can always find a complete infinite subgraph all

of whose edges have the same colour. This theorem has by now been extended

in several ways. For a survey of many of these generalisations, we refer the

reader the book of Graham, Rothschild and Spencer [54].

Erdős and Rado observed in the 50s that for any graph G, either G or its

complement forms a connected graph. In other words, any 2-coloured complete

graph contains a spanning connected monochromatic subgraph. This simple
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remark has been the starting point of extensive research. A natural follow up is

the search for a (covering) partition of an r-edge coloured (complete) graph into

certain kinds of monochromatic substructures where the number of parts does

not depend on the order of the graph. Indeed, an important example appears

in a seminal paper by Erdős, Gyárfás and Pyber [47] from 1991, who showed

that for any r-colouring of a complete graph, the vertex set can be partitioned

into at most O(r2 log r) monochromatic cycles and conjectured that r cycles

suffice. The first non-trivial case of this conjecture for r = 2 was resolved in

a strong form by Bessy and Thomassé [101] by showing that any 2-coloured

complete graph can be partitioned into at most 2 monochromatic cycles of

distinct colours. Unfortunately, this conjecture fails, although not by far, for

values of r greater than 3, as shown by Pokrovskiy [85]. Following Erdős and

Rado’s observation it is natural to pose the following question. What is the

smallest integer m such that one can partition any r-coloured complete graph

into at most m parts where each part induces a connected monochromatic

subgraph? Indeed, Erdős, Gyárfás and Pyber conjectured that m is smaller or

equal to r − 1 [47] and in 1996, Haxell and Kohayakawa [62] showed r parts

are enough.

In Chapter 4, a joint work with Shoham Letzter and Julian Sahasrabudhe,

we investigate a similar problem for r-coloured graphs of high minimum degree.

Our main result, establishing a conjecture of Bal and DeBiasio [14], shows

there exists an integer n0 such that every 2-coloured graph G on n ≥ n0

vertices and with minimum degree at least 2n−5
3

can be partitioned into two

monochromatic connected subgraphs. This result is seen to be sharp both

for the number of pieces and for the minimum degree, by a construction of

Bal and DeBiasio [14]. We may think of this result as saying that 2n−5
3

is the

minimum degree ‘threshold’ that guarantees a partition of every 2-coloured

graph into two monochromatic connected subgraphs In the proof, we make use

of probabilistic tools which allow us to show a stability result, namely that any
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potential counterexample to Bal and DeBiasio conjecture would have to look

like the unique extremal example.

As an easy corollary of a clever observation of Gyárfás [55] from 1997, we

shall show that for any positive integer t ≥ 2, if G is a graph on n vertices with

minimum degree greater or equal to 2n−2t−1
t+1

, then in any 2-edge colouring of G,

we can cover the vertex set by at most t monochromatic components. We also

give constructions, showing this inequality cannot be improved.

In a related topic, Bal and DeBiasio [14] studied the problem of covering

the vertex set of an r-coloured graph by monochromatic components of distinct

colours. Note that any r-coloured complete graph has such a covering by

taking all monochromatic stars rooted at some vertex. They conjectured that

(1− 2−r)n is the minimum degree ’threshold’ to guarantee such a covering for

graphs on n vertices and gave examples showing the bound if true is tight.

Our final result of the chapter confirms the correctness of this conjecture for 3

colours.

Subsequently in Chapter 5, we shall discuss a coloured saturation prob-

lem proposed by Barrus, Ferrara, Vandenbussche, and Wenger [17]. Given a

collection of graphs H and a graph G, G is said to be H-saturated if it does

not contain any member of H as a subgraph but the addition of any new edge

forms such a copy. In other words, G is a maximal H-free graph. The problem

of minimising the number of edges in maximal H-free graphs on n vertices

was initially investigated in 1949 by Zykov [117] and independently in 1964 by

Erdős, Hajnal and Moon [48]. Indeed, they showed that the minimum number

of edges in a Kr-saturated graph on n vertices is exactly
(
n
2

)
−
(
n−r+2

2

)
. Bollobás

later proposed the study of H-saturated graphs for a general family of graphs.

In particular, writing sat(n,H) for the minimum number of edges in a maximal

H-free graph, he conjectured in 1969 that sat(n,H) = O(n) for every family of

graphs H. This conjecture was confirmed by Kászonyi and Tuza [71] in 1986.

Moreover, in independent papers, from 1967, Bollobás [20] and Wessel [116]

proved the conjecture of Erdős, Hajnal and Moon concerning the saturation
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function of a complete bipartite graph in a bipartite ground graph. For further

information on this topic we refer the reader to the survey of Faudree, Faudree,

and Schmitt [49].

In Chapter 5, based on joint work with David Lewis and Kamil Popielarz, we

will investigate the following coloured saturation problem. Given a graph H and

a palette of colours {1, 2, . . . , t} (for some integer t ≥ |E(H)|), we denote R(H)

to be the collection of all rainbow copies of H using colours from {1, 2, . . . , t}.

The problem consists in finding the numbers satt(n,R(H)), defined as the

minimum number of edges in a t-edge coloured graph on n vertices which does

not contain a rainbow copy of H but the addition of any non-edge in any colour

from {1, 2, . . . , t} creates such a copy. We shall call satt(n,R(H)) the t-rainbow

saturation number of H. As in the previous chapter, here, a t-edge colouring

does not need to be a proper edge colouring. In the first part of Chapter 5, we

show that satt(n,R(Kr)) = Θ(n log n), for any r and t ≥
(
r
2

)
, thus confirming

a conjecture of Barrus, Ferrara, Vandenbussche, and Wenger [17]. In the proof,

we reduce the problem to estimating the minimum number of bipartite graphs

needed to cover the non-edges of the saturated coloured graph. Observe that

the growth rates of the rainbow saturation numbers behave very differently

from the usual saturation numbers. Recall the result of Kászonyi and Tuza

[71] who proved that for any class of graphs H, the H-saturation numbers are

always linear in the number of vertices of the graph.

We are also able to prove that stars are the unique graphs H, without

isolated vertices, which satisfy satt(n,R(H)) = Θ(n2), for some t ≥ e(H), thus

answering a question appearing in [17].

Finally, we find, as a corollary of our main theorem, the correct order of

satt(n,R(H)), for any connected graph H with minimum degree at least 2 and

for any fixed t ≥ e(H). Indeed, for any such graph H, we prove that

satt(n,R(H)) =

Θ(n log(n)) if every edge of H belongs to a triangle,

Θ(n) otherwise

6



for any t ≥ e(H).

In Chapter 6, we will be studying a problem related to an important property

of graphs called Hamiltonicity. A graph is said to be Hamiltonian if it contains

a cycle which passes through every vertex of the graph. As usual, a rather

natural extremal problem concerns estimating the maximum number of edges a

graph G on n vertices can have provided G is not Hamiltonian. This problem

turns out to have a quite simple and unfortunately rather unsatisfying answer.

One may then pose the following much more interesting question: given a

non-Hamiltonian graph G, how large can the minimum degree of G be? In

1952, Dirac [43] resolved this question completely; he showed that any graph of

minimum degree at least n
2

is Hamiltonian. This is easily seen to be sharp by

taking two disjoint cliques on dn/2e and bn/2c vertices. Some years later, in

1960, Ore [84] proved a stronger result which generalized Dirac’s Theorem. He

showed that any graph on n vertices for which d(x) + d(v) ≥ n, for every pair

of non-adjacent vertices x, y, must be Hamiltonian.

In 1946, Cedric Smith [110] proved that every edge of a cubic graph is

contained in an even number of Hamiltonian cycles, implying that any cubic

Hamiltonian graph contains a second (actually at least 3) distinct Hamiltonian

cycles. This result inspired Sheehan [94] to conjecture, in 1975, that every

4-regular Hamiltonian graph contains a second Hamiltonian cycle. Although

this conjecture is still open it has led to many discoveries by several authors.

For example, in 1978, Thomason [100] proved, using a beautiful argument, that

every d-regular graph (for odd d) contains a second Hamiltonian cycle. Some

years later, Thomassen [108] showed the same holds provided d is sufficiently

large. In the light of these results one is tempted to ask if regularity is genuinely

necessary to force the existence of a second Hamiltonian cycle, or if a weaker

condition on the minimum degree might suffice. In particular, one might ask

the following natural question: does every Hamiltonian graph G with δ(G) ≥ 3

contain a second Hamiltonian cycle? Unfortunately, this is false as shown by a

construction of Entringer and Swart [45] dating to 1980.
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In Chapter 6, based on a work joint with Teeradej Kittipassorn and Bhargav

Narayanan, we show, however, that an asymptotic version of this question holds,

in particular confirming Sheehan’s conjecture asymptotically, under a much

weaker assumption. Indeed, we prove that if an n-vertex graph G of minimum

degree at least 3 contains a Hamiltonian cycle, then G must contain another

cycle of length at least n−Cn 4
5 , where C > 0 is an absolute constant. The proof

of this result splits into two regimes: when the graph contains ‘many’ pairs of

interlacing chords, a constructive argument allows us to find a long cycle using

very few chords, in the other case we rely on a theorem of Thomassen, which is

based on the parity-based ‘lollipop argument’ of Thomason.

In Chapter 7, based on a joint work with Kamil Popielarz, we shall prove

an approximate version of a conjecture due to Caro and Yuster [37]. We show

that every graph G contains a ‘large’ induced subgraph H ⊆ G contaning many

vertices of the same degree of order ‘almost’ ∆(H).

Observe trivially that any graph must contain at least two vertices of the

same degree. As there are arbitrarily large graphs which contain exactly two

vertices of the same degree, it is natural to ask what is the smallest number of

vertices one needs to delete from a graph to ensure that the remaining induced

graph is either empty or contains at least k vertices of the same degree. Such

question was partially answered by Caro, Shapira and Yuster in [35]. They

showed that for every k, there exists a constant C(k) such that given any graph

on n vertices one needs to remove at most C(k) vertices and thus obtain an

induced subgraph with at least min{k, n− C(k)} vertices of the same degree.

In the same vein, Caro and Yuster [37] considered the problem of finding the

largest induced subgraph H (possibly empty) of a graph G which contains at

least k vertices of degree ∆(H). More precisely, they investigated the size of the

smallest number fk(n) such that given any graph on n vertices, one can delete at

most fk(n) vertices to guarantee the existence of at least k vertices of maximum

degree in the induced subgraph. These authors showed f2(n) = Θ(
√
n) and

conjectured fk(n) = Ok(
√
n). It is not difficult to construct examples which

8



show fk(n) ≥ k
2

√
n. In Chapter 7, we answer an approximate version of a

slightly stronger conjecture posed by Caro, Lauri and Zarb [34]. Indeed, we

prove that for every k, there exists g(k) such that in every graph G of maximum

degree ∆, there exists an induced subgraph H ⊆ G on at least n − g(k)
√

∆

vertices containing at least k vertices of degree at least ∆(H) − g(k). This

result is optimal up to the order of the function g(k).

In Chapter 8, based on a joint work with Teeradej Kittipassorn and Kamil

Popielarz, we study a problem proposed by Kreutzer, Oum, Seymour, van der

Zypen and Wood in [74]. The problem consists in finding, for every c ∈ [0, 1],

the smallest integer m = m(c) such that any digraph D can be partitioned

into at most k parts with the property that every vertex x ∈ D sends at most

c · d+(x) out-edges to its part. The equivalent problem for undirected graphs

is easily solvable. Indeed, it is easy to see that for any c ∈ [0, 1], any graph

G may be partitioned into at most dc−1e parts with the property that any

vertex x ∈ V (G) contains at most c · d(x) neighbours in its part. Moreover,

this bound is tight by taking a complete graph. For directed graphs Kreutzer,

Oum, Seymour, van der Zypen and Wood gave some bounds on m(c) and asked

whether m(c) = O(c−1). In this short chapter we solve completely this question

up to an additive constant of 1. We shall show that m(c) ∈ {2dc−1e−1, 2dc−1e}.

Note that a (dc−1e − 1)-regular tournament on 2dc−1e − 1 vertices implies the

lower bound of 2dc−1e − 1, since no part can contain more than a vertex.

Our proof follows almost immediatelly from a result due to Keith Ball on

partitions of matrices. We remark that quite unfortunately we do not even

know if m(1
2
) = 3. We are, however, able to show that we can partition any

tournament into three parts such that all but at most 7 vertices have at most

a half proportion of its outneighbours in its part. This suggests, at least for

tournaments that m( 1
k
) = 2k − 1. Now, note that we could view a partition

of the (directed) graph as a colouring of the vertex set. This reformulation

suggests a natural variant of the problem, namely when every vertex is instead

9



given a list of colours. Indeed, we show an analogous result holds in this more

general setting.

To conclude this dissertation we shall investigate a concept called k-

linkedness.

Connectivity is probably one of the most important notions in graph theory.

Throughout the last century, there has been a lot of research devoted to studying

various functions that measure how ‘strongly’ connected a graph can be. One of

them is k-connectivity. A graph is said to be k-connected if it remains connected

after the removal of any set of (k − 1)-vertices. The first important result in

the study of k-connected graphs was Menger’s Theorem [82], dating to 1937. It

states that a graph is k-connected if and only if there are k-internally disjoint

paths joining any pair of vertices. This result provides a nice characterization

of the structure of k-connected graphs.

An easy corollary of Menger’s Theorem says that for any k-connected

graph G and any two disjoint sets of vertices {x1, . . . , xk} and {y1, . . . , yk}

there are vertex-disjoint paths P1, . . . , Pk such that Pi goes from xi to yσ(i)

for some permutation σ of [k]. Notice, however, that one has no control over

the permutation σ, i.e. we have no control over the endvertices of the paths

Pi. This remark suggests the notion of k-linkdeness. A graph is said to be

k-linked if for any two disjoint sets of vertices {x1, . . . , xk} and {y1, . . . , yk}

there are vertex disjoint paths P1, . . . , Pk such that Pi goes from xi to yi. Note

that a k-linked graph is trivially k-connected. Therefore, it is natural to ask

whether any k-connected graph must be t-linked for some t ≤ k. Indeed, in

1974, Larman and Mani [76], and Jung [66] answered this question by showing

that for every k, there is an integer f(k) such that any f(k)-connected graph

is k-linked. In order to prove their result, they used a theorem of Mader [80]

which guarantees a subdivision of a ‘large’ complete graph in every graph of

sufficiently high average degree. The first bounds on f(k) were exponential in

k. However, in 1996, in a great breakthrough, Bollobás and Thomason [25]

showed that a linear bound on the connectivity suffices. More precisely, they
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proved that as long as a graph G is 2k-connected and has average degree at

least 22k then G is k-linked. A tournament is an oriented complete graph. In

Chapter 9, based on a joint work with Richard Snyder, we shall study the

notion of k-linkedness in the context of tournaments. Observe first that all

notions described above have anologous definitions for directed graphs, and

indeed Menger’s Theorem remains valid for directed graphs.

A directed graph is said to be k-linked if for any two disjoint sets of vertices

{x1, . . . , xk} and {y1, . . . , yk} there are vertex disjoint paths P1, . . . , Pk such

that Pi is a directed path from xi to yi. In a surprising result, Thomassen [104]

constructed an infinite set of digraphs arbitrarily high strongly-connected which

are not even 2-linked. So, it seems natural to investigate this problem restricted

to the class of tournaments. Indeed, Thomassen was the first to show, in

1984, that there is a constant C such that every Ck!-connected tournament is

k-linked. Later, Kühn, Lapinskas, Osthus, and Patel [75] improved the bound

to 104k log k and finally, in 2015, Pokrovskiy [87] proved that a linear bound

is enough. Moreover, in [87], Pokrovskiy conjectured, by analogy with the

undirected case, that every 2k-strongly connected tournament with sufficiently

high minimum in-degree and out-degree is k-linked. In Chapter 9, we come

close to proving this conjecture. We show that every 4k-strongly connected

tournament with high minimum out-degree is k-linked, thus reducing the bound

on the connectivity to within a constant of 2 of the theoretical minimum.
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CHAPTER 2

Extending partial edge colourings

1. Introduction

Recall that the classical theorem on proper edge colourings due to Viz-

ing [114] states that the chromatic index χ′(G) of a simple graph G is either

the maximum degree or one larger. This theorem inspired multiple lines of

research in the area of edge colourings. I shall mention two of them. We refer

the reader to the book by Stiebitz, Scheide, Toft and Favrholdt [98] for detailed

references and fuller insights.

The first line is concerned with proper edge colourings of multigraphs. A

multigraph is a graph where multiple edges are allowed, for our purposes, we

exclude loops. As usual we denote by µ(G) the maximum number of parallel

edges sitting on an edge. Observe the trivial lower bound ∆ ≤ χ′(G) holds for

any multigraph G.

About a century ago, Kőnig proved that all bipartite multigraphs meet

this lower bound with equality. A few decades later, in 1949, Shannon [93]

showed that χ′(G) ≤
⌊

3
2
∆(G)

⌋
, for any multigraph G. Somewhat later, Vizing

proved that χ′(G) ≤ ∆(G) + µ(G), for any multigraph G, implying that

χ′(G) ∈ {∆(G),∆(G) + 1}, when G is a simple graph. Both Shannon’s and

Vizing’s bounds are tight; this can be seen by taking a triangle with the same

number of parallel edges on each edge.

Some years later, an important conjecture arose. The Goldberg–Seymour

Conjecture, due to Goldberg [52] and Seymour [92], asserts that χ′(G) ≤
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max{∆(G) + 1, dρ(G)e } for any multigraph G where

ρ(G) = max
{ 2|E(G[T ])|
|T | − 1

: T ⊆ V, |T | ≥ 3, |T | odd
}
.

Note that ρ(G) is always a lower bound for χ′(G). Indeed, since every colour

class in a proper edge colouring forms a matching, it contains at most b |T |
2
c

edges inside any subset T ⊂ V (G). Therefore, one needs at least ρ(G) distinct

colours to proper edge colour G. This conjecture remains open and is regarded

as one of the most important open problems in the area of edge colourings.

Perhaps the most remarkable progress on this problem is due to Kahn [69], in

1996, who established it in an asymptotic form.

Another important concept we would like to mention and which has moti-

vated a lot of research is a generalization of the concept of K-edge colourings,

namely list colourings, where each edge is allowed to have its own set of colours.

Indeed, given a graph G and a set of lists L = {Le : e ∈ E(G)}, where each

edge of G has its own list Le, we say G is L-edge colourable if we can find an

edge colouring of G where every edge is coloured with an element from its list.

Moreover, we say G is k-edge choosable if for any family L = {Le : e ∈ E(G)}

with |Le| = k, for every e ∈ E(G), G is L-edge colourable. Finally, we define the

least integer integer k for which G is k-edge choosable to be the list chromatic

index of G and denote it by χl. A famous conjecture, usually called the List

Colouring Conjecture, states that for any simple graph G, χ′G) = χl. The List

Colouring Conjecture (LCC) was already formulated by Vizing as early as 1975

and has been reformulated several times. We will return in Chapter 3 to the

LLC, where we shall explain the bridge to the theory of edge precolourings.

We define the distance between two edges to be the smallest number of

edges between two of their endpoints. In this chapter, we are interested in

studying the following problem. Let G be a graph of maximum degree ∆. Does

there exist an integer d such that, if G has a partial proper edge colouring φ

using ∆ + 1 colours on a set of edges whose pairwise distance is at least d,

then φ extends to a (∆ + 1)-proper edge colouring of all of G? Albertson and
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Moore [7] conjectured that such a constant d exists and equals 3, noting that

the first non-trivial case, when ∆(G) = 3, follows from [67].

Our main goal in the present chapter is to show that such a constant d does

indeed exist and it is at most 9. In Chapter 3, we will see that d must be at

least 2 and that no such constant exists if we instead only allow ∆(G) colours

for graphs G satisfying χ′(G) = ∆(G).

We should point out that our results fit within the broader context of

vertex precolouring extensions, which has seen a great deal of activity, (see

e.g. [6, 112]). This is an important topic in chromatic graph theory, especially

due to Thomassen’s ingenious use of a precolouring extension to prove that all

planar graphs are 5-choosable [105]. Notably, in a strikingly short answer to

a related question of Thomassen, Albertson [4] showed that, given a graph G

with chromatic number χ(G) = r and a set P of vertices with pairwise distance

at least 4, any precolouring of P from a palette of r + 1 colours extends to a

proper (r + 1)-colouring of G. Moreover, the distance condition of 4 is best

possible.

We should stress that the majority of previous work on (vertex-)precolouring

extension allows for one additional colour, as in Albertson’s seminal result.

We highlight two relevant exceptions. Albertson and Moore [7] considered

how to extend partial r-colourings of r-chromatic graphs, and proved several

sharp results; however, these results only apply to graphs that possess a special

r-colouring, namely an r-colouring where no vertex is adjacent to two vertices

coloured with r. Later, Axenovich [13] and Albertson, Kostochka and West [5]

proved that ∆-precolourings of a set of vertices with minimum distance 8 can

be extended to full ∆-colourings for any graph of maximum degree at most ∆

(∆ ≥ 3), apart from K∆+1, thereby extending Brooks’ Theorem [33].

Finally, we point out that perhaps the most important edge precolouring

problem already considered is related to Evans Conjecture. Although Evans

Conjecture was originally formulated in terms of latin squares, here, we will

rephrase it in terms of precolourings of bipartite graphs. The conjecture states
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that any (partial) proper edge colouring of at most n− 1 edges of the complete

bipartite graph Kn,n can be extended to a proper n-edge colouring of the entire

bipartite graph. This conjecture was confirmed by Häggkvist [58], in 1978, for

every sufficiently large n, and later by Smetanuik [96] and independently by

Anderson and Hilton [10] in full generality.

2. Notation and results

Our notation is standard. We denote [k] = {1, 2, . . . , k}. A multigraph is

a graph where multiple edges are allowed. For our purposes, we exclude the

existence of loops. Recall that we have defined the distance between two given

edges e, e′ ∈ E(G) as the smallest number of edges in a path between two

of their endpoints. Given a multigraph G we denote by µ(G) the maximum

multiplicity of G i.e. the maximum number of parallel edges and by ∆(G) the

maximum degree of G. Given a multigraph G and a proper edge colouring φ

of G with palette of colours K, we let

φ(z) = {c ∈ K : there exists an edge e incident with z with φ(e) = c}

and φ(z) = K \ φ(z), in other words, those colours not seen by the vertex z.

Finally, we define a multifan F at a vertex z with respect to an edge

e = (z, v) and an edge colouring φ as a sequence F = (f1, x1, . . . , fp, xp), for

some integer p ≥ 1, where f1, . . . , fp are distinct edges, f1 = e and fk has

endpoints z and xk, for all k ∈ [p], and in addition for every edge fk 6= e, there

exists a vertex xl for l ∈ [k − 1] such that φ(fk) ∈ φ(xl). We remark that

the concept of multifans is crucial in Vizing’s proof of Vizing’s Theorem. We

shall sketch, in an informal way, Vizing’s original proof, since some of his ideas

will be important for our proofs. We state now Vizing’s Theorem [114], for

multigraphs.

Theorem 2.1 (Vizing). Let G be a multigraph with maximum degree ∆(G)

and maximum multiplicity µ. Then G is (∆ + µ)-edge colourable.
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Proof. (sketch)

Suppose the theorem does not hold. Let G be a counterexample with the

smallest number of edges. Remove some edge e = xy ∈ E(G), and let φ be a

(∆ +µ)-edge colouring of G− e. Now, let F = (f1, x1, . . . , fp, xp) be a maximal

multifan at vertex y with respect to the edge e = f1, where x1 = x.

Claim 2.2. φ(xi) ∩ φ(xj) = ∅, for every i 6= j.

Suppose not. Then, there exists some colour c ∈ φ(xi) ∩ φ(xj), for some

i < j. Moreover, let c1 ∈ φ(y), which must exist. Consider in G − e, the

connected component Y containing y which is spanned by the edges of colours

c and c1. Clearly, at most one of xi or xj belongs to Y ; we may assume

xj /∈ Y . We interchange the colours c and c1 in the connected component

containing xj spanned by edges of colours c and c1. In this new edge colouring

both xj and y miss colour c. By the definition of a multifan, there exists a

sequence (e, fi1 , fi2 , . . . , fik = fj) such that φ(fil) ∈ φ(xil−1
), for every l ∈ [k].

We may then ‘shift’ the colours along those edges and colour the edge fj with

colour c, thus constructing a proper edge colouring of G, which contradicts our

assumption.

Now, since F is a maximal multifan, we must have that for every colour

c ∈
p⋃
i=1

φ(xi), there exists an edge fki incident with y of colour c, otherwise a

simple recolouring argument by‘shifting’ colours along the multifan F , would

allow us to construct a proper edge colouring of G. To conclude the proof

observe that total number of coloured edges between the set {x = x1, x2, . . . , xp},

the vertices of F , and y is at most p · µ. Since |φ(xi)| ≥ µ, for every 2 ≤ i ≤ p

and |φ(x)| ≥ µ+ 1, we obtain a contradiction. �

Here is our main result, restated slightly in a more general form, in terms

of multigraphs.

Theorem 2.3. Let G be a multigraph of maximum edge multiplicity µ and

maximum degree ∆ and let M be a set of edges such that the minimum distance
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between any two edges of M is at least 9. If M is arbitrarily precoloured from

the palette K = [∆ + µ] = {1, . . . ,∆ + µ}, then there is a proper edge colouring

of G using colours from K that agrees with the precolouring on M .

To prove Theorem 2.3,we make use of the following result of Berge and

Fournier [18], which is an edge precolouring extension result when all precoloured

edges have the same colour.

Theorem 2.4 (Berge and Fournier). Let G be a multigraph of maximum

edge multiplicity µ and maximum degree ∆ and let M be a maximal matching

of G. Then there exists a proper (∆ + µ− 1)-edge colouring of G \M .

To prove our main theorem we will roughly take the following strategy. Let

M ′ ⊇M be a maximal matching of G. By Theorem 2.4, there is a proper edge

colouring of G\M ′ using only colours from [∆+µ−1]. We would like to colour

all edges of M ′ \M with colour ∆ + µ. Moreover, for every 1 ≤ i ≤ ∆ + µ− 1,

if there is an edge of G \M ′ that is coloured i and incident to some edge

precoloured i, then we would like to recolour that edge with the colour ∆ + µ.

In the proof, we use a recolouring argument, using multifans, to help us resolve

the problems that may arise.

Using the same strategy, we also show how we can afford to relax the

distance constraint on the precoloured matching provided we impose a mild

structural constraint on the graph.

Theorem 2.5. Let G be a multigraph of maximum edge multiplicity µ and

maximum degree ∆. Suppose G contains no cycle of length 5 as a subgraph.

Let M be a set of edges such that the minimum distance between any two edges

is at least 5. If M is arbitrarily precoloured from the palette K = [∆ + µ] =

{1, . . . ,∆ + µ}, then there is a proper edge colouring of G using colours from

K that agrees with the precolouring on M .
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3. Precolouring a set of far apart edges

In this section, we shall prove Theorem 2.3 and Theorem 2.5.

Proof of Theorem 2.3. Let Φ : M → K be a precolouring of M . For

each i ∈ K, we write Mi ⊆ M for the set of edges precoloured with colour

i. Now, let α be the cardinality of a matching M ′ ⊇ M of smallest size for

which there exists a proper (∆ + µ− 1)-edge colouring of G \M ′. Note that by

Theorem 2.4, α is well defined.

For a matching M ′ ⊇ M and a proper edge colouring ϕ : E(G \M ′) →

[∆ + µ− 1], we define ∆ + µ− 1 sets, AM
′,ϕ

1 , . . . , AM
′,ϕ

∆+µ−1 as follows. For every

1 ≤ i ≤ ∆ + µ− 1 and each endpoint u of an edge of Mi, we let AM
′,ϕ

u denote

the set of edges which belong to the maximal path PM ′,ϕ
u beginning at vertex

u and which alternates between edges coloured i (by ϕ) and edges of M ′ \M .

We shall write PM ′,ϕ
u = wu0e

u
0w

u
1e

u
1w

u
2e

u
2 · · · with vertices wuk and edges euk,

where wu0 = u. Moreover, we take AM
′,ϕ

i to be the union of all AM
′,ϕ

u , with u

an endvertex of an edge of Mi. Hence, AM
′,ϕ

i ∪Mi induces a disjoint union of

paths and cycles for every i ∈ [∆ + µ− 1].

We note that if we find a matching M ′ and a partial edge colouring ϕ, as

defined above, such that every set AM
′,ϕ

u contains at most one edge, then we

are done; indeed, giving colour ∆ + µ to every edge of AM
′,ϕ

u and to every edge

of M ′ \M and colouring the edges of M with the prescribed colours. (This is

the strategy we described informally before the proof.)

More importantly, we would also be done if we could find M ′ and ϕ such

that AM
′,ϕ

i induces a subgraph that is disconnected from that of AM
′,ϕ

j , for

every i 6= j ∈ [∆ + µ − 1] and also disjoint from M∆+µ. Indeed, in this case

we would be able to recolour the edges in AM
′,ϕ

i \M ′ (those edges originally

coloured with i) with colour ∆+µ and give colour i to every edge in AM
′,ϕ

i ∩M ′,

for every 1 ≤ i ≤ ∆ + µ− 1.

We now fix a choice of M ′ ⊇ M and ϕ : E(G \M ′) → [∆ + µ − 1] such

that |M ′| = α. Moreover, we make our choice so that it minimises the number
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β of endpoints u of edges in M for which |AM ′,ϕu | > 1, and subject to that, it

minimises the number γ of edges e ∈M with endpoints u and v for which there

is even index t for which at least one of the path vertices wut or wvt belonging

to PM ′,ϕ
u or PM ′,ϕ

v , respectively, is at distance greater or equal to 3 from e.

The rest of the proof is devoted to showing that under this choice any two

subgraphs induced by AM
′,ϕ

i , for 1 ≤ i ≤ ∆ + µ− 1, share no vertex and are

also vertex disjoint from M∆+µ.

Claim 3.1. For any edge in M with endpoints u and v, either |AM ′,ϕu | ≤ 1

or |AM ′,ϕv | ≤ 1.

Suppose otherwise. We now construct a maximal multifan pivoting on wu2 ,

where our aim is to colour eu1 ∈ (M ′ \M) with a colour from [∆ + µ− 1] and

adjust the partial colouring ϕ so that the new colouring becomes a proper

(∆ + µ− 1)-edge-colouring of G \ (M ′ \ {eu1}). If this succeeds, then e obtain a

contradiction to the minimality of α.

Let us then choose F = (f1, x1, . . . , fp, xp) to be a maximal multifan at wu2

with respect to eu1 and ϕ. Note that p ≥ 2 and moreover, there must exist some

xi which is not incident to an edge of M ′. Indeed, if this does not hold, following

the same argument used in Vizing’s proof (see the proof of Theorem 2.1), we

would be able to find a (∆ + µ− 1)-edge colouring of G \ (M ′ \ {eu1}), which

contradicts the minimality of α.

We may now ‘shift’ colours along the multifan so that f1 = eu1 receives

a colour from [∆ + µ − 1] and instead we add fi to M ′. This new choice of

M ′ and ϕ (which still has |M ′| = α) contradicts the minimality of β. Indeed,

observe that for this new choice, |AM ′,φu | ≤ 1. Moreover, if |AM
′,φ

u′ | ≤ 1, then

adding the edge fp to M ′ \ {eu1} can not change the size of AM
′,φ

u′ , since the

distance between any two precoloured edges is at least 9. (In fact, here, we just

used the fact that any two precoloured edges are at distance at least 5.) This

completes the proof of the claim.

Claim 3.2. γ = 0.
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Suppose for a contradiction that there is an edge e in M with endpoints

u and v for which there is an even index t at which at least one of the path

vertices wut or wvt is at distance at least 3 from e. Let t be the smallest such

index. From Claim 3.1, we may assume, without loss of generality, that this is

only the case for wut . Note that wut has distance 3 or 4 from e, and wus is at

distance at most 2 from e, for every s < t− 1.

We know there is no proper (∆ +µ− 1)-edge colouring of G \ (M ′ \ {eut−1}),

or else there would be a contradiction with the choice of α. We now choose

F = (f1, x1, . . . , fp, xp) to be a maximal multifan at wut with respect to eut−1

and ϕ. As before, by the same argument as in Vizing’s proof, we have that

p ≥ 2 and there is some xj which is not incident to an edge of M ′. We then

‘shift’ the colours along the multifan so that f1 = eut−1 receives a colour from

[∆ + µ− 1] and we add instead fj to M ′.

By construction xj is at distance between 2 and 5 from e = (u, v). Therefore,

in the new choice of M ′ and ϕ, the edge fj ∈M ′ can not be appended to the

path PM ′,ϕ
v , which implies that under this new choice of M ′ and ϕ, there is

no even index t at which either of the path vertices wut or wvt is at distance

at least 3 from e. On the other hand, we could possibly have appended fj to

another path PM ′,ϕ
z , but we are guaranteed by the distance condition on M

that in the old choice there would exist already an even index t for which wzt

was at distance at least 3 from its corresponding edge in M . Therefore, we were

able to reduce γ by one in this new choice of M ′ and new partial colouring ϕ,

contradicting the the minimality of γ. This completes the proof of the claim.

This last Claim implies that for all i ∈ [∆ + µ− 1], every edge of AM
′,ϕ

i is

within distance 3 of an edge of Mi. So by the distance condition on M the

subgraphs induced by AM
′,ϕ

i , 1 ≤ i ≤ ∆ + µ − 1, are disconnected from one

another and from M∆+µ, and this completes our proof. �

Looking at the argument we easily see that we could slightly relax the

condition in Theorem 2.3 on the precoloured edge set. Indeed, we could
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demand that M is a disjoint union of matchings M ′ and M ′′, where any two

edges of M ′ are at distance at least 9 and M ′ is arbitrarily precoloured from

[∆ + µ− 1], M ′′ is precoloured with colour ∆ + µ, and the minimum distance

between an edge in M ′ and an edge in M ′′ is at least 4.

We turn now to the proof of Theorem 2.5. The proof is conceptually the

same as that of Theorem 2.3, but perhaps simpler.

Proof of Theorem 2.5. Just as before, let Φ : M → K be the precolour-

ing on M and let α be the cardinality of a smallest size matching M ′ ⊇M for

which there exists a proper (∆ + µ− 1)-edge colouring of G \M ′. Theorem 2.4

certifies that α is well defined.

For any matching M ′ ⊇M and any proper edge colouring ϕ : E(G \M ′)→

[∆ + µ − 1], we say that an edge e ∈ M is bad if there exist two edges e1, e2

such that ϕ(e1) = Φ(e), e2 ∈ M ′ \M and e1 is adjacent to both e and e2. If

there are no bad edges, then we may extend Φ to a proper edge colouring of G

by colouring the edges e /∈M ′ with ϕ(e), any edge e ∈M ′ \M with ∆ +µ, and

recolouring with colour ∆ +µ every edge e which is incident with a precoloured

edge e′, satifying ϕ(e) = Φ(e′).

We now fix a choice of M ′ and ϕ as above, with |M ′| = α and, subject to

this, having the least number β of bad edges. The rest of the proof is devoted

to showing β = 0.

Suppose e ∈ M is a bad edge and let e1 and e2 be two edges certifying

its badness. We have that e, e1, e2 form a path of length 3. Calling w2 the

endpoint of this path that is incident with e2, we let F = (f1, x1, . . . , fp, xp)

be a maximal multifan at w2 with respect to e2 and ϕ. As in the previous

proof, by following Vizing’s argument, p ≥ 2 and there is some xi which is not

incident with an edge of M ′. By ‘shifting’ the colours along F , we can colour

f1 = e2 from [∆ + µ− 1] and add fp to M ′.

Under this new choice of ϕ and M ′ (which still has |M ′| = α), any new

bad edge would have to be within distance 1 of fp and thus within distance
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4 of e, contradicting the distance requirement on M . Due to the shift, e can

no longer be certified bad with the help of e1 since e1 is no longer incident to

an edge of M ′. However, by the choice of β, it must be that e has remained

bad with respect to the new choice of ϕ and M ′. So there must exist e′1 and e′2

still certifying that e is bad. Therefore {e1, e2} ∩ {e′1, e′2} = ∅ and the union of

endpoints of e1 and e2 is disjoint from that of e′1 and e′2. We have furthermore

that e′2 6= fp or else e, e1, e2, fp, e
′
1 would form a cycle of length 5. Clearly e′2

and fp are not incident as both belong to M ′.

We can perform another pivot as before but now at the end of the path

ee′1e
′
2. Calling w′2 the endpoint of this path, and taking a maximal multifan

F ′ = (f ′1, x
′
1, . . . , f

′
p′ , x

′
p′) at w′2 with respect to e′2 and ϕ, we again must have

p′ ≥ 2 and there must exist a vertex x′j not incident with an edge of M ′. In

particular, x′j and fp are not incident, moreover x′j is not the common endpoint

of e1 and e2 or else there would be a cycle of length 5. Again we ‘shift’ the

colours along F ′ so as to colour f ′1 = e′2 from [∆ + µ− 1] and we add f ′p′ to M ′.

Arguing as before, note that under this second new choice of ϕ and M ′

(which still has |M ′| = α), there is no new bad edge. Also, observe that we have

now modified ϕ and M ′ so that neither e1 nor e′1 may help to certify that e is

bad. Thus e is no longer bad since in any proper partial edge colouring there

are at most two edges incident to e coloured with Φ(e). This is a contradiction

to the choice of β.

We may therefore conclude that β = 0 and this completes the proof. �

Actually, in the previous proof we have just used the fact that no precoloured

edge is contained in a C5.

4. Concluding remarks

We close this chapter by mentioning few remarks. First, note that the result

of Albertson [4] implies that for graphs G, where χ′(G) = ∆, any partial edge

colouring using [∆(G) + 1] colours is extendable provided any two precoloured
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edges are at distance at least 3. Indeed, this follows directly by passing to the

line graph and noting that if two edges are at distance at least 3, then the

corresponding vertices in the line graph are at distance at least 4.

Secondly, we observe that such an edge extension result using an ‘optimal’

set of colours must impose some conditions on the precoloured edges. As we

shall see in the next chapter, Theorem 2.3 does not hold if we allow precoloured

edges to be within distance 1. We actually conjecture that 2 should be correct

distance requirement; the following conjecture strengthens the Albertson and

Moore Conjecture mentioned in Section 1.

Conjecture 4.1. Let G be a multigraph with maximum degree ∆(G)

and maximum multiplicity µ(G). Using the palette K = [∆(G) + µ(G)], any

precoloured set of edges of pairwise distance at least 2 can be extended to a

proper edge colouring of all of G.
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CHAPTER 3

Extending partial edge colourings of planar graphs

1. Introduction

In this chapter, we continue investigating extensions of a partial edge

colouring to an entire proper edge colouring using a small palette of colours.

Theorem 2.3 in the previous chapter states that such an extension is always

possible provided any two precoloured edges are at distance at least 9. Recall

that we allowed a palette of size at least ∆ + 1, where ∆ denotes the maximum

degree of the graph.

One might wonder if a strong enough distance requirement on the pre-

coloured set of edges permits us to take a smaller palette, of size ∆(G), when-

ever χ′(G) = ∆(G). This fails however, even for bipartite graphs, as we shall

show in Section 2. These simple examples establish that the size of the palette

in Theorem 2.3 is best possible, at least for simple graphs.

In Section 3, we turn to the problem of estimating the smallest positive

integer d such that given a simple graph G of maximum degree ∆, one can

always extend a partial edge colouring of any set of edges whose pairwise

distance is at least d, to a proper edge colouring of the entire graph G, using

at most ∆ + 1 colours. It is not too hard to construct, for every integer ∆,

a graph G of maximum degree ∆ with a non-extendable partial proper edge

colouring of a matching. Thus implying d must lie between 2 and 9.

The List Colouring Conjecture (LCC) was formulated by Vizing as early

as 1975 and was independently reformulated several times, a brief historical

account of which is given by, e.g., Häggkvist and Janssen [59]. For more on

the LCC, particularly with respect to the probabilistic method, we refer to the
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monograph of Molloy and Reed [83]. The results on the LCC most relevant

to us also happen to be two of the most striking, both from the mid-1990s.

First, Galvin [51] used a beautiful short argument to prove Dinitz’s Conjecture,

confirming the LCC for bipartite multigraphs. Not long after Galvin’s work,

Kahn applied powerful probabilistic methods, with inspiration from extremal

combinatorics and statistical physics, to asymptotically prove the LCC [69, 70].

An easy observation stated below relates the problem of extending partial edge

colourings to a list edge colouring problem, and therefore to the List Colouring

Conjecture. Given a non-precoloured edge, we define its precoloured degree as

the number of adjacent precoloured edges.

Observation 1.1. Let G be a multigraph with list chromatic index ch′(G).

For a positive integer k, take the palette K = [ch′(G) + k]. If G is properly

precoloured so that the precoloured degree of any non-precoloured edge is at

most k, then the precolouring can be extended to a proper edge colouring of

all of G.

In light of this observation, one may deduce trivially from Galvin’s Theorem

that Conjecture 4.1, stated at the end of the previous chapter, holds for the

class of bipartite multigraphs. We state this theorem for completeness.

Theorem 1.2. Let G be a bipartite multigraph with maximum degree ∆(G).

Using the palette K = [∆(G) + 1], any precolouring of a set of edges, containing

no two edges within distance 1, can be extended to a proper edge colouring of

the entire G.

Moreover, by Observation 1.1 and assuming the LCC, the following weaker

form of Conjecture 4.1 holds as well (where we allow one extra colour): Using

the palette K = [∆(G) +µ(G) + 1], any precoloured set of edges whose pairwise

distance is greater or equal than 2 extends to a proper edge colouring of the

entire G.

It is known that planar graphs G with ∆(G) ≥ 7 satisfy χ′(G) = ∆(G).

This was proved in 1965 by Vizing [115] in the case ∆(G) ≥ 8, and much
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later by Sanders and Zhao [89] when ∆(G) = 7. Vizing conjectured that the

same can be said for planar graphs G with ∆(G) = 6, but this long standing

question remains open. Vizing also noted that not every planar graph G with

∆(G) ∈ {4, 5} is ∆(G)-edge colourable.

Regarding list edge colouring, Borodin, Kostochka and Woodall [30] proved

the LCC for planar graphs with maximum degree at least 12, i.e., they proved

that such graphs have list chromatic index equal to their maximum degree. The

LCC remains open for planar graphs with smaller maximum degree, though it is

known that if ∆(G) ≤ 4 or ∆(G) ≥ 8, then ch′(G) ≤ ∆(G) + 1 (Juvan, Mohar

and Škrekovski [68] for ∆(G) ≤ 4; Bonamy [26] for ∆(G) = 8; Borodin [29]

for ∆(G) ≥ 9). As noted above, it is not true that planar graphs G with

∆(G) ∈ {4, 5} are always ∆(G)-edge choosable. As there has been significant

interest in studying both edge colourings and list edge colourings for the class

of planar graphs, we thought natural to investigate our precolouring problem

when restricted to this class.

In Section 4, we shall prove our main result of the chapter, which is easily

seen to be best possible both on the size of the palette and on the distance

requirement between any two precoloured edges.

Theorem 1.3. Let G be a planar graph with maximum degree ∆(G) ≥ 23.

Using the palette K = [∆(G)], any precoloured set of edges, where any two

precoloured edges are at distance at least 3, can be extended to a proper edge

colouring of all of G.

Finally, we obtain the following weak form of a precolouring result when

we allow two precoloured edges to be within distance 1.

Given a subset S ⊆ E(G) of edges and an arbitrary (i.e., not necessarily

proper) colouring of elements of S using only colours from K, is there a proper

colouring of all edges of G (using colours from K) that differs from the given

colouring on every edge of S? We may view the coloured set S as a set of

forbidden (coloured) edges, while the full colouring, if it can be produced, is
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called an avoidance of the forbidden edges. We will show the following result,

which is not directly implied by either the LCC or by other existing precolouring

results.

Theorem 1.4. Let G be a multigraph with maximum degree ∆(G) and

maximum multiplicity µ(G). Using the palette K = [∆(G)+µ(G)], any forbidden

matching can be avoided by a proper edge colouring of all of G.

We use the aforementioned result of Berge and Fournier and a recolouring

argument to prove this theorem in Section 5.

2. ∆ + 1 colours are necessary

In this short section, we give examples of bipartite graphs G of maximum

degree ∆ containing two edges (arbitrarily far apart) which must belong to the

same colour class in any ∆-edge colouring.

Indeed, for any positive integer m, let Dm denote the bipartite graph on

vertex set {x} ∪Ax ∪B ∪Ay ∪ {y}, where |Ax| = |Ay| = m and |B| = 2m− 1,

and whose edge set is the set of all pairs between {x} ∪B and Ax and between

{y} ∪ B and Ay. Observe an easy property of the graph Dm: in any proper

edge colouring of Dm with colours from [2m], there must be at least one edge

of colour 1 incident to x or y. For otherwise, since each vertex in Ax has degree

2m, there must be m edges of colour 1 between Ax and B; similarly, there must

be m edges of colour 1 between Ay and B. But this implies that there are 2m

distinct edges of colour 1 incident to the 2m− 1 vertices in B, which means

that a vertex of B is incident to two edges of colour 1, a contradiction.

Next, for any positive integers `,m, let Gm,` be the graph formed by taking

` disjoint copies H1, . . . , H` of Dm with vertex sets labelled {xi}∪Axi ∪Bi∪Ayi ∪

{yi}, identifying yi with xi+1 for all i = 1, . . . , `− 1, and then adding two new

vertices x′ and y′ and two new edges x′x1 and y`y
′. See Figure 1 for a depiction

of G3,2. It is straightforward to check that Gm,` is bipartite, has maximum

degree 2m, and that the edges x′x1 and y`y
′ are at distance 4` + 1 in Gm,`.
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Figure 1. A representative G of a class of bipartite graphs, with
a non-extendable matching consisting of two edges, using the
palette [∆(G)] = [χ′(G)]. Dashed lines indicate edges precoloured
with colour 1.

Consider a precolouring of Gm,` from the palette [2m] = [∆(Gm,`)] = [χ′(Gm,`)]

in which the edges x′x1 and y`y
′ are precoloured 1. Suppose, for a contradiction,

that there is a proper extension of this precolouring. Then there can be no

edge of colour 1 between Ay1 and B1. By our observation about Dm, there must

be an edge of colour 1 between Ay1 and y1 = x2. It follows by an induction (via

copies of Dm) that there is an edge of colour 1 between Ay` and y`. Since y`y
′

is precoloured 1, we have arrived at our desired contradiction.

3. Precoloured edges must be at distance at least 2

In this section, we show that if we omit the distance 2 condition on the

precoloured set, then Conjecture 4.1 becomes false whenever ∆(G) ≥ 4.

For each t ≥ 3, we construct a graph Gt of maximum degree t+ 1 with

the property that, using the palette K = [t+ 2], there is a matching M and a

precolouring of M that cannot be extended to a proper edge colouring of all

of Gt.

Our construction is based on an observation by Anstee and Griggs [12]. For

t ≥ 3, let Ht be the graph obtained from Kt,t by subdividing one edge.

Lemma 3.1 (Anstee and Griggs). For every t ≥ 3, the equality χ′(Ht) =

∆(Ht) + 1 = t+ 1 holds.

Proof. SinceHt has 2t+ 1 vertices, its largest matching has size t. SinceHt

has t2 + 1 edges, we cannot cover all the edges with t matchings. �
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v∗

Figure 2. The graph G3 (with maximum degree 4) and a non-
extendable precoloured matching using the palette [5]. Wavy
edges are precoloured 1, while dotted edges are precoloured 2.

Let A,B ⊆ V (Ht) be the original partite sets of Kt,t, so that A and B are

independent sets of size t in Ht, and the only vertex of Ht not contained in A∪B

is the vertex of degree 2. Let H ′t be the graph obtained from Ht by attaching a

pendant edge to each vertex of Ht, and for each v ∈ V (Ht), let v′ be the other

endpoint of the pendant edge at v. Finally, set M0 = { vv′ | v ∈ V (Ht) }. We

precolour the matching M0 by colouring vv′ colour 1 if v ∈ A, and colouring vv′

colour 2 otherwise. Now we define the full graph Gt by taking t + 1 disjoint

copies of H ′t, and adding a new vertex v∗ adjacent to the unique vertex of

degree 3 in each copy of H ′t. The precoloured matching M in Gt is just the

union of each precoloured matching M0 in each copy of H ′t, with the same

precolouring. Figure 2 shows G3.

Theorem 3.2. For every t ≥ 3, using the palette K = [t+ 2] = [∆(Gt) +

µ(Gt)], the precolouring of the matching M as described above cannot be ex-

tended to a proper edge colouring of the entire Gt.

Proof of Theorem 3.2. Suppose for contradiction that Gt has an edge-

colouring from K that extends the precolouring of M . Since every neighbour

of v∗ has an incident edge precoloured 2, no edge incident to v∗ can be coloured 2.

Therefore, since d(v∗) = t + 1, each of the t+ 1 colours excluding 2 is used

exactly once on the edges incident to v∗. In particular, some edge e incident
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to v∗ has colour 1. Let H be the copy of Ht containing the other endpoint of e.

Observe that no edge of H can be coloured 1 or 2: every edge joining A and B

has an edge precoloured 1 at one endpoint and an edge precoloured 2 at the

other, while the vertex of degree 2 in H is incident to an edge precoloured 2 as

well as the edge e coloured 1. Hence all edges of H use only the t remaining

colours. Since χ′(Ht) = t+ 1 by Lemma 3.1, this is impossible. �

4. Proof of the main result

In this section, we shall prove Theorem 1.3. Note that for brevity, we will

write ∆ for ∆(G).

As mentioned earlier, the LCC is known to hold for planar graphs with

maximum degree at least 12, [30]. Indeed, given a planar graph G with ∆ ≥ 12

then ch′(G) = ∆. Combining this result with Observation 1.1 we obtain the

following proposition which will be useful in the proof of Theorem 1.3.

Proposition 4.1. Let G be a planar graph with maximum degree ∆(G) ≥

12. Using the palette K = [∆(G) + 1], any precoloured set where no two edges

are within distance 1 can be extended to a proper edge colouring of all of G.

4.1. Our framework and notation. The notation we use is standard.

We shall now outline the general framework and the new terminology we need.

Whenever considering a planar graph G, we fix a drawing of G in the plane.

(So we really should talk about a plane graph.) Because of this fixed embedding

we can talk about the faces of the graph. If G is connected, then the boundary

of any face f forms a closed walk Wf .

We adopt the following notation to classify vertices of a graph G according

to degree and incidence with vertices of degree 1. Let Vi be the set of vertices

of degree i. Also, identify by Ti ⊆ Vi the set of those vertices of degree i that

are adjacent to a vertex of degree 1, and set Ui = Vi \ Ti. Write T =
⋃
i≥1Ti

and U = V (G) \ T . We also adopt the shorthand notation V[i,j], U[i,j] and T[i,j]
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to mean, respectively, the sets of vertices in V , U and T with degrees between i

and j inclusively.

We move now to the proof of Theorem 1.3.

Proof of Theorem 1.3. Suppose G is not connected, then we extend the

edge colouring one component at a time. The precolouring on a component C

with 12 ≤ ∆(C) ≤ 22 can be extended using Proposition 4.1. If ∆(C) < 12, a

greedy colouring algorithm (23 ≥ 2 · 11) easily extends the precolouring to the

entire component C.

Next, the statement of Theorem 1.3 is trivially true for graphs with max-

imum degree 23 and exactly 23 edges. The proof goes now by induction on

E(G), and we proceed with the induction step. We may assume that G is

connected and has at least 24 vertices, since ∆ ≥ 23. Let M be the precoloured

set.

We first observe that

if uv ∈ E(G) \M , then d(u) + d(v) ≥ ∆ + 2. (1)

Indeed, suppose that the inequality does not hold for some uv /∈ M . Then,

by induction if ∆(G − uv) ≥ 23 and by Proposition 4.1 if ∆(G − uv) = 22,

there exists an extension of M to a colouring of G− uv using the palette K.

Since at most ∆− 1 colours are used on the edges adjacent to uv, we can easily

extend the colouring further to uv. From (1) it follows that every vertex with

degree 1 is incident with an edge in M and that if v has degree 2 and uv /∈M ,

then d(u) = ∆. In particular, if a vertex v with degree greater than 1 has a

neighbour in T2, then d(v) = ∆. Moreover, since edges in M are at distance at

least 3 in G, a vertex can have at most one neighbour in V1 ∪ T2.

Let V ′2 be the set of vertices of degree 2 that are not incident with an edge

of M . For a face f , let V −(f) = V (f) \ (V1 ∪ T2), and let W−
f be the sequence

of vertices on the boundary walk Wf after removing vertices from V1 ∪ T2. For

a vertex v, let v1, v2, . . . , vd(v) be the neighbours of v, listed in clockwise order
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according to the drawing of G. Write fi for the face incident with v lying

between the edges vvi and vvi+1 (taking addition modulo d(v) in {1, . . . , d(v)}).

If a vertex v has a (unique) neighbour in V1∪T2, then we always choose v1 to

be this neighbour. In that case fd(v) = f1, and that face is called f1 again. Note

that it is possible for other faces to be the same as well (if v is a cut-vertex),

but we will not identify those multiple names of the same face.

Claim 4.2. |V∆| > |V ′2 |.

Consider the set F of edges in E(G) with one endvertex in V ′2 and the other

in V∆. Note that F ∩M = ∅ by the definition of V ′2 . The subgraph with vertex

set V ′2 ∪V∆ and edge set F is bipartite; we assert it is acyclic. For suppose there

exists an (even) cycle C with E(C) ⊆ F . By induction if ∆(G− E(C)) ≥ 23,

by Proposition 4.1 if ∆(G−E(C)) ≤ 22, we can extend the precolouring of M

to G−E(C) using the palette K. But then we can further extend this colouring

to the edges of C, since each one sees only ∆ − 2 coloured edges, and even

cycles are 2-edge choosable. Since each vertex in V ′2 is incident with precisely

two edges in F , we have |V∆|+ |V ′2 | > |F | = 2|V ′2 |. This finishes the proof of

the claim.

We use now a discharging argument to complete the proof. First, let us

assign to each vertex v a charge

α1: α(v) = 3d(v)− 6,

and to each face f a charge

α2: α(f) = −6.

For each vertex v we define β(v) as follows.

β1: If v ∈ V∆, then β(v) = −2.

β2: If v ∈ V ′2 , then β(v) = 2.

β3: In all other cases, β(v) = 0.

For each edge e = vu, we define γe(v) and γe(u) as follows.
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γ1: If v ∈ V1, then γe(v) = −γe(u) = 3.

γ2: If v ∈ T2 and u ∈ V∆, then γe(v) = −γe(u) = 3.

γ3: If v ∈ U2 \ V ′2 and u ∈ V∆, then γe(v) = −γe(u) = 2.

γ4: In all other cases, γe(v) = γe(u) = 0.

Finally, for each face f and vertex v ∈ W−
f we define δf(v) and

δv(f) as follows.

δ1: If v ∈ U2, then δv(f) = −δf (v) = 1.

δ2: If v ∈ T and 3 ≤ d(v) ≤ ∆− 4, then δv(f) = −δf (v) = 3− 6

d(v)− 1
.

δ3: If v ∈ U and 3 ≤ d(v) ≤ ∆− 4, then δv(f) = −δf (v) = 3− 6

d(v)
.

δ4: If d(v) ≥ ∆− 3, |V −(f)| = 3, and both neighbours of v in V −(f) are

joined by an edge in M , then δv(f) = −δf (v) = 4.

δ5: If d(v) ≥ ∆ − 3 and v has a neighbour in V −(f) ∩ T3, then δv(f) =

−δf (v) = 3.

δ6 : If d(v) ≥ ∆−3 and none of δ4 and δ5 applies, then δv(f) = −δf (v) =

5
2
.

For a vertex v, write γ(v) for the sum of γe(v) over all edges e that have v

as an endvertex. For a vertex v of degree 1 we set δ(v) = 0. For every other

vertex v, write δ(v) for the sum over the faces f around v of δf(v). Similarly,

for a face f , write δ(f) for the sum over the vertices v on the reduced walk W−
f

around f of the values of δv(f). By the definitions of γ and δ, we have that∑
v γ(v) +

∑
v δ(v) +

∑
f δ(f) = 0. It follows from Claim 4.2 that

∑
v β(v) < 0.

From Euler’s formula we obtain
∑

v α(v) +
∑

f α(f) < 0.

Thus, in order to reach a contradiction, it is enough to show that for every

vertex v:

α(v) + β(v) + δ(v) + γ(v) ≥ 0, (2)

and that for every face f :

α(f) + δ(f) ≥ 0. (3)
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Let f be a face. As G is simple, |V −(f)| ≥ 3. Since α(f) = −6, it follows

that (3) is verified if we can show that δ(f) ≥ 6. Let v be a vertex in V −(f) for

which δv(f) is minimum. If δv(f) · |V −(f)| ≥ 6, then (3) clearly holds. So, by

checking δ1 – δ6, we see we only have to consider the case where v ∈ T[3,6]∪U[2,5].

(Recall that vertices from V1 ∪ T2 do not appear in W−
f .)

If v ∈ U2, then let u and w be the neighbours of v. Consider first the

case where both u and w have degree ∆. Then they both belong to V −(f),

so (3) follows, since δv(f) = 1 and δu(f) ≥ 5
2
, δw(f) ≥ 5

2
by δ4 – δ6. Suppose

now that u has degree less than ∆, which implies by (1) that uv ∈ M and,

consequently, vw /∈ M . In particular, w ∈ V −(f) and w has degree ∆. Note

also that necessarily u ∈ V −(f). If |V −(f)| = 3, then δw(f) = 4 by δ4. As

δu(f) ≥ δv(f) = 1, it follows that (3) holds. If |V −(f)| ≥ 4, then u has a

neighbour u′ in V −(f) \ {v, w}. We assert that δu(f) + δu′(f) ≥ 5
2
. Indeed,

because uu′ /∈ M , we know by (1) and since ∆ ≥ 18 that (at least) one

of u and u′ has degree at least 5. Consequently, by δ2 – δ6 we know that

max{δf(u), δf(u
′)} ≥ 3

2
. Since min{δf(u), δf(u

′)} ≥ δf(v) = 1 and δf(w) ≥ 5
2

by δ5 and δ6, it follows that (3) holds.

If v ∈ T3, then δv(f) = 0, but v has two neighbours in V −(f) that have

degree at least ∆− 1 each. Equation (3) then follows from δ5.

For the remaining cases we always have δv(f) ≥ 1. Rules δ2 – δ6 ensure

that any vertex u ∈ V −(f) with d(u) ≥ 13 satisfies δu(f) ≥ 5
2
; hence there can

be at most one such vertex and, in particular, a neighbour u of v in V −(f)

must have degree at most 12. As v itself has degree at most 6, by (1) we have

uv ∈ M , which also implies that {u, v} ⊆ U . Hence in particular v ∈ U[3,5].

Let w be the neighbour of v in V −(f) \ {u}. Since v ∈ U[3,5] and vw /∈ M , it

necessarily holds that d(w) ≥ ∆− 3. If |V −(f)| = 3, then (3) holds by δ4 since

δu(f) ≥ δv(f) ≥ 1. If |V −(f)| ≥ 4, then u has a neighbour u′ in V −(f)\{v, w},

which has degree at least ∆ + 2− d(u) ≥ 10. Consequently, δu′(f) ≥ 12
5

by δ3,

δ5 or δ6. We deduce that (3) holds, as δw(f) ≥ 5
2

by δ5 or δ6. This confirms (3)

for all faces.
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Now let v be a vertex. Recall that α(v) = 3d(v)−6. Furthermore, if v has a

neighbour in V1∪T2, then the two consecutive faces incident with that neighbour

are counted as one face; all other faces are counted separately. Finally, as noted

earlier, a vertex can have at most one neighbour in V1 ∪ T2. If d(v) = 1, then

α(v) = −3 and γ(v) = 3. Since β(v) = δ(v) = 0, we immediately obtain (2).

If d(v) = 2, then α(v) = 0. If v ∈ T2, then both γ1 and γ2 apply; hence

γ(v) = 0. Again one can check that β(v) = δ(v) = 0, confirming (2). Otherwise

v ∈ U2, and δ1 implies that δ(v) ≥ −2, as v is incident with at most two faces.

If v ∈ V ′2 as well, then β2 yields that β(v) = 2 and γ(v) = 0. If v /∈ V ′2 , then

γ(v) = 2 while β(v) = 0. In either case (2) follows.

Next suppose that 3 ≤ d(v) ≤ ∆−4. Observe that β(v) = 0. If v ∈ T , then

γ(v) = −3 by γ1. Since v has a neighbour with degree one, we know that v is

incident with d(v)− 1 regions, and so δ2 yields that δ(v) = (d(v)− 1) ·
(
−3 +

6

d(v)− 1

)
= 9− 3d(v). Similarly, if v ∈ U , then γ(v) = 0, and δ3 yields that

δ(v) = 6− 3d(v). This proves (2) for those vertices v.

Suppose now that d(v) ∈ {∆− 3,∆− 2,∆− 1 }. Then β(v) = 0. If v ∈ T ,

then γ(v) = −3 by γ1. Since M is distance-3, none of δ4 and δ5 applies to v,

and v is incident with d(v)−1 faces. From δ6 we deduce that δ(v) = −5
2
(d(v)−1).

Since d(v) ≥ ∆−3 ≥ 13, it follows that 3d(v)−6−3− 5
2
(d(v)−1) = 1

2
d(v)− 13

2
≥

0, and hence (2) is satisfied again. Next assume that v ∈ U , and so γ(v) = 0.

The fact that M is distance-3 ensures that δ4 applies to at most one face with

respect to v, and δ5 applies to at most two faces with respect to v. Consequently,

δ(v) ≥ −
(
4 + 6 + 5

2
(d(v)− 3)

)
. Combined with the assumption that ∆ ≥ 17,

this is always enough to satisfy (2).

Finally, suppose that d(v) = ∆. In this case β(v) = −2. If v ∈ T , then the

distance condition on M ensures that γ(v) = −3 and δ(v) = −5
2
(∆− 1). Since

∆ ≥ 17 this confirms (2).

So we are left with the case where v ∈ U . Since any two edge of M are at

distance at least 3, it follows that at most one of γ2, γ3 applies and similarly

at most one of δ4, δ5 applies. Moreover, if γ2 does apply, then γ(v) = −3 and
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Figure 3. A representative G of a class of trees, with a non-
extendable precoloured (distance-2) matching, using the palette
[∆(G)] = [χ′(G)]. Dashed lines indicate edges precoloured with
colour 1.

neither δ4 nor δ5 applies. This means that the vertex v is incident with ∆

faces, and for each of those faces f we have δf (v) = −5
2
. If γ2 does not apply,

then γ(v) ≥ −2. The vertex v is incident with ∆ faces, and for ∆− 1 of those

faces f we have δf (v) = −5
2
. For the final face f either δ4 or δ5 may apply, so

δf(v) ∈ {−4,−3,−5
2
}. Using that ∆ ≥ 23, we can check that (2) is satisfied

in all cases.This confirms (2) for all vertices and completes the proof of the

theorem. �

Note that Theorem 1.3 easily becomes false, even for trees, if we replace

the the distance condition by 2. For instance, consider stars with each edge

subdivided exactly once; see Figure 3.

5. Avoiding prescribed colours on a matching

In this section, we will show the following statement, which directly implies

Theorem 1.4.

Theorem 5.1. Let G be a multigraph with maximum degree ∆(G) and

maximum multiplicity µ(G), and let M1 and M ′ be two disjoint matchings in G.

Suppose that each edge e of G is assigned a list L(e) ⊆ [∆(G)+µ(G)] of colours

such that

• L(e) = {1} if e ∈M1;

• L(e) = {2, . . . ,∆(G) + µ(G)} if e ∈M ′; and

• L(e) = [∆(G) + µ(G)] if e ∈ E(G) \ (M1 ∪M ′).
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Then there exists a proper edge-colouring ψ of G such that ψ(e) ∈ L(e) for

every e ∈ E(G).

To establish Theorem 5.1, we use the following theorem, already stated in

Chapter 2.

Theorem 5.2 (Berge and Fournier). Let G be a multigraph with maximum

degree ∆(G) and maximum multiplicity µ(G), and let M be a matching in G.

Then there exists a proper edge-colouring of G using the palette [∆(G) + µ(G)]

such that every edge of M receives the same colour.

Proof of Theorem 5.1. We may assume without loss of generality that

M1 is a maximal matching in G \M ′. We set

B = { e′ ∈M ′ | e′ ∩ e = ∅ for all e ∈M1 }.

Let ψ be a partial proper edge colouring of G using colours in [∆(G) + µ(G)]

such that

(i) ψ(e) = 1 for every e ∈M1;

(ii) ψ(e′) 6= 1 for every e′ ∈M ′;

(iii) every edge of E(G) \B receives a colour under ψ;

(iv) the number of edges of B that receive a colour under ψ is maximal.

To show that ψ is well defined, we need to prove the existence of a partial

proper edge-colouring of G \B using the palette [∆(G) + µ(G)] that satisfies

(i) – (iii).

To this end, let G′ = G − B. By Theorem 5.2, there is a proper edge-

colouring φ of G′ using colours in [∆(G) + µ(G)] such that every edge in M1

receives colour 1. By the definition of B, each edge in M ′ \B is incident to at

least one edge in M1. Each edge in M1 receives colour 1 under φ and therefore

φ does not map any edge of M ′ \B to colour 1. Thus φ ensures that ψ exists.
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We now show that every edge of B receives a colour under ψ, which

completes the proof. Suppose, on the contrary, that xy ∈ B is an edge that is

not coloured by ψ. We start by making the following observations.

Claim 5.3. For every e ∈ E(G), we have ψ(e) = 1 if and only if e ∈M1.

Indeed, if e is an edge that is coloured 1, then e /∈M ′ and e is not adjacent

to an edge in M1, since all such edges are also coloured 1. Consequently, e ∈M1,

as M1 is a maximal matching of G−M ′.

Claim 5.3 and the definition of B ensure the following.

Claim 5.4. Neither x nor y is incident with an edge that is coloured 1.

For each vertex v ∈ V (G), recall we have defined ψ(v) ⊆ [∆(G) + µ(G)]

to be the set of colours that do not appear on edges incident to v. Claim 5.4

states that ψ(x) and ψ(y) both contain the colour 1.

Claim 5.5. If v ∈ NG(x) \ {y}, then v is incident to an edge in M1 and

so ψ(v) does not contain the colour 1.

Indeed, for if v is not incident to an edge in M1, then by Claim 5.4 the

edge xv could be added to M1 to form a larger matching in G−M ′, thereby

contradicting the maximality of M1.

We know that the edge xy is not yet coloured so both ψ(x) and ψ(y) must

contain some colour different from 1 and we shall from now on redefine ψ(y)

to be ψ(y) \ {1}, which is not empty. We consider the following iterative

procedure.

Initially (t = 0), we set D0 = {y}. At each step t ≥ 1, we form the set Dt

as follows:

Dt =
{
v ∈ NG(x)\

t−1⋃
i=0

Di

∣∣ ∃ e between v and x with a colour in
⋃

w∈Dt−1

ψ(w)
}
.
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Since
⋃
i≥0Di ⊆ NG(x) and Di ∩ Dj = ∅ if 0 ≤ i < j, there exists a least

non-negative integer t0 such that Dt0+1 = ∅. We define D =
⋃
i≤t0 Di. We

consider now two cases.

Case 1. Assume that there exist a vertex w ∈ D and a colour c ∈ ψ(w) ∩

ψ(x). Since the subsets D0, . . . , Dt0 are pairwise disjoint, there is precisely one

integer t1 such that w ∈ Dt1 . There exists a sequence y = w0, w1, w2, . . . , wt1 =

w of vertices such that wi ∈ Di and (at least) one edge ei between x and wi

has a colour in ψ(wi−1), whenever 1 ≤ i ≤ t1.

We may then define a partial proper edge colouring ψ′ of E(G), using

colours in [∆(G) + µ(G)], with

• ψ′(e) = ψ(e) if e /∈ { ei | 1 ≤ i ≤ t1 };

• ψ′(ei) = ψ(ei+1) for each i ∈ {0, . . . , t1 − 1}; and

• ψ′(et1) = c.

One can check that ψ′ satisfies (i) – (iii) and colours one more edge of B

than ψ does, which contradicts the choice of ψ.

For the second case, we need the following two observations.

Claim 5.6. For every z ∈ NG(x), it holds that µ(G) ≤ |ψ(z)|.

The only case this is not trivial is when z = y, due to our redefinition

of ψ(y). However, as the edge xy is not coloured, the vertex y sees at most

∆(G)− 1 different colours, which implies the statement.

Now, let H be the bipartite subgraph of G induced by the bipartition

({x}, D). (In particular, the edges of G between vertices in D are not in H.)

The next statement follows directly from the fact that the number of coloured

edges between x and y is at most µ(G)− 1.

Claim 5.7. The bipartite graph H contains fewer than |D|µ(G) coloured

edges.

We can now proceed with the second case.
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Case 2. For every vertex w ∈ D and every colour c ∈ ψ(w), there exists an

edge ew between x and a vertex z ∈ D such that ψ(ew) = c. By Claims 5.6

and 5.7, we know that the number of colours appearing in the bipartite graph H

is less than |D| · µ(G), which is at most
∑

w∈D |ψ(w)|. This implies that there

are two distinct vertices v1 and v2 in D ⊆ NG(x) with ψ(v1) ∩ ψ(v2) 6= ∅. Let

c1 ∈ ψ(v1) ∩ ψ(v2) and note that c1 6= 1 by Claim 5.5. Let c2 ∈ ψ(x) \ {1}.

Then c2 /∈ ψ(v1) ∪ ψ(v2) and c1 /∈ ψ(x1). (And hence c1 6= c2.)

For i ∈ {1, 2}, let Pi be the maximal alternating path with colours c1 and c2

beginning at vi. Note that x cannot belong to both paths. But if x does not

belong to Pi, then we may swap c1 and c2 along the edges of Pi. This leads us

back to Case 1 because then c2 belongs to ψ(x)∩ψ(v1). (Note that such a swap

affects neither the colours of the edges inside H nor those of edges in M1.)

We have shown that in each case there exists a partial proper edge colouring

using colours in [∆(G) + µ(G)] and satisfying (i) – (iii) that assigns colours to

more edges of B than ψ does, which is a contradiction. �

6. Concluding remarks

To conclude this chapter, we present a conjecture due to Csóka, Lippner

and Pikhurko [40] which is in the same spirit as the problems we have addressed

here.

Conjecture 6.1 (Csóka, Lippner and Pikhurko). Let G be a graph such

that every vertex is of degree at most d, except one of degree d+ 1. Using the

palette K = [d+ 1], suppose that at most d− 1 pendant edges are precoloured.

This precolouring can be extended to a proper edge-colouring of all of G.

The authors of Conjecture 6.1 proved the weaker statement where K is

replaced by K = [d+ 9
√
d]. Note that even any bound of the form d+O(1) for

the palette K would be extremely interesting to show.
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Now, with respect to our precolouring problems, rather than imposing

conditions on the set of precoloured edges, we could instead constrain the pre-

colouring. In the light of Theorem 3.2 and the result of Berge and Fournier [18],

the following is a natural strengthened version of Conjecture 4.1.

Conjecture 6.2. Let G be a multigraph with maximum degree ∆(G)

and maximum multiplicity µ(G). Using the palette K = [∆(G) + µ(G)], any

precoloured set such that no two edges precoloured with different colours are

within distance 2 can be extended to a proper edge colouring of all of G.

Unfortunately, we could not even assert Conjecture 6.2 with the constant 2

replaced by any larger fixed integer.
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CHAPTER 4

Ramsey colourings

1. Introduction

An old observation by Erdős and Rado says that when the edges of a

complete graph are coloured with two colours, there is a spanning monochro-

matic component. This simple remark has been the starting point of extensive

research. A natural example is the search for large monochromatic components

in r-edge-coloured complete graphs (see, for example, [55, 56]). Here we focus

on a different direction, namely, the search for covers (or partitions) of the

vertices into as few as possible monochromatic connected subgraphs.

A classical example appears in a seminal paper by Erdős, Gyárfás and Pyber

[47], who showed that for any r-colouring of Kn (the complete graph on n

vertices) the vertices can be partitioned into at most O(r2 log r) monochromatic

cycles. We note that throughout this chapter, when we say that the vertices

of a graph are covered (or partitioned) by a collection of subgraphs, we mean

that the vertices are covered by the vertex sets of these subgraphs.

Gyárfás, Ruszinkó, Sárközy and Szemerédi [57] improved the above result

by showing that if the edges of the complete graph are r-coloured then the

vertices can be partitioned into O(r log r) monochromatic cycles. In the other

direction, Pokrovskiy [86] showed that one needs strictly more than r cycles,

disproving a conjecture of Erdős, Gyárfás and Pyber [47]. Conlon and Stein [39]

showed similar results for colourings where every vertex is incident with at most

r distinct colours. The question of whether one can partition an r-coloured

graph into O(r) monochromatic cycles remains an enticing open problem in

this area.
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In a slightly different direction, Erdős, Gyárfás and Pyber [47] conjectured

that the vertices of an r-coloured complete graph may be partitioned into at

most r − 1 monochromatic connected subgraphs. This conjecture is known

to be tight when r − 1 is a prime power and n is sufficiently large, due to a

well-known construction which requires the existence of an affine plane of an

appropriate order. Haxell and Kohayakawa [62] proved a slightly weaker result,

showing that one can partition an r-coloured complete graph on n vertices into

r monochromatic subgraphs, for sufficiently large n.

Interestingly, this problem is closely related to a well-known conjecture of

Ryser on packing and covering edges in r-partite, r-uniform hypergraphs. This

link was first noted by Gyárfás [55] in 1997 and leads to the following natural

formulation of the conjecture of Ryser, appearing in [64], where α(G) is the

size of the largest independent set in the graph G.

Conjecture 1.1 (Ryser [64]). The vertex set of an r-coloured graph G can

be covered by at most (r − 1)α(G) monochromatic connected subgraphs.

In this form, it is clear that Ryser’s conjecture implies the covering ver-

sion of the aforementioned conjecture of Erdős, Gyárfás and Pyber about

monochromatic connected subgraphs. Although not much is known about

Ryser’s conjecture in general, a few special cases are understood. The case

r = 2 is equivalent to König’s classical theorem (see [41], for example), while

the case r = 3 was proved by Aharoni [2] in 2001, who built on the earlier

advances of Aharoni and Haxell [3]. The conjecture is also known to hold for

α(G) = 1 (i.e. G is a complete graph) and r ≤ 5, as was proved by Gyárfás

[55] (r = 3), Duchet [44] and Tuza [111] (r = 4), and Tuza [111] (r = 5).

Following Schelp [90] who suggested several variants of Ramsey-type prob-

lems (e.g. determining the length of the longest monochromatic path in a

2-coloured graph), we consider variants of the above problems for graphs with

large minimum degree. Our first main result proves a conjecture of Bal and
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DeBiasio [14] about partitioning the vertices of a 2-coloured graph with large

minimum degree; recall that δ(G) denotes the minimum degree of the graph G.

Theorem 1.2. There exists an integer n0 such that every 2-coloured graph

G on n ≥ n0 vertices and with minimum degree at least 2n−5
3

can be partitioned

into two monochromatic connected subgraphs.

We note that this is a generalisation of the result by Haxell and Kohayakawa

[62] mentioned above for two colours, where the complete graph is replaced

by a graph with large minimum degree. This result is seen to be sharp by a

construction of Bal and DeBiasio [14]; in Section 5 we describe a more general

family of examples which shows, in particular, the sharpness of the minimum

degree condition in this result. One can think of this result as saying that 2n−5
3

is

the minimum degree ‘threshold’ that guarantees a partition of every 2-colouring

into two monochromatic connected subgraphs. It is therefore natural to ask

what minimum degree condition on a graph G guarantees a partition into t

monochromatic connected subgraphs, no matter how the graph is 2-coloured.

We conjecture the following.

Conjecture 1.3. For every t there exists n0, such that for every 2-colouring

of a graph G on n ≥ n0 vertices with δ(G) ≥ 2n−2t−1
t+1

there exists a partition of

the vertex set into at most t monochromatic connected subgraphs.

We support this conjecture by observing an analogous result for covers of

the vertices by monochromatic components.

Proposition 1.4. Let t be integer and let G be a 2-coloured graph on n

vertices with δ(G) ≥ 2n−2t−1
t+1

. Then the vertices of G can be covered by at most

t monochromatic components.

We also give a construction, showing that the inequality in this proposition

(and therefore the conjecture) cannot be improved.
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Bal and DeBiasio [14] also considered the problem of covering coloured

graphs with monochromatic components of distinct colours. In particular, they

conjectured the following.

Conjecture 1.5 (Bal and Debiasio). Let G be an r-coloured graph on

n vertices with δ(G) ≥ (1 − 1/2r)n. Then the vertices can be covered by

monochromatic components of distinct colours.

Again, Bal and DeBiasio provided examples showing that if true, the bound

(1 − 2−r)n is best possible. We shall prove Conjecture 1.5 for r = 2, 3. The

case r = 3 is the most interesting case but we include a short proof of r = 2 for

completeness.

Theorem 1.6. Let G be a 3-coloured graph on n vertices with δ(G) ≥ 7n/8.

Then the vertices of G can be covered by monochromatic components of distinct

colours.

2. Notation

By an r-coloured graph, we mean a graph whose edges are coloured with

r colours. When a graph is 2-coloured we call the colours red and blue; and

when it is 3-coloured, we denote the colours by red, blue and yellow.

For a set of vertices W , we denote by Nr(W ) the set of vertices in V (G)\W

that are adjacent to a vertex in W by a red edge. If x ∈ V (G) is a vertex, we

define dr(x) = |Nr({x})| which we refer to as the red degree of x. We say that

y is a red neighbour of x if xy is a red edge. By a red component of a graph G,

we mean the vertex set of a component in the graph on vertex set V (G) whose

edgse are the red edges of G. We denote the red component that contains x

by Cr(x). A red set U is a set of vertices that is connected in red, i.e. the red

edges induced by U form a connected graph.

All the above definitions and notation, that were defined for red, also works

for blue or yellow; e.g. db(x) and dy(x) are the blue and yellow degrees of x,

respectively, and a blue set is a set of vertices that is connected in blue.
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3. Partitioning into monochromatic connected subgraphs

In this section, we prove Theorem 1.2. We note that the minimum degree

condition in this theorem cannot be improved; this can be seen by taking t = 2

in the Example 5.1 (see Figure 1. below), which we describe more formally in

Section 5.

x1 x2

x3

A1 A2 A3

Figure 1. A 2-coloured graph on n vertices and with minimum
degree 2n−5

3
which can not be partitioned into 2 monochromatic

subgraphs.

Proof of Theorem 1.2. Throughout this proof, we assume that the num-

ber of vertices n is sufficiently large. Suppose now, for a contradiction, that

the vertices of G cannot be partitioned into two monochromatic sets.

Claim 3.1. There is a blue component of order at most (n+ 2)/6.

Proof of claim. We may assume that there are at least three red com-

ponents and at least three blue components, as otherwise the vertices may be

partitioned into two red sets or two blue sets (recall that a red set is defined

to be a set of vertices that is connnected in red, and similarly for blue), con-

tradicting our assumption. Let R be a red component of smallest order, so

|R| ≤ n/3.

Let us assume first that |R| ≤ (n− 5)/3. Since every vertex in R sends at

least (2n− 5)/3− (|R| − 1) > (n− |R|)/2 blue edges outside of R, every two

vertices in R have a common blue neighbour outside of R. Hence, R is contained

in a blue component of order at least |R|+ (2n− 5)/3− (|R| − 1) ≥ (2n− 2)/3.

Since there are at least three blue components, there is a blue component of

order at most (n− (2n− 2)/3)/2 = (n+ 2)/6.
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We now assume that (n− 4)/3 ≤ |R| ≤ n/3. If every two vertices in R have

a common blue neighbour, then, again, R is contained in a blue component

of order at least (2n− 2)/3 and as before there is a blue component of order

at most (n + 2)/6. Otherwise, there exist two vertices u, v ∈ R whose blue

neighbourhoods do not intersect. But both u and v have at least (n − 5)/3

blue neighbours outside of R, and therefore every vertex in R \ {u, v} has a

common blue neighbour with either u or w. It follows that there are two blue

components (namely, the components Cb(u) and Cb(w)) whose union has order

at least |R|+ 2(n− 5)/3 > n− 5, hence there is a blue component of order at

most 4. �

Claim 3.2. There is a red set U of size at most 27 log n such that |Nr(U)| ≥

2n/3− 27 log n.

Proof of claim. By the previous claim, there is a blue component B of

order at most (n+1)/6. Note that every vertex in B has at least (2n−5)/3−|B|

red neighbours in V (G) \ B. Fix a vertex u ∈ B and let N be the set of red

neighbours of u outside B. Every w ∈ B has at least the following number of

red neighbours in N .

2 · ((2n− 5)/3− |B|)− (n− |B|) = (n− 10)/3− |B| ≥ (n− 21)/6.

Now let U ′ be a random subset of N where each vertex w ∈ N belongs to U ′,

independently, with probability 13 log n/n. Let Iw be the event that w (where

w ∈ B) does not have a red neighbour in U ′. We bound

P
( ⋃
w∈B

Iw

)
≤ |B| · P(Iw) ≤ n ·

(
1− 13 log n

n

)n−21
6

≤ n · e−2 logn < 1/2.

Note that since E(|U ′|) ≤ 13 log n, we have P(|U ′| ≥ 26 log n) ≤ 1/2, by

Markov’s inequality. Therefore, there is a choice of U ′ ⊆ N such that |U ′| ≤

26 log n and every vertex in B is joined by a red edge to some vertex in U ′. We
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choose U = U ′ ∪ {u}. Note that

Nr(U
′ ∪ {u})| ≥ |N \ U ′|+ |B \ {u}|

≥ ((2n− 5)/3− |B| − 26 log n) + (|B| − 1)

= 2n/3− 27 log n.

Hence, the set U = U ′ ∪ {u} satisfies the requirements of Claim 3.2. �

Now, let U be a red set as in Claim 3.2 and let N = Nr(U). Now choose a

maximal sequence of distinct vertices x1, . . . , xt ∈ V \ (N ∪U) so that xi has at

least log n red neighbours in the set N ∪ {x1, . . . , xi−1}, for every i ∈ [t]. Then

put N = N ∪ {x1, . . . , xt} and write W = V (G) \
(
U ∪N

)
. We may assume

W 6= ∅, otherwise V (G) would form a red component, which is a contradiction

to our assumption. Moreover, note that every vertex in W has at most log n

red neighbours in N .

Claim 3.3.
∣∣N ∣∣ ≤ 2n/3 + 3 log n+ 4.

Proof of claim. For a contradiction, suppose that
∣∣N ∣∣ > 2n/3+3 log n+

4. We shall deduce that the vertices can be partitioned into a red set and

a blue one, a contradiction to our assumption. To define the partition, fix

w ∈ W and let X = Nb(w) ∩N . Let S be a random subset of X, obtained by

taking each vertex of X independently with probability 1/2. We claim that,

with positive probability, (U ∪ N) \ S is red and W ∪ S is blue. To bound

the probability that W ∪ S is blue, we consider the probability that every

vertex in W is joined by a blue edge to S (an event which would imply that

W ∪S is blue). For every x, y ∈ V we have |N(x)∩N(y)| ≥ n/3− 10/3, hence

|N(x) ∩ N(y) ∩ N | ≥ 3 log n. Since every vertex in W has at most log n red

neighbours in N , we have |Nb(x)∩Nb(y)∩N | ≥ log n. Therefore the probability

that a given x ∈ W has no blue neighbours in S is at most 2− logn = 1/n. Thus,

the expected number of vertices in W with no edges to S is smaller than 1/2 (

note that |W | ≤ n/3). Hence, P(W ∪ S is blue) > 1/2. We now estimate the

probability that (U ∪N)\S is red. First note that as N = Nr(U), we have that
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U ∪N ′ is red for any subset N ′ ⊆ N . So it remains to show that the vertices of

{x1, . . . , xt} \ S can be joined, via a red path, to U ∪ (N \ S), with sufficiently

high probability. For i ∈ [t], let Ei be the event that vertex xi is joined by a

red edge to (N ∪ {x1, . . . , xi−1}) \ S. Note that if the event E =
⋂t
i Ei holds,

(U ∪N) \ S is red. Now, to estimate P(Ei), for i ∈ [t], note that each vertex

xi has at least log n forward neighbours, and the probability that one of these

vertices is deleted is at most 1/2. Thus P(Ei) ≥ 1−2− logn = 1−1/n, therefore

P
(
(U ∪N) \ S is red

)
≥ P(E) > 1/2, where the second inequality holds since

t < n/2. Thus, with positive probability, W ∪ S is blue and (U ∪N) \ S is red.

In particular, the vertices can be partitioned into a blue set and a red one, a

contradiction. �

Claim 3.4. There is a vertex of blue degree at most 90 log n.

Proof of Claim. By definition of N and since
∣∣N ∣∣ ≥ 2n/3 − 27 log n,

every vertex in W has at least n/3− 29 log n blue neighbours in N .

Fix a vertex w ∈ W . If there is a vertex v ∈ W with |Nb(v)∩Nb(w)∩N | <

log n, then the blue components containing v and w (at most 2) cover all vertices

of W and all but at most 62 log n vertices of N (as
∣∣N ∣∣ ≤ 2n/3 + 3 log n+ 4, by

the previous claim). Since |U | ≤ 27 log n, it follows that these two components

cover all but at most 90 log n vertices. Recall that there are at least three blue

components, hence there is a component of order at most 90 log n, and any

vertex in that component has blue degree at most 90 log n. Otherwise, every

vertex v ∈ W satisfies |Nb(v)∩Nb(w)∩N | ≥ log n. As in Claim 3.3, let S be an

uniformly random subset of Nb(w) ∩N ; we find that, with positive probability,(
U ∪N

)
\ S is red and W ∪ S is blue, so the vertices can be partitioned into a

red set and a blue one, a contradiction to our assumption. �

Let xr be a vertex of blue degree at most 90 log n, which exists by the

previous claim. By symmetry, there is a vertex xb of red degree at most

90 log n. Then dr(xr), db(xb) ≥ 2n/3−90 log n−2. Write A1 = Nb(xb)\Nr(xr),
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A2 = Nb(xb)∩Nr(xr) and A3 = Nr(xr)\Nb(xb). Then |A2| ≥ n/3−180 log n−4

and |A1|, |A3| ≤ n/3 + 90 log n+ 2.

Claim 3.5. There is a vertex with no blue neighbours in A1, no red neigh-

bours in A3, and at most 2 log n neighbours in A2.

Proof of claim. Suppose that the statement does not hold. Let {B,R}

be a random partition of A2, obtained by putting vertices in B, independently,

with probability 1/2. Then, with positive probability, every vertex in G has

a blue neighbour in A1 ∪ B ⊆ Nb(xb) or a red neighbour in A3 ∪R ⊆ Nr(xr).

We thus obtain a partition of the vertices into a red set and a blue one, a

contradiction. �

Let x be a vertex with no blue neighbours in A1, no red neighbours in A3,

and at most 2 log n neighbours in A2 (its existence is guaranteed by the previous

claim). This implies that |A2| ≤ n/3 + 3 log n, so |A1|, |A3| ≥ n/3 − 95 log n.

Furthermore, x has at least n/3− 100 log n red neighbours in A1 and at least

n/3− 100 log n blue neighbours in A3. Write A′1 = A1∩Nr(x), A′2 = A2 \N(x),

and A′3 = A3∩Nb(x) (so |A′1|, |A′3| ≥ n/3−100 log n and |A′2| ≥ n/3−190 log n).

Claim 3.6. The vertices x and xb belong to distinct blue components;

similarly, x and xr belong to distinct red components.

Proof of claim. Suppose for a contradiction that x and xb are in the

same blue component. Then there is a blue path P from {x} ∪ A′3 to {xb} ∪

A′1 ∪A′2. We may assume that the inner vertices of P are outside of A′1 ∪A′2 ∪

A′3 ∪ {x, b}. Hence, |P | ≤ 400 log n.

Now, let {B,R} be a random partition of (A′2 ∪ A′3) \ V (P ), obtained by

putting a vertex from (A′2 ∪ A′3) \ V (P ) in B, independently, with probability

1/2. As every vertex of G has at least 10 log n neighbours in (A′2 ∪A′3) \ V (P ),

we obtain that with positive probability, every vertex in G has a red neighbour

in R or a blue neighbour in B, from which it can be deduced that there is a

partition of the vertices into a red set and a blue one, which is a contradiction.
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Indeed, observe that P ∪ {x, xb} ∪ B is a blue set and {xr} ∪ R is a red set.

Thus, we have that xb and x are in distinct blue components; by symmetry, xr

and x are in different red components. �

We know that |Cb(xb)|, |Cr(xr)| ≥ 2n/3 − 91 log n and |Cb(x)|, |Cr(x)| ≥

n/3 − 100 log n. Recall also that there are at least three blue components.

Hence, there is a vertex wr which is not in Cb(xb) or in Cb(x). It follows that

db(wr) is at most 191 log n, hence it has red degree at least 2n/3− 192 log n, so

wr ∈ Cr(xr). Similarly, there is a vertex wb which is not in Cr(xr) or in Cr(x),

and therefore it must belong to Cb(xb). We claim that the set X = {wb, wr, x} is

independent. Observe that both edges wrx or wbx can not belong to G. Indeed,

if the edge wrx was present then it either has blue colour which contradicts

the choice of wr /∈ Cb(x) or colour red in which case it implies x and xr belong

to the same red component, contradicting Claim 3.6. A symmetric argument

proves that it can not have red colour. Therefore, wrx does not belong to G

and similarly wbx. If we had wrwb ∈ E(G) and this edge was coloured red

then wb ∈ Cr(xr) which is a contradiction, by definition of wb. If wrwb was

coloured blue then we arrive at the contradiction wr ∈ Cb(wb). Thus X is

independent. Observe that we have actually showed that no two vertices in X

can belong to the same monochromatic component. Finally, by the minimum

degree condition, there must be a vertex z that is adjacent to all three vertices

in X. Indeed, if no such w exists, then the number of edges between X and

V (G) \X is at most 2(n− 3) < 3(2n− 5)/3, a contradiction. Without loss of

generality, w sends two red edges into X, implying that two of these vertices

in X belong to the same red component, a contradiction. This completes our

proof of Theorem 1.2. �

4. Covering with monochromatic components of distinct colours

In this section, we verify Conjecture 1.5 for r ∈ {2, 3}. Most of the difficulty

is in the proof for r = 3, but we include a short proof for r = 2, for completeness.

Actually, the r = 2 case (for n large) already follows from a difficult result of
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Letzter [77], who showed that when δ(G) ≥ 3n/4, the vertices can be partitioned

into two monochromatic cycles of different colours, for every 2-colouring of

G. Before turning to the proofs, we mention the following construction of

Bal and DeBiasio [14], which shows that the minimum degree condition in

Conjecture 1.5 cannot be improved.

Example 4.1. Let n ≥ 2r; we shall define a graph on vertex set [n] as

follows. Partition [n], as equally as possible, into 2r sets which are indexed by

the sequences s ∈ {0, 1}r. We write

[n] =
⋃

s∈{0,1}r
A(s)

and define the following, where 11 = (1, . . . , 1).

E = [n](2) \
⋃

s∈{0,1}r
{xy : x ∈ A(s), y ∈ A(11− s)}.

In other words, we include all edges in the graph except for the edges between

parts of the partition corresponding to antipodal elements of {0, 1}r. Now,

colour all edges xy, where x ∈ A(s), y ∈ A(s′), by the first coordinate on which

s, s′ agree; e.g. the edge between (0, 1, 0, 0) and (1, 0, 0, 1) is coloured 3.

We now show that G cannot be covered by components of distinct colours.

Suppose that it can, and note that the i-coloured components are of the form⋃
s∈Si

A(s) where Si is a set of elements that agree on their i-th coordinate;

denote this coordinate by ai. It follows that the vertices of A((1−a1, . . . , 1−ar))

are not covered by any of these components, a contradiction.

0, 0 0, 1

1, 11, 0

Figure 2. an illustration of Example 4.1 for r = 2
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We now prove Conjecture 1.5 for r = 2.

Lemma 4.2. Let G be a 2-coloured graph with δ(G) ≥ 3n/4. Then the

vertices of G can be covered by a red component and a blue component.

Proof of lemma. We first show that there is a monochromatic compo-

nent of order greater than n/2. If G is red connected we are done. Hence, there

exists a red component R with |R| ≤ n/2. Then, any two vertices u,w ∈ R

have a common blue neighbour, as |Nb(u) ∩Nb(w) ∩ R| ≥ 2 · (3n/4− (|R| −

1))− (n− |R|) > 0. So R ⊆ Cb(u) and Cb(u) is a blue component of order at

least 3n/4, as required.

Without loss of generality, there is a red component R of order larger than

n/2. Note that there is a vertex x which is not in R (otherwise we are done),

and |Nb(x) ∩ R| = |N(x) ∩ R| > n/4, as x does not send red edges to R. In

particular, |Cb(x) ∩ R| > n/4. It follows that every vertex sends at least one

edge to Cb(x) ∩ R and thus the components R and Cb(x) cover the whole

graph. �

We now turn to prove Theorem 1.6, which is the case of three colours in

Conjecture 1.5.

Proof of Theorem 1.6. We begin with a series of preparatory claims.

Claim 4.3. If there are three monochromatic components of distinct colours

whose intersection has order at least n/8, then the vertices can be covered by

monochromatic components of distinct colours.

Proof of claim. Suppose that R, B and Y are red, blue and yellow

components, whose intersection U = R∩B ∩ Y has size at least n/8. Then, by

the minimum degree condition, every vertex not in U has a neighbour in U ,

implying that every vertex in the graph belongs to at least one of R, B and Y ,

as required. �
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Claim 4.4. If there are two monochromatic components of distinct colours

whose intersection has order at least n/4, then the vertices of G may be covered

by monochromatic components of distinct colours.

Proof of claim. Suppose that R and B are red and blue components

whose intersection U = R ∩B has size at least n/4. We show that one of the

following holds.

(1) R ∪B = V (G);

(2) there is a yellow component whose intersection with R ∩B has size at

least n/8.

Suppose that the first assertion does not hold. Then there is a vertex

u /∈ R ∪ B. By the minimum degree condition, u sends at least n/8 edges

to R ∩B, but these edges cannot be red or blue (because u /∈ R ∪ B), hence

they are yellow, so by picking Y to be the yellow component containing u, the

second assertion holds. If the first assertion holds, we are done immediately;

otherwise, we are done by Claim 4.3. �

Claim 4.5. If there is a monochromatic component of order at least n/2,

then the vertices can be covered by three monochromatic components of distinct

colours.

Proof of claim. As in the proof of Claim 4.4, we show that one of the

following assertions holds, where R is a red component of order at least n/2.

(1) R = V (G);

(2) there are monochromatic components B and Y in colours blue and

yellow respectively, such that R ∪B ∪ Y = V (G);

(3) there are monochromatic components B and Y in colours blue and

yellow respectively, such that |R ∩B ∩ Y | ≥ n/8.

Suppose that R 6= V (G) and let u /∈ R. Consider the blue and yellow compo-

nents, B and Y , containing u. By the minimum degree condition, u sends at

least |R|−n/8 edges to R, none of which are red. So |(B∪Y )∩R| ≥ |R|−n/8.
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Suppose that R, B and Y do not cover the whole graph. Let w /∈ R ∪B ∪ Y ,

and denote the blue and yellow components containing w by B′ and Y ′. By

the same argument as before, |(B′ ∩ Y ′) ∩R| ≥ |R| − n/8, which implies the

following.

|(B ∪ Y ) ∩ (B′ ∪ Y ′) ∩R| ≥ |R| − n/4 ≥ n/4.

Since B∩B′ = ∅ and Y ∩Y ′ = ∅, either |B∩Y ′∩R| ≥ n/8 or |B′∩Y ∩R| ≥ n/8.

This completes the proof that one of the above assertions holds. If one of the

first two assertions holds, we are done immediately; and if the third assertion

holds, Claim 4.5 follows from Claim 4.3. �

Henceforth, we assume G cannot be covered by monochromatic components

of distinct colours.

Claim 4.6. There are two monochromatic components of distinct colours

of order at least 3n/8.

Proof of claim. We will show that for every pair of colours there is a

monochromatic component of order at least 3n/8 in one of the two colours; the

claim easily follows from this fact. Let the two colours be red and blue. Since

G is not connected in yellow, we may find a partition {X, Y } of the vertices of

G such that no X−Y edges are yellow. Without loss of generality, at least half

the edges between X and Y are red; set H = Gr[X, Y ], denote d(x) = dH(x)

for any vertex x, and given an edge xy in H, set s(xy) = d(x) + d(y). We

will show that there is an edge xy with s(xy) ≥ 3n/8; note that this would

imply the existence of a red component of order at least 3n/8, as required. Put

e = e(H) and, without loss of generality, we assume that |X| ≤ |Y |. We have

1

e

∑
xy∈E(H)

s(xy) =
1

e

∑
xy∈E(H)

(d(x) + d(y))

=
1

e

(∑
x∈X

d(x)2 +
∑
y∈Y

d(y)2

)
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≥ 1

e

((∑
x∈X d(x)

)2

|X|
+

(∑
y∈Y d(y)

)2

|Y |

)

= e

(
1

|X|
+

1

|Y |

)

≥ 1

2
|X|(|Y | − n/8)

(
1

|X|
+

1

|Y |

)

=
1

2

(
|Y | − n/8 + |X| − |X| · n/8

n− |X|

)
≥ 3n/8.

Indeed, the first inequality follows from the Cauchy-Schwarz inequality; the

second follows from the minimum degree condition and the assumption that

red is the majority colour between X and Y ; and the last inequality follows

since |X|+ |Y | = n and the expression |X|
n−|X| is maximised when |X| = n/2 (as

we have the constraint |X| ≤ n/2).

This chain of inequalities shows that the average value of s(xy) is at

least 3n/8; in particular, there is a red component of order at least 3n/8, as

required. �

We remark that the idea of double counting s(xy) as in the proof of the

previous claim originated in a paper by Liu, Morris and Prince [79].

By the previous claim, we may assume that R and B are red and blue

components of order at least 3n/8.

Claim 4.7. Either |R \B| < n/4 or |B \R| < n/4.

Proof of claim. Assume that |R \ B| ≥ n/4 and |B \ R| ≥ n/4. Note

that every edge between the disjoint sets R\B and B\R is yellow. Furthermore,

any two vertices in B \R have a common neighbour in R \B, and vice versa.

Therefore B4R is contained in a yellow component; in particular, there is a

yellow component of order at least n/2, a contradiction, by Claim 4.5. �
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By the previous claim, we may assume that |B \ R| < n/4. Hence, |B ∪

R| = |R| + |B \ R| < n/2 + n/4 = 3n/4, by Claim 4.5. Therefore, the

set W = V (G) \ (R ∪ B) has size larger than n/4. Since all edges between

R ∩ B and W are yellow, it follows that every two vertices in R ∩ B have

a common yellow neighbour in W and hence R ∩ B is contained in a yellow

component. Thus, Claim 4.3 implies that |R ∩ B| < n/8. It follows that

|B| = |B ∩ R|+ |B \ R| < 3n/8, in contradiction with the choice of B. This

completes the proof of Theorem 1.6. �

5. Covering a two coloured graph by few monochromatic

components

In this section, we shall prove Proposition 1.4, which is a weaker version of

Conjecture 1.3, where instead of partitioning the vertices, we aim to cover the

vertices.

Proof of Proposition 1.4. We use the link with König’s Theorem first

noted by Gyárfás [55]. Let G be a 2-coloured graph with minimum degree at

least 2n−2t−1
t+1

. Let R be the collection of red components (some of which may

be singletons, if there are vertices that are not incident with any red edges),

and let B be the collection of blue components. Define an auxiliary bipartite

graph H = (R,B, E), where for R ∈ R and B ∈ B, we have RB ∈ E if and

only if R ∩B 6= ∅.

We claim that there is no matching of size larger than t. Indeed, suppose

that {R1B1, . . . , Rt+1Bt+1} is a matching of size t + 1. Let ui ∈ Ri ∩ Bi, for

i ∈ [t+ 1] and U = {u1, . . . , ut+1}. Then the vertices of U are in distinct red

and blue components. In particular, U is independent, so the number of edges

between U and V (G) \ U is at least 2n− 2t− 1. On the other hand, no vertex

sends more than one red edge into U (and similarly for blue), so every vertex

not in U sends at most two edges into U . It follows that the number of edges

between U and V (G) \U is at most 2(n− t− 1) < 2n− 2t− 1, a contradiction.
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By König’s theorem, which states that in bipartite graphs, the size of

a minimum cover equals the size of a maximum matching, it follows that

there is a cover W of size at most t; write W = {C1, . . . , Ct}. We claim that

V (G) = C1 ∪ . . . ∪ Ct. Indeed, consider a vertex u and denote its red and blue

components by R and B, respectively. Then R ∩B 6= ∅, hence RB is an edge

in H, so either R or B is in W , which implies that u ∈ C1∪ . . .∪Ct, as required.

In other words, the vertices of G can be covered by at most t monochromatic

components. �

Finally, we note that the restriction on the minimum degree in Proposi-

tion 1.4 (and therefore in Conjecture 1.3) cannot be improved. The special

case of this example, where t = 2, appears in [14] and shows that the minimum

degree condition in Theorem 1.2 is best possible.

Example 5.1. Let U be a set of size n ≥ t+ 1, and let {X,A1, . . . , At+1}

be a partition of U , where |X| = t+ 1 and the sizes of A1, A2, . . . , At+1 are as

equal as possible; write X = {x1, . . . , xt+1}. We define a 2-coloured graph G

on vertex set U as follows.

• the sets Ai are cliques, and we colour them arbitrarily;

• we add all possible edges between Ai and Ai+1, where i ∈ [t], and

colour them red if i is odd, and blue otherwise;

• we add all edges between xi and Ai ∪ Ai+1, for i ∈ [t+ 1] (addition is

taken modulo t + 1). We colour these edges red if i is in [t] and i is

odd; and blue if i is in [t] and i is even. Finally, we colour the edges

from xt+1 to A1 blue, and colour the edges from xt+1 to At+1 red if t

is even and blue if t is odd.

59



x1 x2 x3

x4

A1 A2 A3 A4

Figure 3. an illustration of Example 5.1 for t = 3.

An easy calculation shows that G has minimum degree1 d(2n− 2t− 1)/(t+

1)e − 1, and that no two vertices in X belong to the same monochromatic

component; in particular, the vertices of G cannot be covered by at most t

monochromatic components.

6. Concluding remarks

First, we remind the reader of Conjecture 1.5 by Bal and DeBiasio [14]; In

this chapter we proved this conjecture for r ≤ 3.

Another beautiful conjecture stated by Bal and Debiasio [14] concerns the

minimum degree needed to ensure that an r-coloured graph can be covered by

at most r monochromatic components, whose colours need not to be distinct.

Conjecture 6.1 (Bal and Debiasio). Let G be an r-coloured graph on n

vertices with δ(G) ≥ r(n−r−1)+1
r+1

. Then the vertices of G can be covered by at

most r monochromatic components.

We further recall our Conjecture 1.3. In this conjecture, we attempt to

determine the minimum degree condition needed to guarantee the existence of

a partition of a 2-coloured graph into t monochromatic connected subgraphs.

This is a generalisation of Theorem 1.2 which determines this condition for a

partition into two monochromatic connected sets.

1 In fact, we need to be a bit more careful here. Write n = a(t+ 1) + d, where a and d are
positive integers and 0 ≤ d ≤ t. We consider two cases: d < d(t+ 1)/2e and d ≥ d(t+ 1)/2e.
In the former case, it is easy to see that δ(G) = d(2n − 2t − 1)/(t + 1)e − 1. In the latter
case, note that exactly d of the sets Ai have size a, and the rest have size a− 1. Then, again,
one can check that δ(G) = d(2n− 2t− 1)/(t+ 1)e − 1 if |Ai| = a for every odd i ∈ [t+ 1]
(which is possible as d ≥ (t+ 1)/2).
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CHAPTER 5

Rainbow saturation colourings

1. Introduction

In Extremal graph theory, over many decades, much attention has been paid

to the following two types of question. One is the classical Turán-type problem

[109] which asks for the maximum number of edges a graph on n vertices can

have provided it does not contain as a subgraph any member of a fixed class

of graphs. The other question is concerned with another extreme, namely to

determine the minimum number of edges in a graph G on n vertices which

is H-free but for which the addition of any edge between two non-adjacent

vertices of G creates a copy of H, for some graph H. A maximal (with respect

to inclusion) H-free graph G is said to be H-saturated. The latter question can

then be reformulated: what is the smallest number of edges in a H-saturated

graph on n vertices? This number, usually denoted by sat(n,H), was studied

by Zykov [117] and independently by Erdős, Hajnal, and Moon [48] who proved

that sat(n,Kr) = (r− 2)(n− 1)−
(
r−2

2

)
. Soon after, Bollobás [19] showed that

sat(n,K`
s) =

(
n
`

)
−
(
n−(s−`)

`

)
, where K`

s is the complete `-uniform hypergraph

on s vertices and he conjectured sat(n,H) = O(n), for any class of graphs

H. Kászonyi and Tuza [71], in 1986 confirmed this conjecture. For more

information on saturation numbers we refer the reader to the survey of Faudree,

Faudree, and Schmitt [49].

In the present chapter, we will be interested in a variation of the saturation

numbers, following the approach of Hanson and Toft [60], who extended this

notion to edge coloured graphs. We need introduce some definitions first. We

define a t-edge coloured graph to be an ordered pair (G, c), where G is a graph
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and c is a t-edge colouring of G, i.e., function from the edge set of G to the

set {1, 2, 3, . . . , t}, whose elements we call colours. An edge coloured subgraph

of G is a pair (H, c|E(H)), where H is any subgraph of G. Throughout the

chapter, we will usually identify the coloured graph (G, c) with the graph G,

especially when it is clear from the context which colouring is being used.

Note that we do not require edge colourings to be proper. Given an integer

t and a family F of t-edge coloured graphs, we say that a t-edge coloured

graph (G, c) is (F , t)-saturated if (G, c) contains no member of F as an edge

coloured subgraph, but the addition of any non-edge in any colour from the

set {1, 2, . . . , t} creates a copy of a coloured graph in F . Similarly to the usual

saturation problem, one denotes by satt(n,F) the minimum number of edges

in a (F , t)-saturated t-edge coloured graph on n vertices. In [60], Hanson and

Toft proved that for any sequence of positive integers 2 ≤ k1 ≤ k2 ≤ . . . ≤ km,

satt(n,M(Kk1 , Kk2 . . . , Kkm)) =


(
n
2

)
if n ≤ k − 2m(

k−2m
2

)
+ (k − 2m)(n− k + 2m) if n > k − 2m,

where k =
t∑
i=1

ki and M(Kk1 , Kk2 . . . , Kkm) is the collection of coloured graphs

consisting of a monochromatic copy of Kki in colour i, for each i ∈ {1, 2, . . . ,m}.

In this chapter, we investigate some problems proposed by Barrus, Ferrara,

Vandenbussche, and Wenger [17]. Given a graph H and t ≥ e(H), we let

R(H) to be the collection of all rainbow copies of H, i.e. all t-edge coloured

graphs (H, c) where each edge is assigned a different colour from {1, 2 . . . , t}.

We shall call satt(n,R(H)) the t-rainbow saturation number of H, and, if

the set of colours is infinite (say the set of natural numbers) we shall simply

write sat(n,R(H)) and call it the rainbow saturation number of H. Our goal

throughout the chapter is to determine the value of satt(n,R(H)) for a fixed

graph H.

The authors of [17] proved several beautiful and surprising results concern-

ing these numbers. In particular, they showed a rather interesting phenomenon,
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namely that there are graphs whose t-rainbow saturation numbers grow con-

siderably faster as a function of n then the usual saturation numbers. For

example, they proved that for every integer r and t ≥
(
r
2

)
there exist two

positive constants c1, c2 such that

c1
n log n

log log n
≤ satt(n,R(Kr)) ≤ c2n log n.

In the same paper, the authors determined the t-rainbow saturation number of

stars, showing that satt(n,R(K1,k)) = Θ(n2) for any positive integers t ≥ k ≥ 2.

This result confirms that the growth rates of rainbow saturation numbers behave

very differently from the usual saturation numbers. They also state the following

conjecture.

Conjecture 1.1 ([17]). For any integers r and t with t ≥
(
r
2

)
, satt(n,R(Kr)) =

Θ(n log n).

One of our aims in this chapter is to prove this lovely conjecture. Moreover,

we show that any graph H without isolated vertices satisfying satt(n,R(H)) =

Θ(n2), for some t ≥ e(H), must be a star. This answers a question posed in

[17] asking if stars were the only graphs with quadratic t-rainbow saturation

numbers. Observe that the function satt(n,R(H)) is monotonically decreasing

in t for every graph H. Therefore, one just needs to show satt(n,R(H)) = o(n2)

when t = e(H). Indeed, we show the following stronger result.

Theorem 1.2. Let H be a graph without isolated vertices which is not a

star. Then, for any t ≥ e(H),

satt(n,R(H)) = O(n log n).

Observe trivially that the addition of isolated vertices does not change the

rainbow saturation numbers for all n sufficiently large.

Given a graph H, we say that a vertex x ∈ V (H) is conical if its degree is

|H| − 1 and we say an edge is pendant if one of its endpoints has degree 1. For

any r ≥ 4, we define Kr with a rotated edge to be the graph obtained by taking
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with a copy of Kr, adding a new vertex, and ”rotating” one edge by replacing

one of its endpoints with the new vertex, as in Figure 1.

Figure 1. K6 with a rotated edge. The dashed line represents
the removed edge.

In the next result, we completely characterize the growth rates of t-rainbow

saturation numbers of every connected graph H with no leaves, for every

t ≥ e(H). Actually, we prove a slightly stronger result.

Theorem 1.3. Let H be a connected graph of order at least 3. Then, for

every t ≥ e(H), satt(n,R(H)) equals:

(1) Θ(n2), if H is a star.

(2) Θ(n log n), if H has a conical vertex but is not a star.

(3) Θ(n log n), if every edge of H is in a triangle.

(4) Θ(n), if H contains a non-pendant edge which does not belong to a

triangle.

(5) Θ(n), if H is a Kr with a rotated edge, for some even r ≥ 4.

We note that if H is connected with no pendant edges, then, for any

t ≥ e(H), satt(n,R(H)) = Θ(n log n) if every edge belongs to a triangle (by 3)

and satt(n,R(H)) = Θ(n) otherwise (by 4).

It is easy to check that all graphs excluded from the classification of

Theorem 1.3 can be constructed by starting with a connected graph in which

every edge lies in a triangle and adding pendant edges to the graph. Observe

that not all graphs constructed in this way are excluded, as the class of such

graphs includes all cliques with a rotated edge and some graphs with a conical

64



vertex. For simplicity, we denote by B the class of all connected graphs excluded

from the classification of Theorem 1.3.

Although we have not determined the correct order of magnitude of the

t-rainbow saturation numbers of any graph H in B for all t ≥ e(H), in almost

all cases, we were able to determine the order of magnitude of satt(n,R(H))

for all sufficiently large values of t. The authors of [17] also showed that if

H is a graph on at least five vertices with a leaf whose neighbour is not a

conical vertex and the rest of the vertices do not induce a clique then for any

t ≥
(|H|−1

2

)
we have satt(n,R(H)) = Θ(n). Our next result covers almost all

the remaining graphs containing a pendant edge. We show that for every H

in B (with the exception of Kr with a rotated edge, r odd), the t-rainbow

saturation number of H is linear in n, for all t sufficiently large.

Theorem 1.4. Let H be a connected graph with no conical vertex and

containing at least one pendant edge. Moreover, suppose H is not a copy of Kr

with a rotated edge for odd r ≥ 5. Then, for every t ≥ |H|2,

satt(n,R(H)) = Θ(n).

In all results discussed above, we assumed that the number of available

colours, t, is always fixed and does not grow with n. In Theorem 4.13 we

scratch the surface of the case when t = t(n) grows with n and prove that for

any r ≥ 3 there exists a constant cr > 0 such that, for any t ≥
(
r
2

)
, we have

satt(n,R(Kr)) ≤ max

{
cr

log t
n log n, 2(r − 2)n

}
.

In particular, this shows (by taking t(n) to be at least linear in n) that

sat(n,R(Kr)) = Θ(n), for any r ≥ 3.

Finally, we shall remark that we did not rule out the existence of a

‘sharp threshold’ for some connected graph H, i.e., a t ≥ e(H) such that

satt+1(n,R(H)) = o(satt(n,R(H))) as a n→∞. However, if such graph exists

it must belong to B, by Theorem 1.3. Note also that the set of connected graphs
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for which we have not determined the correct growth rate of their t-rainbow

saturation numbers for large enough t consists exactly of the aforementioned

Kr’s with a rotated edge for odd r ≥ 5.

2. Organization and notation

In section 3, we prove lower bounds for the t-rainbow saturation number of

two classes of graphs, namely graphs where every edge belongs to a triangle and

graphs which contain a conical vertex, allowing us to establish the correctness of

Conjecture 1.1. In Section 4, we shall prove Theorem 1.2 when restricted to the

class of connected graphs, as well as the main parts of the proof of Theorem 1.3

and Theorem 1.4. We split the argument in the following way. First, in

Subsection 4.1, we show item 4 of Theorem 1.3 and in Subsection 4.2, we prove

Theorem 1.2 assuming the graph is connected. Secondly, in Subsection 4.3, we

establish item 5. In Subsection 4.4, we shall give upper bounds (depending

on t), for the t-rainbow saturation numbers of complete graphs. We also

show that, when the palette of colours is infinite, the rainbow saturation

numbers of complete graphs are linear. In Section 5, we complete the proof of

Theorem 1.2, showing it also holds for disconnected graphs without isolated

vertices. In Section 6, we deduce from the results proved in previous Sections

Theorem 1.3 and Theorem 1.4. Finally, in Section 7 we make some remarks and

propose some conjectures and questions that we would like to be investigated.

The notation we use is mostly standard. For a graph G we define e(G) to

be the number of edges in G. For S ⊆ V (G), we denote by e(S) the number of

edges with both endpoints in S, and, for S, T ⊆ V (G), we denote by e(S, T ) the

number of edges with one endpoint in S and the other in T . A non-edge of G

is an edge of G. Moreover, we say a non-edge in a graph G is R(H)-saturated

if adding e in any colour from the palette of colours understood by the context

creates a rainbow copy of H. Also, if v is a vertex in an edge coloured graph,

we say informally that v sees a given colour if it is incident with an edge of
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that colour. For any positive integer k, we define the k-star to be the graph

K1,k. All logarithms are base 2.

3. Lower bounds

In this Section, we show that if a graph possesses certain properties then

its t-rainbow saturation numbers grow at least as fast as n log n. Before doing

so, we will need the following trivial lower bound for the rainbow saturation

numbers of a connected graph on at least three vertices.

Lemma 3.1. If H is a connected graph on at least three vertices then

sat(n,R(H)) ≥ n−1
2

.

Proof. It is easy to check that if G is an R(H)-saturated graph then it

has at most one isolated vertex, hence e(G) ≥ n−1
2

. Indeed, observe first that,

since H is connected and has at least three vertices, every edge in H has an

endpoint with degree at least 2. Therefore, if there are two isolated vertices

in G, say x and y, then adding the edge xy to G with any colour must create

a copy of H, hence either x or y must have degree at least 1, which gives a

contradiction. �

The following theorem improves a result appearing in [17] and confirms

Conjecture 1.1.

Theorem 3.2. Let H be a graph in which every edge lies in a triangle, then

if t ≥ e(H),

satt(n,R(H)) ≥
(

1

4t
+ o(1)

)
n log n.

Proof of Theorem 3.2. For each positive integer n, let (G, c) = (Gn, cn)

be a R(H)-saturated t-edge coloured graph on n vertices and m = m(n) edges.

Note that, by Lemma 3.1, m ≥ n−1
2

. Moreover, we must have d(v) ≥ 2 for all

v ∈ V (G).

For every colour i ∈ {1, 2, . . . , t} and every vertex v, let di(v) be the degree

of v in the subgraph spanned by the i-coloured edges and mi be the total
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number of i-coloured edges. Now, pick a colour, say 1, and, for each vertex v

and each pair i < j of colours different from 1, consider the complete bipartite

graph Bi,j
v with parts Siv and Sjv, where, for any colour k, Skv = {u ∈ V (G) :

uv is a k-coloured edge in G}. Since the addition of a new edge to G in colour

1 must create a rainbow triangle, every non-edge of G must belong to at least

one of these bipartite graphs. Let{
X i,j
v ∼ Bernoulli

(
1

2

)
: v ∈ V (G), i < j, i, j 6= 1

}
be an independent set of random variables and, for each v ∈ V (G) and every

pair of colours i < j, i, j 6= 1, set

T i,jv =

S
i
v if X i,j

v = 0

Sjv if X i,j
v = 1.

Now let U = V (G)\
⋃
{T i,jv : v ∈ V (G), i, j ∈ [t], 1 /∈ {i, j}}. Notice that, if uw

is a non-edge, then at least one of u and w is not in U . U is therefore a clique,

so as G has m edges,

|U | ≤
√

2m+
1

4
+

1

2
≤
√

2m+ 1.

We also have the lower bound

E[|U |] =
∑

v∈V (G)

2−(t−2)(d(v)−d1(v)) ≥ n · 2−2(t−2)
(m−m1)

n .

Combining these inequalities, we have that

n · 2−2(t−2)
(m−m1)

n ≤
√

2m+ 1.
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Since this holds for every colour, by taking the average over all colours, we

obtain

n · 2−2
(t−1)(t−2)

tn
m ≤

√
2m+ 1.

Let γ be a constant for which m < (γ + o(1))n log n, then m = n1+o(1) and

√
2m+ 1 = m

1
2

+o(1) ≥ n · 2−2
(t−1)(t−2)

tn
m ≥ n1−2γ

(t−1)(t−2)
t

+o(1) =⇒

n1−2γ
(t−1)(t−2)

t
+o(1) ≤ m

1
2

+o(1) = n
1
2

+o(1) =⇒

1− 2γ
(t− 1)(t− 2)

t
≤ 1

2
=⇒ γ ≥ t

4(t− 1)(t− 2)
≥ 1

4t
.

�

Using a similar argument we can show that every graph with a conical

vertex also has large t-rainbow saturation numbers.

Theorem 3.3. If H is a graph with a conical vertex and |H| ≥ 3, then, for

any t ≥ e(H),

satt(n,R(H)) ≥
(

1

4t2
+ o(1)

)
n log n.

Proof of Theorem 3.3. Let H be a graph which is not a star containing

a conical vertex v. For every positive integer n, let (G, c) = (Gn, cn) be an

R(H)-saturated t-edge coloured graph. As G has at most one isolated vertex,

we can find a set S ⊂ V (G) of size at least n−1
t

such that every vertex in S sees

the same colour, say colour 1. Now, we claim that for every non-edge xy, with

x, y ∈ S, there must exist a rainbow path of length 2 between x and y using

colours in {2, 3, . . . , t}. Suppose, for a contradiction, this is not the case. When

e = xy is added and coloured 1, we must create a copy H ′ of H, which implies

one of the endpoints of e (say x) must play the role of v and the other (say y)

plays the role of a leaf in H, the latter must hold by the assumption that there

is no rainbow path of length 2 between x and y. However, in this case, there
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would already exist a rainbow copy of H in G, namely H ′ \ {y} ∪ {z}, where z

is a neighbour of x with the edge xz coloured 1. We may now apply the same

technique used in the proof of Theorem 3.2. Let m be the number of edges of

G.

As before, for each vertex x ∈ G and each pair i < j of colours other

than 1, we consider the complete bipartite graph Bi,j
x with parts Six and Sjx,

where, for any colour k, Skv = {u ∈ S : uv is a k-coloured edge in G}. Since

every non-edge between vertices of S is joined by a rainbow path in colours

other than 1, each of them is covered by at least one of these bipartite graphs.

Let
{
X i,j
x ∼ Bernoulli

(
1
2

)
: x ∈ V (G), i < j, i, j 6= 1

}
be an independent set of

random variables and, for each x ∈ V (G) and each pair of colours i < j, i, j 6= 1,

set

T i,jv =

S
i
v if X i,j

v = 0

Sjv if X i,j
v = 1.

Let S \
⋃
{T i,jv |v ∈ V (G), i, j ∈ [t], i, j 6= 1}. If uw is a non-edge, then at least

one of u and w is not in U . Hence U is a clique, so |U | ≤ m
1
2

+o(1). We also

have

E[|U |] =
∑
u∈S

2−(t−2)(d(u)−d1(u)) ≥
∑
u∈S

2−(t−2)(d(u)−1) ≥

|S| · 2−(t−2)
2e(S)+e(S,V (G)\S)

|S| −1 ≥ n− 1

t
· 2−2t(t−2) m

n−1
−1.

Where the second inequality holds by convexity of 2−x. Suppose γ is a

constant for which m < (γ + o(1))(n− 1) log(n− 1), then

(n− 1)
1
2

+o(1) = m
1
2

+o(1) ≥ n− 1

t
· 2−2t(t−2) m

n−1
−1 ≥
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n− 1

2t
· 2−2t(t−2)γ log(n−1) = (n− 1)1−2t(t−2)γ+o(1),

which implies that γ ≥ 1
4t(t−2)

. Therefore

m ≥
(

1

4t(t− 2)
+ o(1)

)
(n− 1) log(n− 1) ≥

(
1

4t2
+ o(1)

)
n log n.

�

4. Upper bounds for connected graphs

Throughout this section we will assume all graphs are connected and have

at least three vertices. The aim of this section is to provide constructions of

rainbow saturated graphs which, in some cases, are optimal up to multiplicative

constants.

First, we show that if H has a cycle then satt(n,R(H)) ≤ O(n log n), for

any t ≥ e(H). Next, for any graph H with a non-pendant edge not contained in

any triangle, we give constructions of t-coloured graphs on n vertices and with

Θ(n) edges which are R(H)-saturated. Observe that if H is not a star then

either H contains a cycle or H is a tree which has a non-pendant edge, hence

by the aforementioned results satt(n,R(H)) ≤ O(n log n) for any t ≥ e(H).

This answers a question from [17] for connected graphs, namely that stars are

the only connected graphs with quadratic rainbow saturation numbers. We

also provide constructions of R(Kr)-saturated graphs on t colours, when t is a

function of n.

4.1. Graphs with a non-pendant edge not in a triangle. In this

subsection, we show that if H is a graph with a non-pendant edge not contained

in any triangle then for any integers t ≥ e(H), n ≥ 1 we have satt(n,R(H)) ≤

cHn, where cH depends only on H.

Let H be a connected graph on p ≥ 3 vertices and m edges and slet e = xy ∈

E(H) be an edge which is not contained in a triangle. For n ≥ |H| · e(H), we

shall construct a graph G = Gn,H,e on n vertices together with an edge colouring
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c = cn,H,e : E(G)→ [m] such that the vast majority of the non-edges of (G, c)

are R(H)-saturated and, if H satisfies some additional conditions, (G, c) is

R(H)-free. Observe that our coloured graph (G, c) uses exactly m = e(G)

colours, therefore any rainbow copy of H in G must use all these colours.

First, let {e1, . . . , em = e} and {v1, . . . , vp−1 = x, vp = y} be enumerations

of the edges and vertices of H, respectively. For every i ∈ [m], let Hi be a

copy of H \ {x, y} with the vertex set Vi =
{
vi1, . . . , v

i
p−2

}
, where vij in Hi

corresponds to vj in H.

Now, define a graph G = K ∪ L where G[K] = H1 ∪ · · · ∪Hm is a disjoint

union of Hi’s and L is an independent set of size n− |K|. Moreover, for every

u ∈ L, u is joined with vij ∈ K if and only if either xvj or yvj is an edge in H.

Having defined G, let us define an edge colouring c of G. Let w1w2 be an

edge in G. Since L is independent we may assume that w1 = vij, for some

i ∈ [m] and j ∈ [p− 2]. Consider now two cases depending on which part w2

belongs:

(1) if w2 ∈ K, then w2 = vik for some k ∈ [p − 2], we let s be such that

es = vjvk;

(2) if w2 ∈ L , we let s be such that es = xvj or es = yvj.

It follows from the fact that e is not in a triangle that s is well defined. We

then define c(w1w2) = s if s 6= i and c(w1w2) = m otherwise.

First, we shall show that every non-edge in L is R(H)-saturated.

Proposition 4.1. Every non-edge in L is R(H)-saturated.

Proof. Take any non-edge w1w2 in L and any colour i ∈ [m]. It is easy

to check that adding the i-coloured edge w1w2 to the graph creates a rainbow

copy of H in {w1, w2, Hi}. �

Now we shall describe the properties H must have if there exists a rainbow

copy of H in (G, c).
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Lemma 4.2. Let W be a rainbow copy of H in (G, c). Then, all the following

must hold.

(1) If vivj is an edge of H, for some i, j ∈ [p − 2], then there is k such

that vki v
k
j is an edge in W .

(2) There is exactly one i ∈ [p− 2] such that there exist distinct k, k′ with

vki , v
k′
i ∈ W (we shall say that i is not unique in W ).

(3) There is exactly one vertex in W , say z, such that z ∈ L.

(4) If vki ∈ W and vi is adjacent to x or y in H then vki is adjacent to z

in W .

(5) dW (z) = dH(x) + dH(y)− 1.

(6) If vki v
k
j ∈ E(W ) and vk

′
i v

k′
j ∈ E(W ) then k = k′.

Proof. For every k ∈ [m], we let fk ∈ E[W ] be the edge of W of colour

k. Observe, that for every k ∈ [m− 1], the only k-coloured edges in (G, c) are

exaclty those edges which are ‘copies’ of ek, in other words,

(a) if ek = vivj, for i, j ∈ [p− 2] then fk = vk
′
i v

k′
j for some k′ 6= k;

(b) and if ek = vivj, for i ∈ [p − 2], j ∈ {p− 1, p}, then fk = vk
′
i z, for

some z ∈ L, k′ 6= k.

Note that since H is connected and W must intersect at least two distinct

Hi’s, it follows that |W ∩ L| ≥ 1. Moreover, it follows from (a) and (b) that

for every i ∈ [p− 2], there exists some k′ ∈ [m] such that vk
′
i ∈ W . Hence, (1)

holds.

To see (2) and (3), observe first that if there are two different indices

i 6= i′ ∈ [p − 2] for which there exists two copies of vi, vj in W then |W | ≥

(p− 2) + 2 + 1 = p+ 1, which is a contradiction. Therefore, there is at most

one index which is not unique.

To finish the proof of (2) and (3), it is enough to show that |W ∩K| ≥ p−1.

Let us consider where the edge fm, of colour m appears in W . If fm ∈ G[K],

then fm = vki v
k
j for some i, j, k such that vivj = ek. Since we know by (a),

that fk = vk
′
i v

k′
j for some k′ 6= k we have that both i and j are not unique in
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W , which cannot happen as we have seen. Therefore, we may assume that

fm = zvki for some z ∈ L and i, k. By construction vi is adjacent to either x

or y. Without loss of generality, we can assume that vi is adjacent to x, and

again by construction, ek = vix. Since fk = wvk
′
i , for some w ∈ L and k′ 6= k,

we have that i is not unique in W . Hence, |W ∩K| = p− 1 and |W ∩ L| = 1

and w = z.

Now, to prove (4), suppose vki ∈ W . Notice that we already showed that if

i is not unique in W then z is adjacent to vki in W . Therefore, we may assume

that i is unique in W . Since vi is adjacent to either x or y, without loss of

generality, we may assume that vi adjacent to x, and therefore we have that

vix = e` for some `. Hence, as observed before, f` = wvk
′
i for some w ∈ L and

k′ ∈ [m]. Since there is only one vertex in L, namely z, and i is unique in W

we have that w = z and k′ = k hence f` = zvki is an edge in W .

Next, to show (5), note that since z is the only vertex in W ∩ L, it must

be incident with fm and dH(x)− 1 + dH(y)− 1 edges of other colours. Hence,

dW (z) = dH(x) + dH(y)− 1.

Finally, if (6) does not hold then both i and j are not unique in W , which

contradicts (2). �

Proposition 4.3. Suppose H has an edge e which is in a cycle but not in

a triangle then there is no rainbow copy of H in (G, c) = (Gn,H,e, cn,H,e).

Proof. Suppose for contradiction that W is a rainbow copy of H in (G, c).

Let g be the length of a longest cycle in H which uses e. We shall show that

there is a natural correspondence between the g-cycles in W and the g-cycles

in W not using the edge e, thus yielding a contradiction, since the number of

g-cycles in W is then strictly smaller than the number of g-cycles in H.

Let C be a g-cycle in W . We shall find a corresponding g-cycle KC in H. If

C does not use vertices from L, i.e., C = vik1 . . . v
i
kg
vik1 , with k1, . . . , kg ≤ p− 2,

then let KC = vk1 . . . vkgvk1 . Note that by construction KC is a g-cycle in H.
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Otherwise, by (3) in Lemma 4.2, C uses exactly one vertex from L, i.e.,

C = uvik1 . . . v
i
kg−1

u with u ∈ L and k1, . . . , kg−1 ≤ p − 2. In that case let

KC = wvk1 . . . vkg−1w, where w = x if vk1 is a neighbour of x in H, or w = y

otherwise.

We claim that KC is a g-cycle in H. Indeed, observe first that by construc-

tion vk1 . . . vkg−1 is a path in H. Note also that vk1 and vkg−1 both have exactly

one neighbour in {x, y}. Therefore, if vk1 and vkg−1 are both adjacent to the

same vertex w ∈ {x, y} then KC is indeed a g-cycle. We can therefore assume,

without loss of generality, that k1 adjacent to x and kg−1 is adjacent to y. We

note that k1, . . . , kg1 , x, y is then a (g + 1)-cycle in H using the edge e = xy,

which contradicts the assumption that g is the size of a longest cycle in H

using the edge e.

It is easy to check now that if KC = KC′ then we obtain a contradiction to

(6) of Lemma 4.2. Finally, there is no g-cycle C in W such that KC is a g-cycle

in H using the edge e, thus we obtain a contradiction. �

Recall that that an edge is a bridge if its removal increases the number of

connected components.

Proposition 4.4. If H has a non-pendant bridge then there is an edge

e ∈ H such that there is no rainbow copy of H in (Gn,H,e, cn,H,e).

Proof. If there is an edge e′ in H which is in a cycle but not in a triangle

then the result follows from Proposition 4.3, by taking (Gn,H,e′ , cn,H,e′). Hence,

we may assume that every edge in H which is not in a triangle is a bridge.

Let e = xy, with d(x) ≥ d(y), be a non-pendant bridge in H for which d(x) is

maximized. By the assumption e is well defined.

Suppose for contradiction that W is a rainbow copy of H in (G, c). We will

show that the number of non-pendant bridges in W is strictly smaller than the

number of non-pendant bridges in H, thus obtaining a contradiction.

Observe first that we cannot have a non-pendant bridge in W incident with

any vertex z ∈ L as then, by (5) of Lemma 4.2, we have d(z) ≥ d(x)+d(y)−1 ≥
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d(x) + 1 which would contradict the maximality of d(x). Therefore, if there is

a non-pendant bridge in W then it must be within K.

Let b = vki v
k
j be a non-pendant bridge in W , for some i, j, k. We shall show

that eb = vivj must be a non-pendant bridge in H. By assumption every edge

in H which is not in a triangle is a bridge hence vivj is contained in a triangle,

say in vivjv` for some ` ∈ [p] \ {i, j}.

Observe that if vivjx or vivjy is a triangle in H then, by (4) of Lemma 4.2,

vki v
k
j z is a triangle in W ; this contradicts the assumption that vki v

k
j is a bridge.

Therefore we can assume that vivjv` is a triangle with ` ≤ p− 2. Since vki v
k
j

is a bridge in W it follows that the edge cannot belong to any triangle in W .

Therefore either vki v
k
` or vkj v

k
` is not an edge in W . Without loss of generality

we can assume that vki v
k
` is not an edge in W . Hence we must have by (1) of

Lemma 4.2 that, for some k′ 6= k, vk
′
i v

k′

` is an edge in W . By the same lemma,

there also must exist k′′ such that vk
′′
j v

k′′

` is an edge in W . But then there are

two indices i and ` which are not unique in W contradicting (2) of Lemma 4.2.

Therefore, we have that eb = vivj is indeed a bridge in H.

Note that by (6) of Lemma 4.2 we have that eb 6= eb′ for distinct non-

pendant bridges b, b′ in W . Hence we found a correspondence between the

non-pendant bridges in W and the non-pendant bridges in H \ {e}, which gives

a contradiction as then the number of non-pendant bridges in W is strictly

smaller than the number of non-pendant bridges in H. �

Theorem 4.5. If H has a non-pendant edge not contained in a triangle

then for any integers t ≥ e(H) and n we have

satt(n,R(H)) ≤ cH · n,

where cH = e(H) · (|H| − 2).

Proof. When n ≤ e(H) · (|H| − 2), the result follows easily by considering

a monochromatic Kn. We may then assume that n > e(H) · (|H|−2). Consider

an edge in H as in the statement of Proposition 4.3 or 4.4. Then there is no
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rainbow copy of H in (G = Gn,H,e, cn,H,e) and every non-edge in L is R(H)-

saturated. If there are non-edges in G which are not R(H)-saturated for

some colour i, we can simply add those edges to G and colour them with

an appropriate colour, obtaining (G′, c′). Note that e(G′) ≤ |L||K|+
(|K|

2

)
≤

(n− |K|)|K|+ |K|2 = n|K| ≤ n · e(H) · (|H| − 2). �

4.2. Graphs with a cycle. The construction presented in this subsection

will be very similar to the one in Subsection 4.1. Let H be a graph on p vertices

with a cycle. Observe that if H is triangle-free then there is an edge in H which

in a cycle but not in a triangle hence by a result from previous section we have

that satt(n,R(H)) = O(n). Therefore, we can assume that H has a triangle.

Let e = xy be an edge of H which is contained in a triangle.

As before, for n large enough we shall construct a graph G = Gr
n,H,e on

n vertices together with an edge colouring c = crn,H,e : E(G)→ [t] such that

the vast majority of the non-edges of (G, c) is R(H)-saturated and (G, c) is

R(H)-free.

Let {e1, . . . , em = e} and {v1, . . . , vp−1 = x, vp = y} be enumerations of the

edges and vertices of H, respectively. For all i ∈ [m] and j ∈ [h], where

h = dlog(n2m + 1)e, let Hi,j be a copy of H \ {x, y} with the vertex set

Vi,j =
{
vi,j1 , . . . , v

i,j
p−2

}
, where vi,jl in Hi,j corresponds to vl in H.

Now we define a graph G = K ∪ L, where G[K] =
⋃
i,j Hi,j is a disjoint

union of Hi,j ’s and L is an independent set of size n− |K|. Moreover, for every

u ∈ L and Hi,j we shall toss a coin and based on the result decide how to join

the vertices in Hi,j with u. More precisely, for u ∈ L, i ∈ [m] and j ∈ [h], let

Xu,i,j be a random variable such that P{Xu,i,j = x} = P{Xu,i,j = y} = 1
2
, and

let all the Xu,i,j’s be independent. Now join u with vi,jk ∈ Hi,j if and only if

vkXu,i,j ∈ E(H).

Having defined G let us define the edge colouring c. Let w1w2 be an edge

in G. Since there are no edges in L we can assume that w1 = vi,jk , for some

i, j, k. Consider two cases depending on w2:

77



(1) if w2 ∈ K and w2 = vik′ for some k′, then let s be such that es = vkvk′ ;

(2) if w2 ∈ L then let s be such that es = vkXw2,i,j.

Now c(w1w2) = s if s 6= i and c(w1w2) = m otherwise.

Proposition 4.6. With positive probability every non-edge in L is R(H)-

saturated.

Proof. Let f = uv be a non-edge in L and i ∈ [m] some colour. Notice,

that if f is i-coloured and there is some j for which Xu,i,j 6= Xv,i,j , then we can

find a rainbow copy of H in {u, v,Hi,j}. Call the pair (uv, i) bad if Xu,i,j = Xv,i,j

for every j ∈ [h]. The probability that (uv, i) is bad is equal to

P{Xu,i,j = Xv,i,j for every j} = 2−h.

Since we have
(|L|

2

)
≤ n2 non-edges in L and m colours the expected number of

bad pairs is

E[#bad pairs] ≤ 2−hn2m ≤ n2m

n2m+ 1
< 1,

therefore with positive probability there is no bad pair, hence with positive

probability every non-edge in L is R(H)-saturated. �

Proposition 4.7. There is no rainbow copy of H in (G, c).

Proof. Suppose W is a rainbow copy of H in (G, c). We shall show that

there is a natural correspondence between the triangles in W and the triangles

in H not using the edge xy, thus obtaining a contradiction, since the number

of triangles in W is then strictly smaller than the number of triangles in H.

Let T be a triangle in W . We shall find a corresponding triangle KT in H. If

T does not uses vertices from L, i.e., T =
{
vi,jk1 , v

i,j
k2
, vi,jk3

}
, with k1, k2, k3 ≤ p−2,

then let KT = {vk1 , vk2 , vk3}. Note that by construction KT is a triangle in H.

Otherwise, since L is independent, T uses exactly one vertex from L,

i.e., T =
{
vi,jk1 , v

i,j
k2
, u
}

with u ∈ L and k1, k2 ≤ p − 2. In that case let

KT = {vk1 , vk2 , Xu,i,j} . Again, by construction KT is a triangle in H.
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It is easy to check now that if KT = KT ′ for some distinct triangles T and

T ′ in W then at least one colour appears twice in E(T ) ∪ E(T ′), which is a

contradiction. Finally, there is no triangle T in W such that KT is a triangle in

H using the edge xy. This proves that there is no rainbow copy of H in G. �

Using those two propositions we are ready to prove the main theorem of

this subsection.

Theorem 4.8. If H contains a cycle then

satt(n,R(H)) ≤ (1 + oH(1))cH · n log n,

where cH = 2e(H)(|H| − 2).

Proof. By Theorem 4.5 from the previous subsection we may assume that

H contains a triangle. Let e be an edge in H contained in a triangle. For n

large enough, it follows from Propositions 4.6 and 4.7, that there is (G, c), with

vertex partition K ∪L (where |K| = e(H) · |H| ·h), such that every non-edge in

L is R(H)-saturated and there is no rainbow copy of H in (G, c). If there are

any non-edges which are not R(H)-saturated we can just add those edges with

appropriate colours to G obtaining (G′, c′). Therefore (G′, c′) isR(H)-saturated

and the number of edges in G′ is at most (n − |K|) · |K| + |K|2 = n · |K| =

(1 + oH(1))cH · n log n, where cH = 2e(H)(|H| − 2). �

Theorem 1.2 restricted to the class of connected graphs follows easily as a

corollary of the previous theorem and Theorem 4.5.

Corollary 4.9. Let H be a connected graph on at least three vertices

which is not a star. Then, for every t ≥ e(H),

satt(n,R(H)) = O(n log n).

Proof. If H contains a cycle then we are done by Theorem 4.8. If not,

then H is a tree containing a non-pendant edge and the result follows from

Theorem 4.5. �
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4.3. Graphs with leaves. In this subsection we are concerned with

connected graphs which contain a leaf. In [17] Barrus et al showed that,

with few exceptions, if a connected graph H has a leaf, then for t ≥
(|H|−1

2

)
,

satt(n,R(H)) = Θ(n).

Theorem 4.10 (Barrus, Ferrara, Vandenbussche, and Wenger [17]). Let H

be a graph on at least five vertices with a leaf whose neighbour is not a conical

vertex and such that the rest of the vertices do not induce a clique. Then, for

any t ≥
(|H|−1

2

)
, we have satt(n,R(H)) = Θ(n).

To prove similar bounds for the remaining connected graphs containing a

leaf we shall introduce some terminology. We let Hk,` to be the graph obtained

by taking a Kk (for some k ≥ 3) and adding two new vertices x and y, where

x adjacent to some ` vertices of the clique and yx is a pendant edge. We shall

call x the middle vertex and y the leaf vertex. Note that all such graphs are

isomorphic however we choose the ` neighbours of x in Kk. Also, observe that

the graph Kk with a rotated edge is just Hk−1,k−2.

The following proposition shows that for any ` ≤ k − 2, the t-rainbow

saturation number of Hk,` is linear in n when the number of colours is sufficiently

large.

Theorem 4.11. For any 2 ≤ ` ≤ k − 2 and t ≥ k(k − 1) we have that

satt(n,R(Hk,`)) = O(n).

Proof. Let G = K ∪ L where G[K] is a disjoint union of two cliques of

size k, say C1, C2, and L is independent set on n− 2k vertices. Now, fix `+ 1

vertices C1 and ` + 1 vertices of C2 and join each vertex in L to all of those

vertices.

Let A,B ⊆ [k(k− 1)], with |A| = |B| = k(k−1)
2

be a disjoint union of colours

and A′ ⊆ A, B′ ⊆ B be any subsets of size `+1. We shall describe the colouring

of the edges of G. First, colour the edges of C1 using distinct colours from

A, and colour the edges of C2 using distinct colours from B. Now, for every
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vertex v ∈ L colour the edges incident with v with distinct colours from B′ if

the edges are incident with C1 and distinct colours from A′ if the edges are

incident with C2. Note that in this colouring each vertex in L is incident with

2(`+ 1) edge of different colours.

We claim that there is no rainbow copy of Hk,` in G. Suppose for contradic-

tion that W is a rainbow copy of Hk,` in G. First let us find a copy of k-clique

C in W . Up to symmetry there are two cases: either C uses all the vertices

from C1 or it uses k − 1 vertices from C1 and one vertex from L. In the former

case the middle vertex must be in L and the leaf vertex must be in C2. Which

is a contradiction since C uses all colours of A and the edge between the middle

and leaf vertices uses a colour from A′ ⊂ A, therefore W is not rainbow. In

the other case, when C uses a vertex from L, say z, note that ` = k − 2 and

therefore the edges between z and the rest of the clique C use all of the colours

from B′. Observe now that the middle vertex cannot be in C2 since it has to

be adjacent to at least two vertices of the clique C (we assumed that ` ≥ 2).

Also, the middle vertex cannot be in L since it has to be adjacent to at least

one vertex from C1 ∩ C, hence must be incident with an edge of colour from

B′ but all the colours of B′ have already been used by the edges incident with

z. Therefore, the middle vertex z must belong to C1 \ C and the leaf must

be in L. This is impossible as z is not joined to any vertex of L, which is a

contradiction.

Now we shall show that every non-edge in L is R(H)-saturated for any

colour i ∈ [t]. By symmetry, we can assume that i ∈ B. (If i /∈ A ∪ B the

same argument holds). It is easy to check now that adding the edge xy, with

x, y ∈ L, and colouring it with colour i, we create a rainbow copy of Hk,` using

all the vertices from C1 and x, y, where x and y play the roles of the middle

and leaf vertices, respectively. �

The following theorem shows that, when r ≥ 4 is even, the t-rainbow

saturation of Kr with a rotated edge is linear.
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Theorem 4.12. Let r ≥ 4 be even and H be Kr with a rotated edge. Then,

for any t ≥
(
r
2

)
, satt(n,R(H)) = O(n).

Proof. Assume t =
(
r
2

)
. We first define a graph Γ with vertex set [r]

r
2

and an edge between each pair of vertices that differ in exactly one component.

Now we will define an edge colouring of Γ.

We identify the elements of [t] with the edges of Kr (with vertex set [r]). It

is well known that Kr has a proper edge colouring with r−1 colours if r is even.

Fix one such colouring c. The edges of any given colour i form a matching with

r
2

edges, and every vertex is incident with exactly one edge of colour i. For

each i ∈ [r − 1], choose an arbitrary bijection gi from [ r
2
] to the set of edges

of colour i. For each vertex x of Γ, let S(x) be the sum of the components

of x modulo r. We define the edge colouring of of Γ as follows: If x and y

are two vertices of Γ that differ in the kth component, colour the edge xy by

gc(e)

(
k + g−1

c(e)(e)
)

, where e = {S(x), S(y)}. We claim that every clique in Γ is

rainbow and that every vertex is incident with exactly one edge of each colour.

For the first claim, observe that the restriction of S to a maximal clique is a

bijection from the vertices of that clique to those of our Kr, and the function

e 7→ gc(e)

(
k + g−1

c(e)(e)
)

, where k is the component on which all the elements

of the clique differ, permutes the edges of Kr. For the second claim, let f be

any edge of our Kr and let i = c(f) be its colour. Given a vertex x of Γ, let

v be the unique vertex of Kr such that {v, S(x)} is coloured i. Notice that x

has exactly r
2

neighbours y such that S(y) = v, and each of these neighbours

differs from x in a different component, hence each edge xy is a coloured with

a different i-coloured edge of Kr, hence x sees the colour f . Therefore every

vertex of Γ sees every colour. But every vertex of Γ has degree
(
r
2

)
, so it must

be incident with exactly one edge of each colour.

To show that Γ is R(H)-free, we first observe that every clique in Γ is a

subset of a maximal clique. Hence if there is a rainbow copy of H in Γ, the

”missing” edge of this copy must have the same colour as the pendant edge,

contradicting the fact that the colouring of Γ is proper.
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Now, for any n, let G be a graph on n vertices consisting of the disjoint

union of
⌊
n

r
r
2

⌋
copies of Γ and a monochromatic clique on the leftover vertices.

G is R(H)-free because each of its components is. Suppose we add to G a new

edge e in any colour i. One endpoint x of this new edge must be in a copy of Γ.

Since x is incident with an edge of colour i and this edge is in a rainbow copy

of Kr, removing this edge and adding e creates a rainbow H. G is therefore an

R(H)-saturated graph with at most 1
2

(
r
2

)
r

r
2

⌊
n

r
r
2

⌋
+
(
r
r
2−1
2

)
edges. �

4.4. Complete graphs.

Theorem 4.13. For any r ≥ 3 there exists a positive constant cr (depending

only on r) such that the following holds. For any n and t = t(n) ≥
(
r
2

)
,

satt(n,R(Kr)) ≤ max

{
cr

log t
n log n, 2(r − 2)n

}
.

Proof of Theorem 4.13. First, it is clear we may assume n is sufficiently

large, by taking cr large enough. Note that if t ≤ r7, by Theorem 4.8 we have

satt(n,R(Kr)) ≤ 2

(
r

2

)
rn log n ≤ r3 log r7

log t
n log n =

7r3 log r

log t
n log n,

for n large enough, depending only on r. We may then assume that t ≥ r7. Let

` be a positive integer (to be specified later) and G be the union of 2` disjoint

(r− 2)-cliques together with an independent set M of size n− 2(r− 2)`, where

each edge with one endpoint in M and the other in one of the cliques is present,

and there are no edges between two distinct cliques. Observe that G does not

contain any copies of Kr, because any such copy would need to use at least two

vertices from M .

Let A,B an equipartition of the integers {1, 2, . . . , t} (thus, A,B partition

[t] and ||A| − |B|| ≤ 1). Now, we shall arbitrarily colour the edges of the first

` (r − 2)-cliques with the colours from A and the edges of the remaining `

(r − 2)-cliques with the colours from B, such that in each clique no colour

appears twice. For each (r− 2)-clique K, let CK be the set colours used by the
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edges of K. Moreover, for each vertex x ∈M and each clique K, we shall take

a subset Bx,K ⊆ A \ CK , if CK ⊆ A, or Bx,K ⊆ B \ CK otherwise, of size r − 2

uniformly at random (and independently for every choice of x and K) and

colour each edge from x to K with a different element of Bx,K . Our aim is to

prove that with positive probability the addition of any coloured edge between

two vertices in M will form a rainbow copy of Kr. To do so, let us compute

the probability that some edge e = xy, with both endpoints in M , coloured c

creates a rainbow copy of Kr. By symmetry, we can assume that c ∈ B. Let

t′ = |A| −
(
r−2

2

)
. Suppose K ′ is a rainbow copy of Kr−2 such that CK′ ⊆ A.

First, we need the following easy claim.

Claim 4.14. For positive integers s, u with s ≥ 2u− 1 the following holds(
s−u
u

)(
s
u

) ≥ 1− u2

s− u+ 1
.

Proof. Note first, that since s ≥ 2u− 1 we have u
s−u+1

≤ 1. Hence(
s−u
u

)(
s
u

) =
(s− u)!(s− u)!

s!(s− 2u)!
=

(s− 2u+ 1) · (s− 2u+ 2) · · · (s− u)

(s− u+ 1) · (s− u+ 2) · · · s

=
s− 2u+ 1

s− u+ 1
· s− 2u+ 2

s− u+ 2
· · · s− u

s
=

(
1− u

s− u+ 1

)(
1− u

s− u+ 2

)
· · ·
(

1− u

s

)
≥
(

1− u

s− u+ 1

)u
≥ 1− u2

s− u+ 1
,

where the last inequality follows from Bernoulli’s inequality: (1− x)p ≥ 1− px

for p ≥ 1 and x ∈ [0, 1]. �

Observe that by construction c 6∈ (CK′ ∪Bx,K′ ∪By,K′) hence as long as

Bx,K′ and By,K′ are disjoint we are done, i.e., there is a rainbow copy of Kr

in {x, y} ∪K ′. Let us bound the probability that Bx,K′ and By,K′ are disjoint.

To do that, we apply Claim 4.14 with s = t′ and u = r − 2:

P{Bx,K′ ∩By,K′ = ∅} =

(
t′−(r−2)
r−2

)(
t′

r

) ≥ 1− (r − 2)2

t′ − r + 3
.
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Hence, since t′ ≥ t/2− 1 and t ≥ r7, we have

P{{x, y}∪K ′ is not rainbow Kr} = 1−P{Bx,K′ ∩By,K′ = ∅} ≤ (r − 2)2

t′ − r + 3
≤ 1√

t
.

Note, there are ` rainbow copies of Kr−2 which only use colours from A, so we

deduce that

P{e in colour c does not create a rainbow Kr} ≤ t−`/2.

Therefore, the probability that some edge with both endpoints in M is bad, i.e.

the addition of e in some colour does not form a rainbow copy of Kr is at most

e(G) · t−`/2.

This holds because if we colour e in some colour not appearing in the edges

of the graph, then we clearly form a rainbow copy of Kr. Hence, taking

` = max
{⌈

10 logn
log(t)

⌉
, 1
}

, we get

P{ some edge is bad} ≤ e(G)

(
M

2

)
t−`/2 ≤ n42−5 logn ≤ 1

n
< 1.

We have thus proved there exists a colouring of G for which no edge with both

endpoints in M is bad. If there are still some unsaturated non-edges in G, just

keep adding them with appropriate colours to G. Let N = V (G) \M . We are

done as

e(G) ≤ |N |(n− |N |) +

(
|N |
2

)
≤ |N |n− |N |2 + |N |2 ≤ |N |n

≤ 2`(r − 2)n.

So if ` = 1 then e(G) ≤ 2(r − 2)n and if ` > 1 then e(G) ≤ 20(r−2)
log t

n log n. In

order for the graph to be well-defined we must take n big enough (depending

on r only) so that 2(r − 2)` ≤ n. �

Observe that as long as t(n) ≥ Ω(n) we have satt(n,R(Kr)) = Θ(n).
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Corollary 4.15. For any r ≥ 3 we have

sat(n,R(Kr)) ≤ 2(r − 2)n.

Proof. When n ≤ 2(r− 2) then the results follows trivially by considering

a monochromatic Kn. We can therefore assume that n ≥ 2(r − 2). Observe

that when there is not a restriction on the number of colours then in our

construction we can assign each edge a different colour. In that case we can

take ` = 1, which corresponds to a disjoint union of an independent set A and

two (r − 2)-cliques B and C, such that all the edges between A and B ∪ C are

present, and possibly some edges between B and C. The number of edges is

then at most 2(r − 2)n. �

We conjecture that this bound is best possible up to an additive constant.

The following construction gives a better upper bound for the rainbow

saturation numbers of a triangle, at least when t is not too large compared to

n.

Theorem 4.16. For any t ≥ 3 with t ≡ 1 or 3 (mod 6), then

satt(n,R(K3)) ≤ 3

log
(
t
2

)n log n+ 3n.

In particular, sat3(n,R(K3)) ≤ 3
log 3

n log n+ 3n.

Proof. Let S be a Steiner triple system of order t, i.e., a set of three-

element subsets of [t] such that every pair of elements of [t] is contained in

exactly one element of S. We call the elements of t points and the elements of

S lines. It can be shown1 that such a system exists if and only if t ≡ 1 or 3

(mod 6) and that any such system has exactly t(t−1)
6

lines. We define a binary

operation ? : [t]2 → [t] as follows:

1An easy divisibility argument shows that, if a Steiner triple systems of order t exists, then
t ≡ 1 or 3 (mod 6). Conversely, Bose [31] describes a simple construction for t ≡ 3 (mod 6)
and Skolem [95] describes one for t ≡ 1 (mod 6). Bollobás [22] gives another construction
for systems of prime order. Other examples of Steiner triple systems include the projective
spaces over F2 and affine spaces over F3.
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a ? b =

a if a = b

c, where c is the unique point such that abc is a line if a 6= b.

This operation has the property that, for every fixed a in [t], the map b 7→

a ? b permutes the elements of each line containing a. We also let F =

{(`, p) : p ∈ ` ∈ S} and call the elements of F the flags of S. The number of

flags is 3|S| =
(
t
2

)
. For each line `, we choose an arbitrary ordering of the

points on ` and, for any i ∈ [3], we let `(i) denote the ith point of `.

Given n, let k be the smallest natural number such that
(
t
2

)k
+ 3k ≥ n.

Clearly, k ≤ 1

log (t
2)

log n+ 1. Let G be the complete bipartite graph with parts

V ⊆ F k and K = [k]× [3], with |V | = n− 3k. We define a colouring c of the

edges of G as follows: for each f ∈ V and (i, j) ∈ K, let c({f, (i, j)}) = p ? `(j),

where (`, p) is the ith component of f . To show that adding an edge between

two vertices in V creates a rainbow triangle, it suffices to show that every pair

of such vertices is joined by either two disjoint rainbow paths of length two

using disjoint sets of colours or three such paths that each use a different pair

of colours from a set of three. Suppose f and f ′ are k-tuples of flags that

differ in the ith component, say fi = (`, p) and f ′i = (`′, p′). First, consider the

possibility that ` = `′ and p 6= p′. In this case, for every j ∈ [3], p?`(j) 6= p′?`(j),

and neither is equal to (p ? p′) ? `(j). Thus each path f–(i, j)–f ′ is a rainbow

path of length two using a distinct pair of colours from `. Next, if ` 6= `′, then

each edge {f, (i, j)} is coloured with a different point from ` and each edge

f ′, (i, j) is coloured with a different point from `′ for j ∈ [3]. Since ` and `′ have

at most one point in common, at most one path f–(i, j)–f ′ is monochromatic.

If this is the case, then the other two such paths are rainbow with disjoint sets

of colours. Otherwise, all such paths are rainbow, and at most one pair of them

have a colour in common, so there is a pair that uses disjoint sets of colours.

It is possible that adding an edge between two vertices in K in some colour

does not create a rainbow triangle; there are at most
(|K|

2

)
such edges. We can
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add these coloured edges to (G, c) to form an R(K3)-saturated t-edge coloured

graph (G′, c′) with at most

|V ||K|+
(
|K|
2

)
≤ (n− |K|)|K|+ |K|2 = n|K| ≤ 3

log
(
t
2

)n log n+ 3n

edges. �

When t = 3, the coefficient of the n log n term in the upper bound is 3
log 3

,

while for large values of t it is approximately 1.5
log t

. Note that, for values of t

that aren’t congruent to 1 or 3 modulo 6, we can obtain similar bounds with

slightly better coefficients t using maximum partial Steiner systems, as defined

and constructed in [97]2.

5. Upper bounds for disconnected graphs

In this section, we shall show that the rainbow saturation number of a

disconnected graph can be bounded above by the rainbow saturation number

of one of its connected components, up to additive O(n) term. Moreover, we

shall show that if H is a disconnected graph with no isolated vertices, then the

t-rainbow saturation number of H is at most O(n log n) answering a question

from [17] for disconnected graphs. Throughout the section, we assume, for

simplicity of exposition, that H has no isolated vertices.

For a sequence of graphs H1, . . . , Hk we say that Hi is maximal, for some

i ∈ [k], if Hi is not isomorphic to any proper subgraph of Hj for any j ∈ [k].

Observe that every sequence has a maximal element; for example, we can take

one with the largest total number of vertices and edges.

Proposition 5.1. Let H be a graph with connected components H1, . . . , Hk

and let Hi be a maximal component. Then, for every t ≥ e(H), we have

satt(n,R(H)) ≤ satt(n,R(Hi)) +O(n).

2The maximum number of lines in a partial Steiner triple system of order t is
⌊
t
3

⌊
t−1
2

⌋⌋
− 1

if t ≡ 5 (mod 6) and
⌊
t
3

⌊
t−1
2

⌋⌋
otherwise.
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Proof. Without loss of generality we may assume that i = 1 and H1
∼=

H2
∼= . . . ∼= H` (for some ` ∈ [k]), and that no other component is isomorphic

to H1. Let H ′ = H`+1 ∪H`+2 ∪ . . . ∪Hk.

Let t′ = e(H) ≤ t and consider the following graph G on n vertices. First

add vertex disjoint copies of all possible rainbow copies of H ′ for every subset

of size |e(H ′)| in [t′]. Write V1 for the set of vertices spanned by these copies.

Second, consider the following coloured graph H?
1 : for every set A of colours of

size e(H1) inside [t′], we add a rainbow of copy of H1 with colours in A, where

all rainbow copies share exactly one vertex. Now we add `− 1 vertex disjoint

copies of H?
1 to G and define V2 to be the set of vertices spanned by these

copies. In the set V (G) \ (V1 ∪ V2), consisting of the remaining vertices, we add

a R(H1)-saturated graph on t colours. It is easy to check that every non-edge

in V (G)\ (V1∪V2) is R(H)-saturated. Finally, if there are any non-edges which

are not R(H)-saturated, we add those edges to G in some colour that does not

create a rainbow H. Clearly, there are at most O(n) such edges.

Let us show G does not contain a rainbow copy of H. Suppose for contradic-

tion that it does. We shall obtain a contradiction by showing that the number

of vertex disjoint rainbow copies of H1 in G is strictly smaller `. Note that

H1 cannot be a subgraph of G[V1] as, by construction, H1 is not isomorphic

to any connected component of G[V1] and, by maximality, H1 cannot be a

subgraph of any connected component of G[V1]. Observe as well that each

copy of H?
1 contains at most one rainbow copy of H1. Finally, by construction,

V (G) \ V1 ∪ V2 does not contain a rainbow copy of H1. Therefore there are at

most `− 1 vertex disjoint rainbow copies of H1.

Let p = |V1 ∪ V2|. Observe that p = Θ(1) as n goes to infinity. Therefore

the number of edges in G is at most
(
p
2

)
+ p(n − p) + satt(n− p,R(H1)) ≤

pn+ satt(n,R(H1)) = satt(n,R(H1)) +O(n). �

We have the following immediate corollary.
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Corollary 5.2. Let H be a graph containing at least one component which

is not a star and let H ′ be a maximal component among the components of H

which are not stars. Then, for every t ≥ e(H), we have

satt(n,R(H)) ≤ satt(n,R(H ′)) +O(n) ≤ O(n log n).

Proof. Observe that H ′ cannot be a subgraph of a star, hence by Propo-

sition 5.1 and Corollary 4.9, we have that

satt(n,R(H)) ≤ satt(n,R(H ′)) +O(n) ≤ O(n log n).

�

We showed that if a disconnected graph contains a component which is not

a star then its rainbow saturation number is subquadratic. Since stars have

rainbow saturation number which is quadratic in n, one might suspect that

the same should hold for disconnected graphs where each component is a star.

The following proposition shows that this is not the case.

Proposition 5.3. Let H = S1 ∪ S2 ∪ · · · ∪ Sk be a graph with more than

one component, each of which is a star. Then for every t ≥ e(H) we have

satt(n,R(H)) ≤ O(n).

Proof. Suppose |S1| ≤ |S2| ≤ · · · ≤ |Sk|. First we shall show the case

when k = 2. Let a = |S1| − 1 and b = |S2| − 1. Let G = K ∪ L where G[K] is

a complete graph of size a+ b− 1 and L is an independent set of size n− |K|.

Let K = {x1, . . . , xa+b−1}. First we join every vertex xi ∈ K and with every

vertex y ∈ L and give the edge colour i. Next we shall describe the colouring

of the edges inside K. Let xi, xj ∈ K where i ≤ j. If i ≤ a and j ≥ a then

assign a+ b as the colour of xixj, otherwise assign j as the colour of xixj.

We claim that there is no rainbow copy of S1∪S2 in G. To see that, observe

first that every rainbow copy of Si in G uses at least |Si| − 1 vertices of K.

Indeed, suppose for contradiction that it is not the case and that there is a
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rainbow copy of Si which uses fewer than |Si| − 1 vertices of K. Then it must

use at least two vertices, say x, y, of L. It follows from independence of L that

the center z of that rainbow copy must be in K. We obtain a contradiction by

noticing that zx and zy have the same colour. Therefore if there is a rainbow

copy of S1 ∪ S2 then it has to use at least a + b vertices of K, which is a

contradiction since there are only a+ b− 1 such vertices.

Next we shall show that every non-edge is R(H)-saturated. Consider any

non-edge xy in L and any colour c ∈ [t].

If c ≤ a then we find a copy of S1 in {x, y, x1, . . . , xa} \ {xc} with x being

the center and a copy of S2 in {xc, xa+1, . . . , xa+b−1, z} with xa+1 as the center,

for any z ∈ L \ {x, y}. Observe that those two copies are vertex disjoint and

the copy of S1 uses only colours from [a] and the copy of S2 uses colours from

[a+ 1, a+ b]. Hence we have a rainbow copy of S1 ∪ S2.

If c ∈ [a+1, a+b−1] then we find a copy of S2 in {x, y, xa, . . . , xa+b−1}\{xc}

with x being the center and a copy of S1 in {x1, · · · , xa−1, xc, z} with x1 as the

center, for any z ∈ L \ {x, y}. Observe that those two copies are vertex disjoint

and the copy of S1 uses only colours from [a− 1] ∪ {a+ b} and the copy of S2

uses colours from [a, a+ b− 1]. Hence we have a rainbow copy of S1 ∪ S2.

In the remaining case when c ≥ a+ b, it is easy to check that we can find a

rainbow copy of S1 ∪ S2 where both of the centers are in L.

Observe that we have e(G) ≤ (n− |K|)|K|+ |K|2 = |K|n = (a+ b− 1)n =

(|S1|+ |S2| − 3)n.

Now, suppose k ≥ 3. We let t? = e(H). Moreover, let G = G′ ∪G′′ where

G′ is an R(S1 ∪ S2)-saturated graph on n′ = n− (k − 2)(t? + 1) vertices with

satt?(n′,R(S1 ∪ S2)) edges and G′′ is the vertex-disjoint union of k− 2 rainbow

copies of t?-stars. It is easy to check that there is no rainbow copy of H in

G. Indeed, by assumption there can not be two vertex-disjoint rainbow copies

of distinct components of H appearing in G′. Note as well that there can

only be at most k − 2 vertex-disjoint stars in G′′, hence in total there are at
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most k − 1 disjoint rainbow components of H in G. Finally, it is clear that

the addition of any coloured non-edge inside G′ creates a rainbow copy of

H. Now, we keep adding edges to G (with both endpoints in G′′ or with one

endpoint in G′ and one in G′′) until G is saturated. The case k = 2 shows that

satt?(n,R((S1 ∪ S2))) ≤ (|S1|+ |S2| − 3)n, hence, the number of edges in G is

at most (n− |G′′|)|G′′|+ |G′′|2 + e(G′) ≤ n|G′′|+ (|S1|+ |S2| − 3)n ≤ O(n). �

We have the following corollary from Propositions 5.1 and 5.3.

Corollary 5.4. Let H be a disconnected graph. Then for every t ≥ e(H)

we have

satt(n,R(H)) ≤ O(n log n) ≤ o(n2).

6. Deducing the main results

We are now ready to deduce Theorems 1.3 and 1.4.

Proof of Theorem 1.3. First, note that item 1 is a result appearing in

[17] and item 5 is just a restatement of Theorem 4.12. Now, the lower bounds

in items 2, 3 follow by Theorems 3.2 and 3.3, respectively, and the upper is a

consequence of Theorem 4.8 since in both cases H must contain a cycle.

In item 4 the lower bound follows from Lemma 3.1 and the upper bound

follows from Theorem 4.5. �

Proof of Theorem 1.4. Observe first that if H is a connected graph on

at most four vertices which contains a leaf and no conical vertex, then H must

be a path on four vertices, hence by Theorem 1.34 its t-rainbow saturation

number is linear. We may therefore assume that |H| ≥ 5. Let xy be a pendant

edge of H. If H \ {x, y} is not a clique then we are done by Theorem 4.10.

Hence, we may then assume H = Hk,` for some k ≥ 3 and ` ≤ k − 1. Suppose

` ≤ k−2, then result follows by Theorem 4.11. Hence, we may assume ` = k−1

in which case k must be odd, by assumption, and therefore H is a Kk+1 with a

rotated edge, so we are done by Theorem 4.12. �
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7. Concluding remarks

We have shown that for any t ≥
(
r
2

)
, satt(n,R(Kr)) = Θ(n log n) when

n → ∞, i.e., there exist constants c1 = c1(t, r) and c2 = c2(t, r) such that

c1n log n ≤ satt(n,R(Kr)) ≤ c2n log n. There is still an enormous gap between

our lower and upper bounds. However, recently, in [73], Korándi showed the

following.

Theorem 7.1 (Korándi). For every r ≥ 3, and any t ≥
(
r
2

)
,

satt(n,R(Kr)) ≥
t(1 + o(1))

(t− r + 2) log(t− r + 2)
n log n

as n→∞, with equality for r = 3.

This theorem, together with Theorem 4.13 gives:

satt(n,R(Kr)) = Θr

(n log n

log t

)
.

Now, whenH is an even clique with a rotated edge, we know that satt(n,R(H))

is always Θ(n) for t ≥ e(H). However, for odd cliques with rotated edges, we

do not even know the asymptotic behaviour of satt(n,R(H)) for large values

of t.

Question 7.2. If H is a copy of Kr with a rotated edge (as shown in

Figure 2) for some odd r ≥ 5 and t ≥
(
r
2

)
, what is the asymptotic growth rate

of satt(n,R(H))?

The following conjecture together with Theorem 1.3 and Question 7.2

would completely classify the possible rates of growth of satt(n,R(H)) for all

connected graphs H and every constant t ≥ e(H).

Conjecture 7.3. Let H be a connected graph (other than an odd clique

with a rotated edge) with an edge not in a triangle and no conical vertex. Then,

for every t ≥ e(H), satt(n,R(H)) = O(n).
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Figure 2. K5 with a rotated edge. The dashed line represents
the removed edge.

Note that we can confirm this conjecture when the number of available

colours is at least
(|H|−1

2

)
. Indeed, either H is in one of the classes defined in

Theorem 1.3, in which case we are done, or H has a leaf and is not a clique

with a rotated edge, hence by Theorem 1.4 we have satt(n,R(H)) = Θ(n).

One different direction would be to allow the palette of colours to be infinite.

We have only considered this question for complete graphs and showed that

sat(n,R(Kr)) ≤ 2(r − 2)n for any r ≥ 3.

Recall that the construction in Corollary 4.15 is a disjoint union of an

independent set A and two (r − 2)-cliques B and C, such that all the edges

between A and B ∪C are present and all the edges in B, C and between A and

B ∪C receive different colours. We conjecture that, for n ≥ 2(r− 2), the above

construction is best possible up to the configuration of the edges between B

and C.

Conjecture 7.4. For any integer r ≥ 3, there exists a constant Cr de-

pending only on r such that, for any n ≥ 2(r − 2),

sat(n,R(Kr)) = 2(r − 2)n+ Cr.

Finally, we conjecture that, like the ordinary saturation numbers, the

rainbow saturation numbers of any graph are at most linear in n.

Conjecture 7.5. For any graph H, sat(n,R(H)) = O(n).
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CHAPTER 6

Long cycles in Hamiltonian graphs

1. Introduction

A Hamiltonian cycle in a graph G is a cycle spanning the vertex set of

G, and a graph is said to be Hamiltonian if it contains a Hamiltonian cycle.

Over the last seventy years, the following problem has received a great deal

of attention: under what conditions does a graph G with a Hamiltonian cycle

C contain another long cycle distinct from C? Of course, for this question

to be interesting, one needs to ensure that G contains additional edges (not

already in C); a moment’s thought further reveals that additional edges are

not enough in and of themselves, but rather, one requires additional edges

that are ‘equidistributed’ over the vertex set of G. This problem, namely

understanding when the presence of additional edges in a Hamiltonian graph

forces the existence of another long (possibly Hamiltonian) cycle, has a storied

history; see the surveys of Gould [53] and Bondy [27] for an overview.

The main contribution of this chapter is to show that perhaps the weakest

possible condition promising some form of ‘equidistribution of additional edges’

in a graph with a Hamiltonian cycle is sufficient to guarantee the existence

of another long cycle; writing δ(G) for the minimum degree of a graph G, we

prove the following.

Theorem 1.1. For all n ∈ N, if an n-vertex graph G with δ(G) ≥ 3 contains

a Hamiltonian cycle, then G contains another cycle of length at least n− cn4/5,

where c > 0 is an absolute constant.

At first glance, it is tempting to conclude that Theorem 1.1 must hold

since a Hamiltonian graph with minimum degree at least 3 should, necessarily,
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Figure 1. Chord patterns of bounded complexity (i.e. using a
bounded number of chords) are insufficient to find long cycles.

contain ‘short chords’; however, it is not difficult (see Figure 1) to construct

Hamiltonian graphs with minimum degree at least 3 that do not contain any

such chords, or for that matter, any ‘chord pattern’ of bounded complexity

that gives rise to a long second cycle. Indeed, perhaps the most interesting

aspect of Theorem 1.1 is the fact that its proof is based on a combination of

constructive and non-constructive arguments: to prove our main result, we use

poset-based techniques and parity-based arguments in conjunction with each

other, so our methods might be of independent interest.

To provide some context for Theorem 1.1, we remind the reader of the most

famous open problem in the area; the following long outstanding conjecture is

due to Sheehan [94].

Conjecture 1.2. For each integer d ≥ 3, every d-regular Hamiltonian

graph contains a second Hamiltonian cycle.

Conjecture 1.2 was proposed as an extension of the classical result of

Smith, see [110], that establishes the above conjecture in the case where d = 3.

Sheehan’s conjecture was subsequently shown to hold for all odd d ≥ 3 by

Thomason [100] using a beautiful, non-constructive, parity-based argument,

and for all d ≥ 300 by Thomassen [106, 108] using an ingenious combination

of Thomason’s argument and the Lovász local lemma. We refer the reader to

the paper of Haxell, Seamone and Verstraëte [63] for both the current state of
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the art as well as a discussion of why existing methods are unlikely to settle

Conjecture 1.2 in its full generality.

In light of Sheehan’s conjecture, it is natural to ask if regularity is genuinely

necessary to force the existence of a second Hamiltonian cycle, or if a weaker

condition on the minimum degree, say, might suffice instead. In particular,

the following question suggests itself: does every Hamiltonian graph G with

δ(G) ≥ 3 contain a second Hamiltonian cycle? Entringer and Swart [45]

answered this question negatively by constructing infinitely many Hamiltonian

graphs without a second Hamiltoninan cycle, all with minimum degree 3. While

the Hamiltonian graphs with minimum degree 3 constructed by Entringer and

Swart only contain a single Hamiltoninan cycle each, these graphs do contain

other long cycles that almost span the entire vertex set; it is therefore natural

to ask if such a situation is unavoidable in general.

Problem 1.3. If an n-vertex graph G with δ(G) ≥ 3 contains a Hamiltonian

cycle, then must G contain another cycle of length n− o(n)?

Of course, Problem 1.3 is closely related to Conjecture 1.2 since an affirma-

tive answer to the above question would assert precisely that an asymptotic

form of Sheehan’s conjecture holds under significantly milder degree conditions

than the regularity restrictions prescribed in Conjecture 1.2; our main result

furnishes, in a quantitative form, precisely such an affirmative answer.

2. Organization, notation and preliminaries

This chapter is organised as follows. We first introduce some notation and

collect together the tools that we need for the proof of our main result in

Section 2. We then prove Theorem 1.1 in Section 3. Finally, we conclude in

Section 4 with a discussion of some open problems.

It will be convenient to begin by establishing some notation for dealing

with Hamiltonian graphs.
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Given a graph G with a designated Hamiltonian cycle C, we shall always

fix one of the two possible cyclic orderings of V (G) obtained by traversing C to

be canonical. Therefore, when we speak, for example, about following C from

x to y for x, y ∈ V (G), we mean this with respect to the canonical ordering.

We use ≺ to specify relative positions with respect to the canonical ordering,

so for instance, given x, y, z ∈ V (G), we write x ≺ y ≺ z (or equivalently

either y ≺ z ≺ x or z ≺ x ≺ y) to mean that we encounter x, y and z in that

order around C. Finally, for x, y ∈ V (G), we write dC(x, y) for the length of

the path from x to y around C following the canonical ordering, noting that

dC(x, y) 6= dC(y, x) in general.

Let G be a graph with a designated Hamiltonian cycle C. Any cycle of G

distinct from C is said to be nontrivial. We call any edge of G not in C a chord.

Observe that there exist two subsets of the vertex set of G corresponding to

each chord e of G, namely the vertex sets of the two paths traversing C between

the endpoints of e; we call these two sets of vertices the two domains of e, and

note that the domains of e intersect precisely in the endpoints of e. We say

that a chord e is minimal if at least one of its domains induces no chords of

G other than e itself, and we call the corresponding domain of e its minimal

domain; here, if both domains of e induce no chords, then we arbitrarily choose

one these domains to be the minimal domain of e. We say that a pair of chords

interlace if their endpoints are all distinct and appear in alternating order

around C (in the canonical ordering of the vertex set, say); otherwise, we say

that they are parallel. Also, we say that a set of chords is independent if no two

of the chords in the set share an endpoint. Finally, we say that two vertices

x, y ∈ V (G) are chord-adjacent if they are connected by a chord of G.

Next, we collect together some tools that we shall require for the proof of

our main result.

To handle the constructive half of our argument, we shall require a well-

known consequence of a classical result of Dilworth [42]. Recall that in a

partially ordered set (or poset for short), a chain is a subset in which each pair
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of elements is comparable (which makes a chain a linearly ordered set), and an

antichain is a subset in which no two elements are comparable; we need the

following fact.

Proposition 2.1. For r, s ∈ N, every poset of size rs contains either a

chain of size r or an antichain of size s. �

The non-constructive half of our argument depends on the following con-

venient formulation, due to Thomassen [107], of the parity-based ‘lollipop

argument’ of Thomason [100].

Recall that a set X of vertices dominates another set Y of vertices and

edges in a graph if each vertex in Y is adjacent to some vertex in X and if

each edge in Y is incident to some vertex in X.

Proposition 2.2 (Thomassen). Let G be a graph with a designated Hamil-

tonian cycle C. If there exists a set X ⊂ V (G) such that

(1) X is independent in the graph G′ = (V (G), E(C)), and

(2) X dominates V (G) \X in the graph G′′ = (V (G), E(G) \ E(C)),

then G contains a nontrivial Hamiltonian cycle. �

Finally, we use standard asymptotic notation throughout to suppress abso-

lute constants, and for the sake of clarity of presentation, we systematically

omit floor and ceiling signs whenever they are not crucial.

3. Proof of the main result

We begin with the following lemma that allows us to handle Hamiltonian

graphs with many interlacing chords.

Lemma 3.1. Let G be an n-vertex graph with a designated Hamiltonian cycle

C. If G contains a set I of 2m independent chords made up of m interlacing

pairs for some m ≥ 1, then G contains a nontrivial cycle missing O(n/m1/3)

vertices.
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Proof of lemma. Note that if G has at least one chord, then G contains

a nontrivial cycle. In what follows, we therefore suppose, as we may, that m

is sufficiently large. We shall show, assuming m is suitably large, that it is

possible to construct a cycle of the required length using at most 4 chords of G

and the edges of C.

We begin by constructing two posets on any set S of independent chords

in G as follows. We fix some edge f of C, and for a chord e of G, we call the

domain of e containing the endpoints of f the interior of e, and the other

domain the exterior of e. We then define a partial order PS on S by saying

e1 < e2 for e1, e2 ∈ S if the interior of e1 is contained in the interior of e2. Next,

we fix a linear order L of the vertices of G by starting at one of the endpoints of

f and following C to the other endpoint of f , and then define another poset QS
on S by saying that e1 < e2 for e1, e2 ∈ S if both the endpoints of e1 precede

both the endpoints of e2 in L.

The following observation guarantees the existence of a large set of chords

with useful structural properties.

Claim 3.2. For any K > 0, given a set S of independent chords in G of

size Km, we may find either

(1) a chain in PS of size Km1/3,

(2) a chain in QS of size m1/3, or

(3) an antichain in both PS and QS of size m1/3.

Moreover, in either of the latter two cases, we may find a nontrivial cycle of

length at least n− n/m1/3 in G.

Proof of claim. By Proposition 2.1, we see that PS contains either a

chain of size Km1/3 or an antichain of size m2/3. Applying Proposition 2.1

again to such an antichain if it exists, we see that either QS contains a chain

of size m1/3, or there exists an antichain in both PS and QS of size m1/3.
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If QS contains a chain of size m1/3, then it is easy to see that this chain

contains a chord whose exterior contains at most n/m1/3 vertices, in which case

we are done.

If there exists an antichain in both PS and QS of size m1/3, then it is

clear that this antichain consists of pairwise interlacing chords. We may then

find, using the pigeonhole principle, chords uv and xy in this antichain with

u ≺ x ≺ v ≺ y such that dC(u, x) + dC(v, y) ≤ n/m1/3, in which case we are

again done. �

For the rest of the proof, we restrict our attention to the set I and the poset

P = PI ; in what follows, any ordering of chords in I will implicitly mean their

ordering in P. Furthermore, we may assume going forwards that in any set

S ⊂ I of size at least m/8, there exists a chain in P of size at least m1/3/8;

indeed, we are done by Claim 3.2 if this is not the case.

We say that a triple {u1v1 < u2v2 < u3v3} of independent chords in I with

u1 ≺ u2 ≺ u3 ≺ v3 ≺ v2 ≺ v1 is tight if

dC(u1, u3) + dC(v3, v1) ≤ 24n/m1/3.

This definition of a tight triple is motivated by the following observation.

Claim 3.3. If G contains two tight triples whose middle chords interlace,

then G contains a nontrivial cycle of length at least n− 48n/m1/3.

Proof of claim. This claim follows from a somewhat tedious analysis of

a few different cases; this analysis requires us to establish some notation first.

For a tight triple U = {u1v1 < u2v2 < u3v3} with u1 ≺ u2 ≺ u3 ≺ v3 ≺ v2 ≺ v1,

we say that a vertex lies inside the strip of U if it lies either on the path P (u1, u3)

between u1 and u3 in C containing u2, or on the path P (v3, v1) between v3 and

v1 in C containing v2.

Suppose that T1 = {u1v1 < u2v2 < u3v3} with u1 ≺ u2 ≺ u3 ≺ v3 ≺ v2 ≺ v1

and T2 = {x1y1 < x2y2 < x3y3} with x1 ≺ x2 ≺ x3 ≺ y3 ≺ y2 ≺ y1 are two

tight triples whose middle chords u2v2 and x2y2 interlace.
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Assume first that T1 and T2 are not disjoint, and say u1v1 = x1y1 with

u1 = x1 and v1 = y1. Suppose, as we may, that u1 ≺ x2 ≺ u2; we then obtain a

cycle using the chords u2v2 and x2y2 missing at most

dC(u1, u3) + dC(y3, y1) ≤ 48n/m1/3

vertices of G, as required.

Therefore, we may suppose that T1 and T2 are disjoint. Suppose first that

x2 and y2 lie inside the strip of T1. If both x2 and y2 lie on P (u1, u3), then we

obtain a cycle using just the chord x2y2 missing at most dC(u1, u3) ≤ 24n/m1/3

vertices. If x2 lies on P (u1, u3) and y2 lies on P (v3, v1) on the other hand, then

we obtain a cycle using the chords u2v2 and x2y2 missing at most

dC(u1, u3) + dC(v3, v1) ≤ 24n/m1/3

vertices of G.

Therefore, suppose that x2 lies outside the strip of T1 and that u2 lies

outside the strip of T2. Suppose without any loss of generality that u2 ≺ u3 ≺

x2 ≺ v3 ≺ v2 and y2 ≺ y1 ≺ u2 ≺ x1 ≺ x2, so either u2 ≺ u3 ≺ x1 ≺ x2 or

u2 ≺ x1 ≺ u3 ≺ x2.

First, suppose that u2 ≺ u3 ≺ x1 ≺ x2, in which case, both u2v2 and u3v3

interlace with both x1y1 and x2y2. We may then obtain a cycle using the chords

u2v2, u3v3, x1y1 and x2y2 missing at most

dC(u1, u3) + dC(v3, v1) + dC(x1, x3) + dC(y3, y1) ≤ 48n/m1/3

vertices of G.

Now, suppose that u2 ≺ x1 ≺ u3 ≺ x2. If u3 ≺ v3 ≺ x3, then we obtain

a cycle using the chord u3v3 missing at most dC(x1, x3) ≤ 24n/m1/3 vertices.

Therefore, suppose that u3 ≺ x3 ≺ v3. If y3 ≺ v2 ≺ y2, then we obtain a cycle

using the chords u2v2 and x2y2 missing at most

dC(u2, x2) + dC(v2, y2) ≤ dC(u1, u3) + dC(x1, x3) + dC(y3, y1) ≤ 48n/m1/3
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vertices. Hence, suppose that v2 ≺ y3 ≺ y2, so that both u2v2 and u3v3 interlace

with both x2y2 and x3y3. In this case, we obtain a cycle using the chords u2v2,

u3v3, x2y2 and x3y3 missing at most

dC(u1, u3) + dC(v3, v1) + dC(x1, x3) + dC(y3, y1) ≤ 48n/m1/3

vertices of G. �

Continuing the proof of Lemma 3.1, recall our assumption that in any set

S ⊂ I of size at least m/8, there exists a chain in P of size at least m1/3/8.

This assumption implies that there are many pairwise disjoint tight triples in

I, as we demonstrate below.

Claim 3.4. For K ≥ 1/2, any set S ⊂ I of size Km contains Km/4

pairwise disjoint tight triples.

Proof of claim. We shall show that given any collection T of at most

Km/4 pairwise disjoint tight triples from S, we may find a tight triple from

the remaining chords in S which is pairwise disjoint from each of the tight

triples in T . We know that S contains a subset S ′ of at least Km− 3Km/4 ≥

Km/4 ≥ m/8 chords none of which appear in any of the triples in T . By our

assumption, we know that S ′ contains a chain u1v1 < u2v2 < · · · < ukvk of size

k = m1/3/8 ≥ 6 in P with u1 ≺ u2 ≺ . . . ≺ uk ≺ vk ≺ vk−1 ≺ . . . ≺ v1. By

considering a partition of C into paths with endpoints in {u1, u3, . . . , v1, v3, . . . },

we have
dk/2e−1∑
i=1

(dC(u2i−1, u2i+1) + dC(v2i+1, v2i−1)) ≤ n,

so there exists an index 1 ≤ i ≤ dk/2e − 1 such that

dC(u2i−1, u2i+1) + dC(v2i+1, v2i−1) ≤ n

k/2− 1
≤ 3n

k
=

24n

m1/3
;

this implies that the triple {u2i−1v2i−1 < u2iv2i < u2i+1v2i+1} is tight, proving

the claim. �
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We may now finish the proof of Lemma 3.1 as follows. By Claims 3.3

and 3.4, we see that I contains m/2 pairwise disjoint tight triples whose middle

chords are all parallel and independent. Applying Claim 3.4 again to the m/2

interlacing partners of the middle chords of the triples above, we obtain m/8

new pairwise disjoint tight triples; in particular, there exist two tight triples

whose middle chords interlace, so we are done by Claim 3.3. �

In order to handle Hamiltonian graphs with many parallel chords, we shall

rely on the non-constructive argument implicit in Lemma 2.2. In order to

apply this lemma in the proof of our main result, we shall require a fair bit of

preparation; this is accomplished in the somewhat technical lemma that follows

below.

Lemma 3.5. Let G be an n-vertex graph with a designated Hamiltonian

cycle C with the property that no two chords of G interlace. Suppose that no

vertex of G is chord-adjacent to two consecutive vertices of C, and that no two

vertices of G of degree greater than 3 are chord-adjacent. Also, assume that

there are subsets R and B of V (G) (whose elements we shall call red and blue

respectively) such that

(1) every vertex in R ∪B has degree 3, and

(2) no two vertices in R ∪B are chord-adjacent.

Then, writing M ≥ 2 for the number of minimal chords in G and setting

r = |R|, there exists a set S ⊆ V (G) of vertices such that

(1) S dominates the chords of G,

(2) S contains no red vertices, and

(3) S contains at most r +M − 2 pairs of consecutive vertices of C, and

none of these pairs contains a blue vertex.

Proof of lemma. We prove this lemma by induction on the number of

minimal chords as follows.
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First, we prove the base case. Suppose that G has exactly two minimal

chords. Let e = xy and f = uv be the two minimal chords, and since e and

f cannot interlace by assumption, we may assume that x ≺ u ≺ v ≺ y. We

say that a vertex is upstairs if it lies between x and u on C, and downstairs

if it lies between v and y on C; we write U and D for the sets of vertices

upstairs and downstairs respectively. Note that E(G) \ E(C) is a collection

of stars, each of which is such that its centre is upstairs and all of its leaves

are downstairs, or vice versa; let these stars be S1, S2, . . . , Sk. Note that the

centres of these stars are necessarily uncoloured; we adopt the convention that

the centre of a trivial star consisting of a single edge is one of its uncoloured

vertices. Furthermore, these stars come with a natural ordering: for i < j, all

the vertices of Si upstairs are closer to x than all the vertices of Sj upstairs,

and all the vertices of Si downstairs are closer to y than all the vertices of Sj

downstairs. To ensure that S dominates the chords of G, we shall construct S

by choosing, for each 1 ≤ i ≤ k, either to add all the vertices of Si that are

upstairs to S, or to add all the vertices of Si that are downstairs to S. Since no

pair of leaves of any of these stars are consecutive vertices of C, S can contain

a pair of consecutive vertices of C only if the pair spans two stars. We may

assume that there are r stars containing a red vertex; we denote these stars by

Si1 , Si2 , . . . , Sir . We partition the set of all stars into r + 1 blocks as

{Si0 , . . . , Si1−1}∪{Si1 , . . . , Si2−1}∪ · · · ∪ {Sir−1 , . . . , Sir−1}∪{Sir , . . . , Sir+1−1},

where i0 = 1 and ir+1 = k+ 1. For each 0 ≤ j ≤ r− 1, we shall pick vertices in

the block {Sij , . . . , Sij+1−1} ensuring that the last vertex picked is not blue, and

that we pick at most one pair of consecutive vertices of C from {Sij , . . . , Sij+1
}.

In the case where j = r, we shall ensure that we create no pair of consecutive

vertices of C from the last block.

For 0 ≤ j ≤ r, we handle the corresponding block of stars as follows.

Without loss of generality, suppose that there is a red vertex downstairs in Sij ,
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and consider the sequence

Sij ∩ U, Sij+1 ∩D,Sij+2 ∩ U, . . .

of candidates for addition to S, where the sequence above goes up to the star

with the index ij+1 − 1. We enlarge S using the block under consideration

as follows. If j = r, then we add all the vertices in the sequence above. If

j < r and the last element in the sequence above containing vertices of Sij+1−1

is on the same side (upstairs or downstairs) as a red vertex of Sij+1
, then we

again add all the vertices in the sequence above. Suppose now that j < r

and that the last element in the sequence containing vertices of Sij+1−1 is on

the opposite side as a red vertex of Sij+1
. Let ij + t denote the index of the

last set in the above sequence that does not contain a blue vertex, and note

that t ≥ 0. In this case, we add all the vertices in the sequence above up to

the index ij + t, and then add all the vertices in the complementary sequence

(obtained by selecting vertices on the opposite side) from the index ij + t+ 1

to the index ij+1 − 1. It is clear from the properties that G is assumed to have

that this selection procedure generates at most one pair of consecutive vertices

of C (possibly between Sij+t and Sij+t+1) from this block, and it is also clear

that the last vertex added to S from this block is not blue. Note that in the

case where j = 0, if the corresponding block is nonempty, then there are no

red vertices in this block; therefore, we can ensure that when considering the

first nonempty block (which corresponds to either j = 0 or j = 1), the first set

in the sequence above contains the centre but not the leaves of the first star in

the block; we shall need this additional property later in the induction step.

It is easy to check that the above procedure applied to each of the r + 1

blocks of stars produces a set S as required, proving the base case of the

induction.

Next, suppose that M ≥ 3. Pick a minimal chord f . Among all chords

whose domain inducing f induces no other chords (except the chord in question

itself), pick a chord e = xy which is maximal with respect to the order of
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its domain inducing f ; denote the domains of e by A and B, where A is the

domain of e inducing f . Clearly, both G[A] and G[B] are Hamiltonian graphs

satisfying the conditions of the lemma; moreover, G[A] has at most 2 minimal

chords, and by our maximal choice of e, it is also clear that G[B] has exactly

M − 1 minimal chords.

We now apply the inductive hypothesis to the graphs GA and GB that we

now define. First, GA is obtained from G[A] by adding a new uncoloured vertex

z and joining it to x and y. It is clear that GA has at most two minimal chords;

say GA contains r1 red vertices, and set r2 = r − r1. Next, we obtain GB from

G[B] by recolouring some vertices as follows. Without loss of generality, we may

assume that y is the uncoloured centre of the star containing e in E(G) \E(C).

Let w be the neighbour of y in C that belongs to G[B]. We make w red in GB

if it was coloured blue in G (and do not alter its colour otherwise), and if x

was red or blue in G, then we make x an uncoloured vertex in GB. Clearly, GB

has M − 1 minimal chords, and either at most r2 + 1 or at most r2 red vertices

depending on whether or not the colour of w was altered in GB.

Let SA and SB be the sets obtained inductively in GA and GB respectively.

First, e = xy is a minimal chord in GA, and GA has at most two minimal chords,

so we can ask for SA to contain y but not x by arguing as in the base case

earlier. Next, note that SB either contains at most (r2 + 1) + (M − 1)− 2 pairs

of consecutive vertices of C, or at most r2 + (M − 1)− 2 pairs of consecutive

vertices of C, depending on whether or not we had to alter the colour of w in

GB. Also, observe that x has degree 2 in GB, so we may assume that SB does

not contain x.

We now claim that S = SA ∪ SB is sufficient for our purposes. It is clear

that S dominates E(G) \ E(C) and contains no red vertices of G. It is also

clear, by induction, that S does not contain a consecutive pair of C in which

one of the vertices is coloured blue in G. Next, if the colour of w was altered in

GB, then S does not contain any consecutive pairs of C spanning SA and SB

since x 6∈ SA ∪ SB and w 6∈ SB, and if not, then S contains at most one such
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pair (namely, the edge yw); it follows that the number of pairs of consecutive

vertices of C in S is at most (r2 + 1) + (M − 1)− 2 + r1 = r +M − 2 in the

former case, and at most r2 + (M − 1)− 2 + r1 + 1 = r +M − 2 in the latter

case, thereby completing the proof. �

Armed with Lemmas 3.1 and 3.5, we are now in a position to prove our

main result.

Proof of Theorem 1.1. Let G be an n-vertex graph with a designated

Hamiltonian cycle C. We assume, without loss of generality, that G is minimal

in the sense that no two vertices with degree greater than 3 in G are chord-

adjacent.

Let 2m be the maximum size of a set I of independent chords in G which

may be partitioned into m interlacing pairs. If m ≥ n3/5, then the result follows

from Lemma 3.1, so we may suppose that m ≤ n3/5.

Let P denote the set of 4m endpoints of the chords in I, and consider the

graph G′ on the same vertex set as G obtained by deleting every chord of G

incident to some vertex in P ; of course, G′ is also an n-vertex graph in which

C is the designated Hamiltonian cycle, and from the maximality of I, we see

that no two chords of G′ interlace. We now transform G′ as follows: if x and

y are consecutive vertices of C that are both chord-adjacent to some vertex

of G′, then we contract the edge xy of C, and repeat this operation until it is

no longer possible to do so. Let H be the resulting graph, and let D be its

designated Hamiltonian cycle obtained from C after these contractions; note

that our contractions ensure that no vertex of H is chord-adjacent to two

consecutive vertices of D.

Now, the set of minimal chords of G′ with respect to C is the same (up to

the obvious identification) as the set of minimal chords of H with respect to D,

and furthermore, the size of the minimal domains of these minimal chords are

identical in both G′ and H. Moreover, it is easy to see that H does not contain

a pair of interlacing chords. We call any vertex of H that corresponds to one

108



or more contracted edges of G′ a contracted vertex, and we colour a contracted

vertex red in H if it is the image of n1/5 or more contracted edges, and blue

otherwise. By the minimality of G assumed above, we see that each contracted

vertex of H is the image under contractions of some set of vertices all of which

have degree 3 in G; hence, no contracted vertex is chord-adjacent in G to any

vertex in P , and no two contracted vertices are chord-adjacent.

Write M for the number of minimal chords of H, and let r denote the

number of red vertices in H. Note that, by definition, we have r ≤ n4/5 since

each red vertex corresponds to a set of at least n1/5 vertices of G, and these sets

are all pairwise disjoint. Next, since H does not contain any interlacing pairs

of chords, the minimal domains of the minimal chords of H are all pairwise

disjoint, so if M ≥ n1/2, then one of these minimal domains contains at most

n1/2 vertices in H, and therefore in G′ and G as well, in which case we are

done. Therefore, we may suppose that M ≤ n1/2.

We now apply Lemma 3.5 to H with D as its designated Hamiltonian cycle

to get a set S of vertices such that S dominates E(H) \ E(D), contains no

red vertices, and contains at most r +M − 2 pairs of consecutive vertices of

D with none of these pairs containing a blue vertex. Let us now add back to

H the chords that we deleted earlier, namely, those chords incident to some

vertex in P ; we call the resulting graph H ′. Note that X = P ∪ S dominates

the V (H ′) \X in the graph spanned by the chords of H ′ since every vertex of

degree 2 in H is chord-adjacent to some vertex in P ; furthermore, X contains

at most 8m+ r +M − 2 consecutive pairs of vertices of D.

We would like to apply Lemma 2.2 to H ′; to do so, we need to ensure that

X is independent in the graph spanned by the edges of D. To ensure this, we

shall contract every edge of D between two vertices of X; we call the resulting

graph F and let E be its designated Hamiltonian cycle obtained from D after

these contractions. Clearly, the image of X in F is a set that satisfies all the

conditions of Lemma 2.2 with respect to F and E; therefore, it follows from

Lemma 2.2 that F contains another Hamiltonian cycle F. Note that we have
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not contracted any edge incident to some red vertex in H ′ in constructing F ;

moreover, we have contracted at most 8m blue vertices of H ′ in constructing

F .

Now, this cycle F in F gives rise to a cycle D′ in H ′ missing at most

8m + r + M − 2 vertices of H ′; indeed, at most 8m of the missing vertices

are blue, no red vertex is missed, and the remaining missing vertices are non-

contracted vertices of G. Now, we lift this cycle D′ in H ′ to a cycle C′ in G by

replacing each red or blue vertex in D′ with an appropriate path of the original

vertices of G; we can always choose this path to contain all the pre-images of

the coloured vertex in question since, as mentioned earlier, all such vertices

have degree 3 in H ′. It then follows that C′ misses at most 8mn1/5 + r+M − 2

vertices of G. Also, note that C′ 6= C since F contains at least one chord of F

(and also G), and this chord is present in C′.

It is now clear that C′ is a nontrivial cycle of G, and that the length of C′

is at least

n− (8mn1/5 + r +M − 2);

the result follows since we know that m ≤ n3/5, r ≤ n4/5 and M ≤ n1/2. �

4. Concluding remarks

Our results raise a number of questions. Perhaps the most fundamental of

these concerns the nature of the error term in Theorem 1.1. We expect that

it should be possible to improve the exponent of 4/5 in the error term in our

main result using the methods developed here, possibly up to an exponent of

1/2; however, we chose to keep the presentation simple because we expect much

more to be true.

Conjecture 4.1. If an n-vertex graph G with δ(G) ≥ 3 contains a Hamil-

tonian cycle, then G contains another cycle of length at least n − K, where

K > 0 is an absolute constant.
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We remark that it is not impossible that Conjecture 4.1 holds even with

K = 2;

Next, while a minimum degree of 3 is not sufficient, as discussed earlier, to

guarantee a second Hamiltonian cycle in a Hamiltonian graph, we remind the

reader that it is still unknown if a minimum degree of 100, say, suffices instead;

see [65, 28, 50] for more details.

To close the chapter, let us mention a conjecture due to Verstraëte [113]

that seems closely related to the problem we have addressed here.

Conjecture 4.2 (Verstraëte). If an n-vertex graph G with δ(G) ≥ 3

contains a Hamiltonian cycle, then G contains cycles of Ω(n) distinct lengths.

It is easy to deduce a lower bound of the form Ω(
√
n) for the above problem

using the poset-based arguments developed here.
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CHAPTER 7

Large induced subgraphs with k vertices of almost

maximum degree

1. Introduction

Given a graph G, let the repetition number, denoted by rep(G), be the

maximum multiplicity of a vertex degree. Trivially, any graph G of order at

least two contains at least two vertices of the same degree, i.e. rep(G) ≥ 2.

This parameter has been widely studied by several researchers (e.g., [15, 24,

36, 38, 46]), in particular, by Bollobás and Scott, who showed that for every

k ≥ 2 there exist triangle-free graphs on n vertices with rep(G) ≤ k for

which α(G) = (1 + o(1))n/k ([24]). As there are infinitely many graphs having

repetition number two, it is natural to ask what is the smallest number of vertices

one needs to delete from a graph in order to increase the repetition number

of the remaining induced subgraph. This question was partially answered by

Caro, Shapira and Yuster in [35]. Indeed, they proved that for every k there

exists a constant C(k) such that given any graph on n vertices one needs to

remove at most C(k) vertices and thus obtain an induced subgraph with at least

min{k, n− C(k)} vertices of the same degree. Related to this question, Caro

and Yuster ([37]) considered the problem of finding the largest induced subgraph

H of a graph G which contains at least k vertices of degree ∆(H). To do so

they defined fk(G) to be the smallest number of vertices one needs to remove

from a graph G such that the remaining induced subgraph has its maximum

degree attained by at least k vertices. They found examples of graphs on n

vertices for which f2(G) ≥ (1− o(1))
√
n and conjectured fk(G) ≤ O(

√
n) for
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every graph G on n vertices. In the same paper they established the conjecture

for k ≤ 3.

The following more general conjecture was posed recently by Caro, Lauri

and Zarb in [34].

Conjecture 1.1. For every k ≥ 2 there is a constant g(k) such that given

a graph G with maximum degree ∆, one can remove at most g(k)
√

∆ vertices

such that the remaining subgraph H ⊆ G has at least k vertices of degree ∆(H).

Let us define g(k,∆) = max{fk(G) : ∆(G) ≤ ∆}. In the same paper, the

authors proved that g(2,∆) =
⌈

3+
√

8∆+1
2

⌉
and stated that g(3,∆) ≤ 42

√
∆.

We should point out that, if true, the conjecture is best possible, as there are

graphs on n vertices found in [34] for which any induced subgraph on more

than n− k
2

√
∆ does not contain k vertices of the same maximum degree. We

shall present such constructions in Section 4.

In this chapter, our main aim is to prove the following approximate version

of Conjecture 1.1.

Theorem 1.2. For every positive integer k, there exist constants g1(k) and

g2(k) such that the following holds. If G is a graph on n vertices with maximum

degree ∆ then it contains an induced subgraph H on at least n − g1(k)
√

∆

vertices, such that H has k vertices of the same degree at least ∆(H)− g2(k).

2. Notation and preliminaries

Our notation is mostly standard. We need to introduce the following

defintions. Let n be an integer and A1 ∪ A2 ∪ . . . ∪ At be a partition of the

set {1, 2, . . . , n} into t sets. Moreover, let r1 > r2 > r3 > . . . > rt be a strictly

decreasing sequence of non-negative integers. We shall say that a multiset A

consisting of subsets of [n] is an (r1, r2, . . . , rt)-uniform cover of {1, 2 . . . , n} if

for every i ∈ {1, . . . , t} and j ∈ Ai, we have |{A ∈ A : j ∈ A}| = ri. Note that

in a multiset we allow repetitions.
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We call an (r1, r2, . . . , rt)-uniform coverA of {1, 2, . . . , n} = A1∪A2∪. . .∪At
irreducible if there is no proper (r′1, . . . , r

′
t)-uniform cover B ⊂ A, for some

strictly decreasing sequence of non-negative integers r′1 > r′2 > . . . > r′t.

Given a uniform cover A of {1, 2, . . . , n} and a subset B ⊆ {1, 2, . . . , n} we

define wA(B) to be the number of times B appears in A.

As usual, we write R(k) (see e.g. [23]) for the two coloured Ramsey number,

the least integer n such that in any two colouring of the edges of the complete

graph on n vertices, there is a monochromatic Kk.

Finally, in order to prove our main theorem, we make use of the following

Theorem of Caro, Shapira and Yuster, appearing in [35] from 2013.

Theorem 2.1. For positive integers r, d, q, the following holds. Any sequence

of n ≥ (dq/re+ 2)(2rd+ 1)d elements of [−r, r]d whose sum, denoted by z, is in

[−q, q]d contains a subsequence of length at most (dq/re+ 2)(2rd+ 1)d whose

sum is z.

Indeed, Caro et al proof of Theorem 2.1 is inspired by a similar idea used by

Alon and Berman in [9]. The idea relies on a clever application of the following

beautiful theorem due to Sevast’janov [91].

Theorem 2.2 (Sevast’janov). Let V be any d-dimensional space normed

space. Suppose v1, . . . , vn ∈ V where ‖vi‖ ≤ 1 and
∑n

i=1 vi = 0. Then there is

a permutation α on {1, . . . , n} such that for all j = 1, . . . , n,∥∥∥∑j
i=1 vα(i)

∥∥∥ ≤ d.

3. Proof of the main result

In this section, we shall prove Theorem 1.2. To do so, we use two lemmas.

Lemma 3.1. For all n ∈ N, there exists f(n) such that for any 1 ≤ t ≤ n

and any partition of {1, 2, . . . , n} into t sets A1, A2, . . . , At, every (r1, r2, . . . , rt)-

uniform cover A of {1, 2, . . . , n} contains a proper (r′1, r
′
2, . . . , r

′
t)-uniform sub-

cover B ⊂ A with r′1 ≤ f(n).
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Proof. We will show there are only finitely many irreducible covers. For

otherwise, let us assume there exists an infinite sequence {Bi}i∈N of irreducible

uniform covers. Since there are only finitely many partitions of {1, 2, . . . , n},

we may pass to an infinite subsequence {Bli}i∈N of uniform covers of the same

partition of {1, 2, . . . , n}. Now, choose A ⊆ {1, 2, . . . , n} and consider the

sequence of non-negative integers {wBli
(A)}i∈N, clearly it must contain an

infinite non-decreasing subsequence wBli1
(A) ≤ wBli2

(A) ≤ . . .. We restrict our

attention to this subsequence of the uniform covers Bli1
, Bli2

, . . . and iteratively

apply the same argument for the remaining subsets of {1, 2, . . . , n}, always

passing to a subsequence of the previous sequence of uniform covers. After

we have done it for every subset of {1, 2, . . . , n}, we must end up with two

distinct irreducible uniform covers (actually an infinite sequence) A,B for which

wA(F ) ≤ wB(F ) for every F ⊆ {1, 2, . . . , n}. This implies A ⊆ B, which is a

contradiction. Take f(n) to be the maximum r1 over all irreducible uniform

covers of {1, 2, . . . , n}. �

Lemma 3.2. For every n ∈ N, there exists f(n) such that the following

holds. Let G = (A,B) be a bipartite graph with A = {x1, x2, . . . , xn}. Then

there exists a subset W ⊆ V (B) of size at most n · f(n) = f ′(n), such that the

induced bipartite graph G′ = G[A, (B \W )] has the property that

if dG(xi) > dG(xj), then dG(xi)− dG′(xi) > dG(xj)− dG′(xj).

Proof. Partition A into A1, . . . , At, so that two vertices belong to the

same part if they have the same degree. Let ri be the degree of the vertices in

Ai. We may assume that r1 > r2 > · · · > rt. The lemma follows as a corollary

of Lemma 3.1. Indeed, for every vertex w ∈ B, let Aw ⊆ {1, 2, . . . , n} such

that i ∈ Aw if xi is a neighbour of w in G. Note that A = {Aw : w ∈ B}

is an (r1, r2, . . . , rt)-uniform cover of {1, 2, . . . , n}. Applying now Lemma 3.1,

we can find a (r′1, r
′
2, . . . , r

′
t)-uniform sub-cover B ⊆ A with r′1 ≤ f(n). Let

W = {w ∈ B : Aw ∈ B} and G′ = G[A, (B \ W )]. It is easy to see that
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|W | ≤ n · f(n) and that the property is satisfied by the definition of uniform

cover. �

Given a positive integer k, and a graph G with the vertex set {x1, . . . , xn}

such that d(x1) ≥ · · · ≥ d(xn), we let rk(G) := ∆(G)− dG(xk) be the difference

between the maximum degree and the degree of vertex xk.

Theorem 3.3. For every positive integer k, there exists h(k) such that the

following holds. If G is a graph on n vertices with maximum degree ∆ then it

contains an induced subgraph H on at least n− (h(k) + k)
√

∆ vertices, such

that rk(H) ≤ h(k) · k.

Proof of Theorem 3.3. The proof consists of two parts. Firstly, we show

that we can remove at most k
√

∆ vertices from G so that in the remaining

graph H ′ we have rk(H
′) ≤

√
∆. Then we iteratively apply Lemma 3.2 (at

most
√

∆ times) in order to obtain an induced subgraph H of H ′ on at least

n− (h(k) + k)
√

∆ vertices such that rk(H) ≤ h(k) · k. We may take h(k) to

be f ′(k) from Lemma 3.2.

We start with the first part of the proof.

Claim 3.4. There is an induced subgraph H ′ of G on at least n − k
√

∆

vertices such that rk(H
′) ≤
√

∆.

The idea is to keep removing some k vertices of highest possible degrees

and observe that the maximum degree on the induced remaining graph must

have decreased considerably. Indeed, consider the following procedure. Let

G0 = G and suppose that G0 ⊃ · · · ⊃ Gi have been defined. If Gi does not have

the required property then, let Gi+1 be obtained from Gi by removing some k

vertices with largest degrees in Gi. Notice that ∆(Gi+1) ≤ ∆(Gi)−
√

∆ since,

by assumption, there were at most k vertices in Gi having degrees in the range

[∆(Gi),∆(Gi) −
√

∆]. Also |Gi+1| = |Gi| − k. Observe that the procedure

will stop after at most
√

∆ steps, as otherwise the obtained graph would have

maximum degree 0. Since |Gi| ≥ n− i · k we have that |H ′| ≥ n− k
√

∆.
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We now proceed to the second part of the proof and iteratively apply

Lemma 3.2. In each step, we remove at most h(k) vertices from H ′ while

decreasing the value of rk and we stop when rk is at most k ·h(k). Let H0 = H ′

and suppose that H0, . . . , Hi have already been defined. If rk(Hi) ≤ k ·h(k) then

we are done, so we may assume that rk(Hi) > k ·h(k). Let A = {x1, . . . , xk} be

a set of k vertices with the largest degrees in Hi and write B for Hi\A. Without

loss of generality we may assume that dHi
(x1) ≥ · · · ≥ dHi

(xk). Since rk(Hi) ≥

k · h(k) there must exist l ∈ {2, . . . , k} such that dHi
(xl) > dHi

(xl−1) + h(k).

Now consider the bipartite subgraph K = Hi[A,B]. By Lemma 3.2, with

G = K and n = k, we can remove a set W ⊂ B of at most f ′(k) = h(k) vertices

from B, and obtain K ′ = Hi[A, (B \W )] such that

for any x, y ∈ A, if dK(x) < dK(y) then dK(x)−dK′(x) < dK(y)−dK′(y) (4)

Let Hi+1 = Hi \W (hence |Hi+1| ≥ |Hi| − |W | ≥ |Hi| − h(k)). The following

claim asserts that the above procedure will stop after at most
√

∆ steps.

Claim 3.5. rk(Hi+1) < rk(Hi).

Let z be a vertex with the maximum degree and w a vertex with the k’th

largest degree in Hi+1. Observe that z = xt for some t ≥ l and dHi+1
(w) ≥

dHi+1
(xs) for some s < l. First, notice that dHi

(xt) − dHi
(xs) ≤ dHi

(x1) −

dHi
(xk) = rk(Hi). Hence, rk(Hi+1) = dHi+1

(z) − dHi+1
(w) ≤ dHi+1

(xt) −

dHi+1
(xs) < dHi

(xt)−dHi
(xs) ≤ rk(Hi), where the strict inequality follows from

(4) since dK(xt) > dK(xs).

As in each iteration the value of rk decreases, we must stop after at most

rk(H
′) =
√

∆ steps thus getting an induced subgraph H ⊂ H ′ with rk(H) ≤

k · h(k) and |H| ≥ |H ′| − h(k)
√

∆ ≥ n− (h(k) + k)
√

∆. �

We are now ready to conclude the proof of our main Theorem.

Proof of Theorem 1.2. Firstly, we apply Theorem 3.3 with k = R(k) to

find a large induced subgraph G′ ⊂ G of order at least n′ ≥ n − (h(R(k)) +

118



R(k))
√

∆ and with vertex set {x1, . . . , xn′} where d(x1) ≥ d(x2) ≥ · · · ≥ d(xn′)

and d(x1) − d(xR(k)) ≤ h(R(k)) ·R(k) = M . We should point out from now

on, our approach is the same as in the proof of Theorem 1.1 in [35].

By the definition of R(k) we can find a set S of k vertices in
{
x1, . . . , xR(k)

}
that induces either a complete graph or an independent set.

Without loss of generality, assume that S = {vn′−k+1, . . . , vn′} and V (G) \

S = {v1, . . . , vn′−k}. Let e(vi, vj) be equal to 1 if there is an edge between vi and

vj , and 0 otherwise. We construct a sequence X of n′− k vectors w1, . . . , wn′−k

in [−1, 1]k−1 as follows. The coordinate j of wi is e(vn′−k+j, vi)− e(vn′ , vi) for

i = 1, . . . , n′−k and j = 1, . . . , k−1. It is clear that e(vn′−k+j, vi)−e(vn′ , vi) ∈

[−1, 1] as required. Consider the sum of all the j’th coordinates,

n′−k∑
i=1

(e(vn′−k+j, vi)− e(vn′ , vi)) =
n′−k∑
i=1

e(vn′−k+j, vi)−
n′−k∑
i=1

e(vn′ , vi)

= (d(vn′−k+j)− a)− (d(vn′)− a) = d(vn′−k+j)− d(vn′)

≤M,

where a = k − 1 if G′[S] is complete, and a = 0 otherwise. Hence,

z =
n′−k∑
i=1

wi ∈ [−M,M ]k−1.

By Theorem 2.1, with d = k − 1 and q = M , there is a subsequence of X

of size at most (M + 2)(2k − 1)k−1 whose sum is z. Deleting the vertices of G′

corresponding to the elements of this subsequence results in an induced subgraph

H ⊂ G′ in which all the k vertices of S have the same degree of order at least

∆(H) −
(
M + (M + 2)(2k − 1)k−1

)
. Choosing g1(k) = g2(k) = h(R(k))(4k)k

we conclude the theorem. �
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4. Concluding remarks

In the previous section, we proved that every graph contains a large induced

subgraph with at least k vertices having the same degree of order almost

the maximum degree. Note that Theorem 1.2 is sharp up to the size of the

functions g1(k) and g2(k). Indeed, there are graphs for which one needs to

remove ”roughly” k
2

√
∆ vertices to force the remaining subgraph to have k

vertices with the same degree ”near” the maximum degree. For any k and ∆,

let G∆ be the disjoint union of the stars K1,n1 , . . . , K1,nt , where ni = i ·
√

∆,

for i ∈
{

1, . . . , t =
√

∆
}

and let G∆
k to be the disjoint union of k/2 copies of

G∆. It is easy to see that, for any constant D, one needs to remove at least

k
2

√
∆ − k

2
D vertices from G∆

k in order to obtain an induced graph H with k

vertices of the same degree of order at least ∆(H)−D.

Whether removing C(k)
√

∆ vertices is enough to force the remaining in-

duced subgraph to have at least k vertices of exactly maximum degree remains

an interesting open question.
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CHAPTER 8

Majority colourings of digraphs

1. Introduction and theorems

For a natural number k ≥ 2, a 1
k
-majority colouring of a digraph is a

colouring of the vertices such that each vertex receives the same colour as

at most 1/k proportion of its out-neighbours. We say that a digraph D is

1
k
-majority m-colourable if there exists a 1

k
-majority colouring of D using m

colours. The following natural question was recently raised by Kreutzer, Oum,

Seymour, van der Zypen and Wood [74].

Question 1.1. Given k ≥ 2, determine the smallest number m = m(k)

such that every digraph is 1
k
-majority m-colourable.

In particular, they asked whether m(k) = O(k). Let us first observe that

m(k) ≥ 2k − 1. Consider a tournament on 2k − 1 vertices where every vertex

has out-degree k − 1. Any 1
k
-majority colouring of this tournament must be a

proper vertex-colouring, and hence it needs at least 2k − 1 colours. Conversely,

we prove that m(k) ≤ 2k.

Theorem 1.2. Every digraph is 1
k
-majority 2k-colourable for all k ≥ 2.

This is an immediate consequence of a result of Keith Ball (see [32]) about

partitions of matrices. We shall use a slightly more general version proved by

Alon [8].

Lemma 1.3. Let A = (aij) be an n× n real matrix where aii = 0 for all i,

and aij ≥ 0 for all i 6= j, and
∑

j aij ≤ 1, for all i ∈ {1, 2, . . . , n}. Then, for

every positive integer t and all positive reals c1, . . . , ct whose sum is 1, there is
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a partition of {1, 2, . . . , n} into t pairwise disjoint sets S1, S2, . . . , St, such that

for every r, 1 ≤ r ≤ t and every i ∈ Sr,
∑

j∈Sr
aij ≤ 2cr.

Proof of Theorem 1.2. Let D be a digraph on n vertices with vertex set

{v1, v2, . . . , vn} and write d+(vi) for the out-degree of vi. Let A = (aij) be an

n × n matrix where aij = 1
d+(vi)

if there is a directed edge from vi to vj and

aij = 0 otherwise. We apply Lemma 1.3 with t = 2k and ci = 1
2k

for 1 ≤ i ≤ 2k

obtaining a partition of {1, 2, . . . , n} into sets S1, S2, . . . , S2k, such that for

every r, 1 ≤ r ≤ 2k and every i ∈ Sr,
∑

j∈Sr
aij ≤ 1

k
. Equivalently, the number

of out-neighbours of vi that have the same colour as vi is at most d+(vi)
k

where

the colouring of D is defined by the partition S1 ∪ S2 ∪ · · · ∪ S2k. �

Question 1.1 has now been reduced to whether m(k) is 2k − 1 or 2k.

Question 1.4. Is every digraph 1
k
-majority (2k − 1)-colourable?

Surprisingly, this is open even for k = 2. Kreutzer, Oum, Seymour, van der

Zypen and Wood [74] gave an elegant argument showing that every digraph is

1
2
-majority 4-colourable and they conjectured that m(2) = 3.

Conjecture 1.5. Every digraph is 1
2
-majority 3-colourable.

We provide evidence for this conjecture by proving that tournaments are

almost 1
2
-majority 3-colourable.

Theorem 1.6. Every tournament can be 3-coloured in such a way that

all but at most 205 vertices receive the same colour as at most half of their

out-neighbours.

Proof of Theorem 1.6 . The proof relies on an observation that in a

tournament T , the set Si = {x ∈ V (T ) : 2i−1 ≤ d+(x) < 2i} has size at most

2i+1. Indeed, the sum of the out-degrees of the vertices of Si is at least
(|Si|

2

)
, the

number of edges inside Si. On the other hand, this sum is at most (2i − 1)|Si|

by the definition of Si. Therefore,
(|Si|

2

)
≤ (2i−1)|Si| and hence, |Si| ≤ 2i+1−1.
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We proceed by randomly assigning one of three colours to each vertex

independently with probability 1/3. Given a vertex x, let Bx be the number

of out-neighbours of x which receive the same colour as x. We say that x is

bad if Bx > d+(x)/2. Trivially E(Bx) = d+(x)/3, and hence by a Chernoff-type

bound, it follows that, for x ∈ Si,

P(x is bad) = P(Bx > d+(x)/2) = P(Bx > (1 + 1/2)E(B(x)))

≤ exp

(
−(1/2)2

3
E(Bx)

)
= exp(−d+(x)/36) ≤ exp(−2i−1/36).

Notice that if i ≥ 10 then P(x is bad) ≤ 2−(2i−7). Let X denote the total

number of bad vertices. Since the vertices of out-degree 0 cannot be bad,

E(X) ≤
10∑
i=1

2i+1 exp(−2i−1/36) +
∑
i≥11

2i+12−(2i−7)

≤ 205 +
∑
i≥11

2−i+8 < 205 +
1

4
< 206.

Hence, there is a 3-colouring such that all but at most 205 vertices receive the

same colour as at most half of their out-neighbours.

�

Observe also that the exact same argument proves the following special

case of Conjecture 1.5.

Theorem 1.7. Every tournament with minimum out-degree at least 210 is

1
2
-majority 3-colourable.

We remark that Theorem 1.6 can be strengthened (205 can be replaced by

7) by solving a linear programming problem. Recall that the expected number

of bad vertices of out-degree at least 1024 is at most 1/4. We shall use linear

programming to show that the expected number of bad vertices of out-degree

less than 1024 is strictly less than 7.75. To do so, let Vi be the set of vertices of

out-degree i for i ∈ {1, . . . , 1024} and note that the expectation of the number

of bad vertices of degree at most 1024 is f(v1, . . . , v1024) =
∑1024

i=1 vipi where
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vi = |Vi| and pi =
∑i

j=d i+1
2
e
(
i
j

)
(1/3)j(2/3)i−j. As before, observe that the

number of vertices of degree less or equal than i is at most 2i + 1, therefore∑i
j=1 vi ≤ 2i+ 1.

Maximize: f(v1, . . . , v1024)

Subject to:
i∑

j=1

vj ≤ 2i+ 1, for i ∈ {1, . . . , 1024}

Subject to: vi ≥ 0, for i ∈ {1, . . . , 1024}

See 2 for the source code. Similarly, we can replace 210 in Theorem 1.7 by

55, by using the same linear program to show that the expected number of bad

vertices of out-degree in [55, 1023] is less than 3/4.

Let us now change direction to a more general concept of majority choos-

ability. A digraph is 1
k
-majority m-choosable if for any assignment of lists

of m colours to the vertices, there exists a 1
k
-majority colouring where each

vertex gets a colour from its list. In particular, a 1
k
-majority m-choosable

digraph is 1
k
-majority m-colourable. Kreutzer, Oum, Seymour, van der Zypen

and Wood [74] asked whether there exists a finite number m such that every

digraph is 1
2
-majority m-choosable. Anholcer, Bosek and Grytczuk [11] showed

that the statement holds with m = 4. We generalise their result as follows.

Theorem 1.8. Every digraph is 1
k
-majority 2k-choosable for all k ≥ 2.

Theorem 1.8 was independently proved by Fiachra Knox and Robert

Šámal [72]. We prove Theorem 1.8 using a slight modification of Lemma 1.3.

Lemma 1.9. Let A = (aij) be an n× n real matrix where aii = 0 for all i,

aij ≥ 0 for all i 6= j, and
∑

j aij ≤ 1 for all i. Then, for every m and subsets

L1, L2, . . . , Ln ⊂ N of size m, there is a function f : {1, 2, . . . , n} → N such

that, for every i, f(i) ∈ Li and
∑

j∈f−1(r) aij ≤
2
m

where r = f(i).

Proof of lemma. By increasing some of the numbers aij, if needed, we

may assume that
∑

j aij = 1 for all i. We may also assume, by an obvious
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continuity argument, that aij > 0 for all i 6= j. Thus, by the Perron-Frobenius

Theorem, 1 is the largest eigenvalue of A with right eigenvector (1, 1, . . . , 1) and

left eigenvector (u1, u2, . . . , un) in which all entries are positive. It follows that∑
i uiaij = uj. Define bij = uiaij, then

∑
i bij = uj and

∑
j bij = ui

(∑
j aij

)
=

ui.

Let f : {1, 2, . . . , n} → N be a function such that f(i) ∈ Li and f minimises

the sum
∑

r∈N
∑

i,j∈f−1(r) bij. By minimality, the value of the sum will not

decrease if we change f(i) from r to l where l ∈ Li. Therefore, for any

i ∈ f−1(r) and l ∈ Li, we have∑
j∈f−1(r)

(bij + bji) ≤
∑

j∈f−1(l)

(bij + bji).

Summing over all l ∈ Li, we conclude that

m
∑

j∈f−1(r)

(bij + bji) ≤
∑

j∈f−1(Li)

(bij + bji) ≤
n∑
j=1

(bij + bji) = 2ui.

Hence,
∑

j∈f−1(r) uiaij =
∑

j∈f−1(r) bij ≤
∑

j∈f−1(r)(bij + bji) ≤ 2ui
m

. Dividing by

ui, the desired result follows. �

Proof of Theorem 1.8. The proof is the same as that of Theorem 1.2,

using Lemma 1.9 instead of Lemma 1.3. �

In fact, the same statement also holds when the size of the lists is odd.

Corollary 1.10. Every digraph is 2
m

-majority m-choosable for all m ≥ 2.

This statement generalises a result of Anholcer, Bosek and Grytczuk [11]

where they prove the case m = 3 which says that, given a digraph with colour

lists of size three assigned to the vertices, there is a colouring from these

lists such that each vertex has the same colour as at most two thirds of its

out-neighbours.

We have established that the 1
k
-majority choosability number is either 2k−1

or 2k. Let us end this chapter with an analogue of Question 1.4.
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Question 1.11. Is every digraph 1
k
-majority (2k − 1)-choosable?

2. Code for the linear program

We used the toolkit [1] to solve the linear program, using the following

source code.

param N := 1024 ;

param comb ’n choose k ’ {n in 0 . .N, k in 0 . . n} :=

i f k = 0 or k = n then 1 e l s e comb [ n−1,k−1] + comb [ n−1,k ] ;

param prob ’ p robab i l i t y ’ {n in 0 . .N} :=

sum{k in ( f l o o r (n /2 )+1) . . n} comb [ n , k ] ∗ ( (1/3)ˆ k ) ∗ ( ( 2/3 )ˆ ( n−k ) ) ;

var x { 1 . .N} , i n t ege r , >= 0 ;

sub j e c t to c o n s t r a i n t { i in 1 . .N} : sum{ j in 1 . . i } x [ j ] <= 2∗ i +1;

maximize expec ta t i on : sum{ i in 1 . .N} x [ i ]∗ prob [ i ] ;

s o l v e ;

end ;
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CHAPTER 9

Highly linked tournaments

1. Introduction

Given a positive integer k, a graph is said to be k-linked if for any two

disjoint sets of vertices {x1, . . . , xk} and {y1, . . . , yk} there are vertex disjoint

paths P1, . . . , Pk such that Pi joins xi to yi for i = 1, . . . , k. Clearly, k-linkedness

is a stronger notion than k-connectivity for graphs with at least 2k vertices.

But how much stronger is it? Larman and Mani [76] and Jung [66] showed

that there is an f(k) such that any f(k)-connected graph is k-linked. They

based their result on a theorem of Mader [80], which implies that for any k,

any sufficiently connected graph contains a subdivision of a complete graph

on 3k vertices, and noticed that any 2k-connected graph containing such a

subdivision must be k-linked. Their proofs show that f(k) can be taken to be

exponential in k. Later, Bollobás and Thomason [25] proved that f(k) = 22k

will do.

The definitions of k-connectivity and k-linkedness carry over to directed

graphs. A directed graph is strongly connected if for any pair of distinct vertices

x and y there is a directed path from x to y, and is strongly k-connected if it

remains connected upon removal of any set of at most k − 1 vertices. In what

follows, we shall omit the use of the word ‘strongly’ with the understanding

that we always mean strong connectivity. A directed graph D is k-linked if for

any two disjoint sets of vertices {x1, . . . , xk} and {y1, . . . , yk} there are pairwise

vertex disjoint directed paths P1, . . . , Pk such that Pi has initial vertex xi and

terminal vertex yi for every i ∈ [k]. Thus, D is 1-linked if and only if it is

connected.
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Menger’s Theorem carries over in the directed case as well and asserts that

a directed graph is k-connected if and only if for any two distinct vertices x and

y there are k internally vertex disjoint directed paths from x to y. And finally,

the notion of k-linkedness is the same for directed graphs with the condition

that all paths must be directed.

Directed graphs exhibit quite different behaviour from undirected graphs

with respect to the relations they bear between connectivity and linkedness.

Indeed, Thomassen [104] constructed directed graphs with arbitrarily large

connectivity which are not even 2-linked. Since large connectivity does not

necessarily imply linkedness for general directed graphs, it is natural to consider

the situation for a restricted class of directed graphs, namely, tournaments.

A tournament is a complete graph where every edge has a unique direction.

Thomassen [103] proved that there is a g(k) such that every g(k)-connected

tournament is k-linked, where g(k) can be taken to be Ck!, for some absolute

constant C. Greatly improving Thomassen’s bound on g(k), Kühn, Lapinskas,

Osthus, and Patel [75] showed that one may take g(k) = 104k log k and still

ensure k-linkedness. They went on to conjecture that g(k) may be taken to

be linear in k. Pokrovskiy [87] resolved this conjecture by showing that any

452k-connected tournament is k-linked. Except for small values of k, an optimal

bound for g(k) is not known. Bang-Jensen [16] showed that any 5-connected

tournament is 2-linked, and there exists a family of 4-connected tournaments

which are not 2-linked. Moreover, it is easy to construct (2k − 2)-connected

tournaments with arbitrarily large out and in-degree which are not k-linked:

consider the blow up of a directed triangle with vertex sets A,B,C such that

|C| = 2k − 2 and A and B have size at least 2k.

Going back to undirected graphs for a moment, if some density conditions

are assumed on the graph, then Bollobás and Thomason’s 22k can be taken

all the way down to 2k, since Mader [80] proved that a graph with sufficiently

large average degree contains a subdivision of a complete graph of order 3k.

Note that 2k is close to the theoretical minimum connectivity in any k-linked
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graph (a k-linked graph is necessarily (2k − 1)-connected). Recently, Thomas

and Wollan [99] showed that any 2k-connected graph with average degree

at least 10k is k-linked, greatly reducing the bound on the required average

degree. Motivated by this result, Pokrovskiy [87] conjectured that a similar

phenomenon should occur for tournaments with a natural ‘density’ condition:

high minimum out-degree and in-degree. In particular, he conjectured that

there is a function f : N → N such that any 2k-connected tournament with

minimum out and in-degree at least f(k) is k-linked. Here is our main result,

which solves Pokrovskiy’s conjecture within a factor of two on the connectivity

bound.

Theorem 1.1. For every positive integer k there exists f(k) such that every

4k-connected tournament T with δ+(T ) ≥ f(k) is k-linked.

We remark that we do not assume any lower bound on the minimum

in-degree.

Recall that the complete directed graph
−→
K k is the directed graph on k

vertices where, for every pair x, y of distinct vertices, both xy and yx are

present. In order to prove Theorem 1.1 we shall show that large minimum

out-degree allows us to embed subdivisions of the complete directed graph
−→
K k.

As we mentioned earlier, Mader [80] showed that for any positive integer k

there is g(k) such that any graph with average degree at least g(k) contains

a subdivision of Kk. The following theorem can be viewed as an analogue

of Mader’s result for tournaments, replacing ‘average degree’ with ‘minimum

out-degree’, and may be of independent interest.

Theorem 1.2. For any positive integer k there exists a d(k) such that the

following holds. If T is a tournament with δ+(T ) ≥ d(k), then T contains a

subdivision of
−→
K k.

We remark that, as shown by Mader [81], this theorem does not hold if

we replace T by a general digraph. This fact also follows from a result of
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Thomassen [102], who showed that for every integer n there exist digraphs on

n vertices with minimum out-degree at least 1
2

log n which do not contain a

directed cycle of even length. But since any subdivision of
−→
K 3 must contain an

even directed cycle, these digraphs do not contain any subdivision of a complete

directed graph on at least 3 vertices.

In order to prove Theorem 1.1, we shall need a little more than Theorem 1.2.

Roughly speaking, we shall first embed in T a subdivided
−→
K k, and then attach

a few additional paths to it (see Section 3).

2. Organization and notation

The remainder of this chapter is organized as follows. In Section 3, we prove

Theorem 1.2 which allows us to embed subdivisions of a complete directed

graph and related structures in tournaments with high minimum out-degree.

In Section 4, we shall prove one preparatory lemma and then finish our proof

of Theorem 1.1. Our final section concludes with some open problems.

Our notation is standard. Thus, for a directed graphD we useN+(x), N−(x),

and d+(x), d−(x) to denote the out-neighbourhood, in-neighbourhood and out-

degree, in-degree of a vertex x, respectively. We use δ+(D) to denote the

minimum out-degree of D. A directed path P = x1 . . . x` in D is a sequence of

distinct vertices such that xixi+1 is an edge for every i = 1, . . . , `− 1. We call

x1 the initial vertex and x` the terminal vertex of P . The length of P is the

number of its directed edges. We say that P is internally disjoint from some

subset X ⊂ V (D) if ` ≥ 3 and {x2, . . . , x`−1}∩X = ∅. If A and B are subsets

of V (D), then we shall write A→ B if every edge with one endpoint in A and

the other endpoint in B is directed from A to B. Lastly, if P is a family of

directed paths in a digraph, then we use
⋃
P to denote the set

⋃
P∈P V (P ).

3. Embedding a subdivided complete directed graph

The first proof of the result that graphs with sufficiently large connectivity

are k-linked use a result of Mader, which allows one to embed a subdivision
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of a complete graph in a graph with sufficiently large average degree. Our

proof of Theorem 1.1 follows a similar strategy. In order to proceed, we need

a directed analogue of Mader’s result for tournaments: we prove this in the

present section. We shall use the following simple lemma of Lichiardopol [78]

(independently rediscovered by Havet and Lidický [61]). We include a short

proof for convenience of the reader.

Lemma 3.1. Every tournament with minimum out-degree at least k has a

subtournament with minimum out-degree k and order at most 3k2.

Proof. Let T be a tournament with minimum out-degree at least k, and

let T ′ be a vertex-minimal subtournament of T such that δ+(T ′) ≥ k. Denote

by L the collection of vertices in T ′ with out-degree k in T ′, and let |T ′| = t and

|L| = `. By minimality, for every vertex v ∈ T ′ we have δ+(T ′ \ {v}) ≤ k − 1.

Hence, every vertex in T ′ \L has an in-neighbour in L, and so there are at least

t− ` edges from L to T ′ \ L. On the other hand, the number of such edges is

exactly

`k −
(
`

2

)
,

and so t− ` ≤ `k − `2/2 + `/2. It follows that

`2 − `(2k + 3) + 2t ≤ 0,

implying the bound (2k+ 3)2− 8t ≥ 0. In other words, t ≤ 1
8
(2k+ 3)2, so since

t must be an integer we get t ≤ 1
8
((2k + 3)2 − 1) = k2/2 + 3k/2 + 1 ≤ 3k2, as

required.

�

We are now ready to prove Theorem 1.2. In the following, for a positive

integer k and nonnegative integer m ≤ 2
(
k
2

)
, an m-partial

−→
K k is any spanning

subdigraph of
−→
K k with precisely m directed edges present. Our proof shows

that we can find a subdivision of
−→
K k by inductively finding subdivisions of

m-partial
−→
K k’s for each m ≤ 2

(
k
2

)
.
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Proof of Theorem 1.2. For a positive integer k and nonnegative integer

m ≤ 2
(
k
2

)
, let d(k,m) denote the smallest positive integer such that any

tournament with δ+(T ) ≥ d(k,m) contains a subdivision of an m-partial

complete directed graph on k vertices. We shall show that if m < 2
(
k
2

)
, then

d(k,m+ 1) ≤ 7d(k,m)2. We use induction on k, and for each fixed k, induction

on m. For k = 1 there is nothing to show and we can take d(1, 0) = 1. So let

us assume k ≥ 2 is given and that we can embed a subdivision of an m-partial
−→
K k in any tournament with minimum out-degree at least d(k,m), and let T

be a tournament with δ+(T ) ≥ 7d(k,m)2.

Claim 3.2. We may assume that there is a subdivision of an m-partial
−→
K k

contained in the out-neighbourhood of some vertex of T , and which spans at

most 3d(k,m)2 vertices.

Since certainly we have δ+(T ) ≥ d(k,m), by Theorem 3.1 we may find a

subtournament T ′ of size at most 3d(k,m)2 and with minimum out-degree at

least d(k,m). By induction we may embed in T ′ a subdivision of an m-partial
−→
K k. Denote this subdivision by K. We wish to add a missing directed edge,

say xy. In other words, we must find a directed path from x to y in T such this

path is internally disjoint from V (K). Let T ′′ = T \ T ′ and partition it into

strongly connected subtournaments T ′′ = S1 ∪ · · · ∪ S` such that Si → Sj for

all 1 ≤ i < j ≤ ` (unless, of course, T ′′ itself is strongly connected). Observe

that since d+(x) ≥ 7d(k,m)2 and |T ′| ≤ 3d(k,m)2, we have that x has an

out-neighbour in T ′′. Therefore, if some vertex of S` is joined to y we are done,

as we can find a directed path from x to y outside of T ′. So we may assume

that S` ⊆ N+(y). Now, as |T ′| ≤ 3d(k,m)2 and no vertex of S` is joined to any

vertex of Si for i < `, we have that

δ+(S`) ≥ 7d(k,m)2 − 3d(k,m)2 ≥ d(k,m),

Applying Theorem 3.1 to S`, we find a subtournament S ⊆ S` such that

δ+(S) ≥ d(k,m) and with size at most 3d(k,m)2. It follows by induction that

132



we may embed a subdivision of anm-partial
−→
K k in S. But since S ⊆ S` ⊆ N+(y)

and |S| ≤ 3d(k,m)2, the claim holds.

By Claim 3.2, choose a vertex z with the smallest possible minimum out-

degree satisfying the property that there is a subdivision of an m-partial
−→
K k

contained in N+(z) spanning at most 3d(k,m)2 vertices. Denote by N the

out-neighbourhood of z and Kz the subdivision with Kz ⊆ N . We wish to add

one more directed edge to this subdivision, say uv with u, v ∈ Kz. From N

remove all vertices of Kz except for u and v and call this set N ′. If T [N ′] is

strongly connected then we are done; otherwise, partition T [N ′] into strongly

connected subtournaments, say T [N ′] = S ′1 ∪ · · · ∪ S ′t where S ′i → S ′j for

all 1 ≤ i < j ≤ t. Suppose that some vertex w ∈ S ′t is joined to a vertex

w′ ∈ N−(z). Then since there is a directed path P from u to w in T [N ′] we

have that uPww′zv is a directed path from u to v which avoids Kz \ {u, v}.

Hence we may assume that every vertex of N−(z) dominates S ′t. But then,

since |Kz| ≤ 3d(k,m)2 and there are no edges from S ′t to S ′i for i < t, one

has that δ+(S ′t) ≥ 7d(k,m)2 − 3d(k,m)2 = 4d(k,m)2. So we can repeat the

argument in Claim 3.2 to S ′t with minimum out-degree 4d(k,m)2 instead of

7d(k,m)2 (observe that we need 4d(k,m)2−3d(k,m)2 ≥ d(k,m) to hold, which

is clearly true). Accordingly, there is a vertex q ∈ S ′t such that N+(q) contains

a subdivision of an m-partial
−→
K k spanning at most 3d(k,m)2 vertices. However,

since
⋃
i<t S

′
i 6= ∅ (as T [N ′] is not strongly connected), and q is not joined to

any vertex of
⋃
i<t S

′
i ∪N−(z), we have d+(q) < d+(z), a contradiction to the

minimality of z. This completes the proof of Theorem 1.2, as we may take

d(k) = d(k, 2
(
k
2

)
). �

In fact, we need to embed a slightly more complicated structure in T .

In particular, we shall need to attach a few special paths to our subdivided

complete directed graph. Say a subdivision S is minimal in a tournament T

if all of its paths have minimal length. This implies that every path in S is

backwards transitive, i.e if x1 . . . xt is a path in S between branch vertices, then

xixj /∈ E(T ) whenever i ∈ [t − 2] and i + 1 < j. Let Kmin
r denote a minimal
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subdivision of a
−→
K r. Since any subdivision of

−→
K r contains a minimal subdivision,

Theorem 1.2 allows us to find a Kmin
r in tournaments with sufficiently large

out-degree. If U denotes the set of branch vertices of this subdivision, then

for every u, v ∈ U , Kmin
r consists of directed paths Puv, Pvu going from u to v

and from v to u, respectively. Since T is a tournament and Kmin
r is minimal,

precisely one of these paths is a directed edge.

Now we define our augmented subdivision, denoted by K∗r , as follows. Let

K denote a copy of Kmin
r in T . The branch vertices of K∗r are precisely the

branch vertices of K; denote this set by U . We form K∗r by adding a collection

L of special ‘loop’ paths in the following manner. For each pair u, v ∈ U , if,

say, Puv is the path between u and v in K of length at least two, then each of

u and v has an associated directed path from L: one directed path Luuv going

from the second vertex of Puv to u, and another directed path Lvuv going from

v to the penultimate vertex of Puv; we require that these paths are internally

disjoint from V (K). We also impose that the paths in L are minimal and hence

backwards transitive. For u ∈ U , we let Lu denote the collection of paths in L

which contain u. Note that K∗r and Kmin
r really denote families of subdigraphs

which depend on the underlying tournament T . When we speak of ‘a K∗r ’ we

really mean ‘a member of K∗r in T ’; we hope this usage of notation does not

cause confusion, but we think that it is simpler. Now the proof of the existence

of a K∗r follows exactly in the same way as the proof of Theorem 1.2, namely

by induction on the number of ‘loops’. We state it as a corollary and provide

only a sketch of the proof.

Corollary 3.3. For any positive integer k there exists a d∗(k) such that

the following holds. If T is a tournament with δ+(T ) ≥ d∗(k), then T contains

a K∗k.

(Sketch). Similarly as in Theorem 1.2, for a positive integer k and non-

negative integer m ≤ 2
(
k
2

)
, an m-partial K∗k is any minimal subdivision of

−→
K k with precisely m loop paths present. Let d∗(k,m) denote the smallest
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positive integer such that any tournament with δ+(T ) ≥ d∗(k,m) contains a

subdivision of an m-partial K∗k. We show, as before, that if m < 2
(
k
2

)
, then

d∗(k,m+ 1) ≤ 7d∗(k,m)2. For k = 1 there is nothing to show and we can take

d∗(1, 0) = 1. So assume k ≥ 2 is given. Then d∗(2, 0) exists by Theorem 1.2

(i.e., we can embed a subdivision of
−→
K 2 which contains a minimal such subdi-

vision). Thus let m ≥ 1 and suppose we can embed an m-partial K∗k in any

tournament with minimum out-degree at least d∗(k,m). Let T be a tournament

with δ+(T ) ≥ 7d∗(k,m)2. Then the same proof used to show Theorem 1.2 gives

that we may attach one more loop path, which we may assume has minimal

length. Therefore we can embed an (m+ 1)-partial K∗k in T , as claimed. �

4. Proof of the main theorem

In this section, we finish the proof of Theorem 1.1. The structure of the

proof is as follows. First, assuming the minimum degree of our tournament

is sufficiently large, we shall embed in T a copy S of K∗r where r = r(k) is

sufficiently large. If x1, . . . , xk, y1, . . . , yk are the vertices we want to link, then

we shall show that there exists a collection of k directed paths going from the

xi’s to the branch vertices of S, and a collection of k directed paths going

from the branch vertices of S to the yi’s, all of these paths being pairwise

vertex disjoint. Here we only use the assumption that T is 4k-connected (see

Lemma 4.1 below). Finally, we show that, provided one chooses these paths

appropriately, one can link each xi to yi by rerouting the paths through S.

The rerouting step is slightly more complicated than one might expect, and we

shall see that we do need the richer structure K∗r rather than just a subdivided

complete directed graph.

We need a small bit of terminology first before proceeding. If X and Y are

two disjoint sets of vertices in a directed graph, then we say that there is an

out-matching (resp., in-matching) of X to Y if there is a matching from X into

Y such that all matching edges are directed from X to Y (resp., directed from

Y to X).
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Lemma 4.1. Let T be a 4k-connected tournament. Suppose A,B ⊂ V (T )

are two disjoint subsets of size k, and let L ⊂ V (T ) be a set of 4k vertices

disjoint from A∪B. Then there are k directed paths from A to L, and k directed

paths from L to B, all these paths pairwise vertex disjoint and internally disjoint

from L.

Proof. Choose two disjoint subsets WA,WB disjoint from A∪B ∪L with

maximum size subject to the following properties:

• Every vertex in WA has at least 2k out-neighbours in L, and every

vertex in WB has at least 2k in-neighbours in L.

• There is an in-matchingMA from WA to A, and an out-matchingMB

from WB to B.

We shall assume, without loss of generality, that |WA| ≤ |WB|. Let A′

denote the set of |WA| vertices in A that are incident with an edge ofMA, and

let A′′ = A \A′. Let B′, B′′ denote the analogous sets of vertices in B. As T is

4k-connected, we can find pairwise vertex disjoint directed paths from some

k − |WB| vertices of L to B′′ avoiding A ∪WA ∪B′ ∪WB. Choose a collection

of such paths P which minimizes |
⋃
P|, and subject to that, maximizes the

number of paths whose second vertex has at least 2k in-neighbours in L.

Partition P into sets P ′,P ′′ where the former denotes the collection of paths in

P whose second vertex has at least 2k in-neighbours in L, and the latter denotes

the collection of remaining paths. Denote by X ′ the set of all second and third

vertices on paths in P ′, and denote by X ′′ the set of all first and second vertices

on paths in P ′′. Consider the set Y := A′ ∪WA ∪X ′ ∪X ′′ ∪B ∪WB and note

that we can bound the size of Y as

|Y | ≤ 2|WA|+ 3(k − |WB|) + 2|WB|.

We now find k − |WA| disjoint directed paths from the vertices in A′′ to some

subset of L, avoiding Y . This is possible since T is 4k-connected and

4k − |Y | ≥ 4k − (2|WA|+ 3(k − |WB|) + 2|WB|)
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= k − 2|WA|+ |WB| ≥ k − |WA|,

where the last inequality holds since we are assuming that |WA| ≤ |WB|.

Therefore, choose a collection Q of pairwise disjoint directed paths from A′′ to

L avoiding Y with |
⋃
Q| as small as possible. We claim that these new paths

do not intersect any path from P :

Claim 4.2. No path from Q intersects a path from P.

Suppose that some path Q ∈ Q intersects a path P ∈ P . Let P = x1 . . . xs

and Q = y1 . . . yt, and let LA = (
⋃
Q) ∩ L and similarly LB = (

⋃
P) ∩ L. We

consider two cases, according to whether P ∈ P ′ or P ∈ P ′′. Suppose first the

former holds, and let yi (i ≥ 2) be the first vertex of Q that intersects P . We

may assume that yi 6= x1; indeed, if yi = x1, then |LA ∪ LB| ≤ 2k − 1, and

since P ∈ P ′, we have that x2 has at least 2k in-neighbours in L. Therefore,

we may choose some in-neighbour x′ disjoint from LA ∪ LB and replace P

with P ′ := x′x2 . . . xs. Moreover, since the paths in Q avoid {x2, x3} we may

assume that yi = x4. Consider yi−1 and pick any vertex z ∈ L \ (LA ∪ LB).

If yi−1z ∈ E(T ), then we may replace Q with the shorter directed path

y1 . . . yi−1z, contradicting the minimality of |
⋃
Q|. So we have zyi−1 ∈ E(T ).

But then as long as i ≥ 3 we may replace P with the shorter path zyi−1x4 . . . xs,

contradicting the initial minimal choice of |
⋃
P|. It remains to consider when

i = 2. In this case, zy2 /∈ E(T ) for every z ∈ L \ (LA ∪ LB), since otherwise

we can replace P with a shorter directed path. Thus y2 has at least 2k out-

neighbours in L, and we can add y1y2 to the matching MA, a contradiction to

the maximality of this matching. It follows that P ∩Q = ∅ for P ∈ P ′.

So let us assume that P ∈ P ′′. Since the paths in Q avoid {x1, x2}, we

may assume in this case that yi = x3. The same argument as in the previous

paragraph shows that we may assume i ≥ 3 (otherwise, we obtain a larger

matching than MA). Also, as before, if z ∈ L \ (LA ∪ LB), then yi−1z /∈ E(T );

otherwise we can replace Q with the shorter path y1 . . . yi−1z. Hence yi−1 has at

least |L|−|LA∪LB| ≥ 2k in-neighbours in L. Choose one of these in-neighbours
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u (disjoint from LA ∪LB) and consider the path P ∗ := uyi−1x3 . . . xs. Then P ∗

has the same length as P and its second vertex has at least 2k in-neighbours

in L, so we could replace P with P ∗, contradicting the maximality of P ′.

Therefore, we must have P ∩Q = ∅, and the proof of Claim 4.2 is complete.

Armed with Claim 4.2, the proof of Lemma 4.1 is essentially complete.

Indeed, every vertex in WA has at least 2k out-neighbours in L, and so each of

these vertices has at least

2k − |LA ∪ LB| = |WA|+ |WB|,

out-neighbours in L \ (LA ∪ LB). So for each vertex in WA we may select a

distinct out-neighbour in L \ (LA ∪ LB). Then every vertex in WB has at least

|WB| in-neighbours from the remaining vertices of L, so we can pick a distinct

in-neighbour for every vertex of WB. The paths of length 2 using vertices of

WA ∪WB together with P and Q form the required collection of paths. �

We can now finish the proof of Theorem 1.1.

Proof of Theorem 1.1. Let k ≥ 2 be an integer and let f(k) := d∗(12k2)+

2k, where d∗ : N→ N is the function provided by Corollary 3.3. Suppose that

T is a 4k-connected tournament with minimum out-degree at least f(k), and

let X = {x1, . . . , xk}, Y = {y1, . . . , yk} be two disjoint k-sets of vertices. We

wish to find pairwise vertex disjoint directed paths going from xi to yi for each

i ∈ [k]. Remove X ∪ Y from T ; the tournament induced on V (T ) \ (X ∪ Y )

has minimum out-degree at least d∗(12k2), so by Corollary 3.3 we may embed

in T a K∗12k2 disjoint from X ∪ Y . Denote this subdivision by S. We shall use

the same notation as in Section 3, namely, U denotes the branch vertices of S,

K denotes the underlying minimal subdivision of
−→
K 12k2 composed of minimal

paths Puv, Pvu for every pair of branch vertices u, v ∈ U , and L denotes the

collection of minimal paths attached to K. We call a path of S any path Puv

between branch vertices of length at least 2, and any member of L. We consider

the following edges to belong to the structure S:
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• The edges belonging to paths in K, except the paths of length one.

• The edges belonging to paths in L.

• For every pair u, v ∈ U , every edge in T between {u, v} and V (Puv) ∪

V (Pvu).

• For every u ∈ U , every edge in T between u and
⋃
Lu.

We denote the set of edges of S by E(S). For example, whenever we speak

of distances in S, we insist that they are computed using only these directed

edges. Let P and Q be any two collections of pairwise disjoint directed paths

such that every path in P goes from U to Y , every path in Q goes from X to

U , and all of these paths are internally vertex disjoint from U ; by Lemma 4.1,

such collections exist. We say that a pair (u, x) ∈ U × V (S) is at in-distance d

in S if d is the smallest integer such that there is a directed path P ′ of length

d using only edges of S, and such that P ′ goes from u to x. We shall also

sometimes say that x has in-distance d in S from u. Similarly, we say that

(u, x) ∈ U ×V (S) is at out-distance d in S if d is the smallest integer such that

there is a directed path Q′ of length d using only edges of S, and such that Q′

goes from x to u in S; we shall also sometimes say that x has out-distance d

in S from u. We denote in-distance by din(u, x) and out-distance by dout(u, x)

(where we have suppressed the dependence on S).

Observation 4.3. Let x ∈ V (S) \ U . Then x is at in-distance (or out-

distance) at least 3 from every vertex of U , except possibly the branch vertex

(or vertices) belonging to the path of S containing x.

Proof. If x ∈ V (S) \ U , then either x ∈ Puv for some u, v ∈ U or

x ∈ Luuv ∈ Lu (or possibly both). Let w ∈ U \ {u, v}. In order to get from w

to x using only edges of S, we must first reach either u or v. However, recall

that the single edge paths in K are not edges of S, so the path from w to u or

v in S has length at least 2. Therefore, x has in-distance at least 3 from w, as

required. A symmetric argument shows that the observation remains true with

‘out-distance’ instead of ‘in-distance’. �
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In the following, we shall always assume that any family F of directed paths

in T between X ∪ Y and U are internally disjoint from U . We also denote by

UF the set U ∩ (
⋃
F). Our first claim asserts that we may assume the paths

in one of the collections P , Q contains few vertices which are ‘close’ in S to a

vertex in U .

Lemma 4.4. We may choose either P or Q such that there are at most

8k2+4k vertices u ∈ U\UP (resp., U\UQ) with din(u, x) ≤ 2 (resp., dout(u, x) ≤

2) for some x ∈
⋃
P \ UP (resp., for some x ∈

⋃
Q \ UQ).

Proof. Apply Lemma 4.1 with A = X, B = Y , and L = U . Using the

proof and notation of Lemma 4.1, assume that |WX | ≤ |WY |. Then recall that

we may choose the paths from U to Y first minimally (with respect to the

number of vertices used) upon the removal of WX ∪WY , a set of at most 2k

vertices. Recall also that each such path which uses a vertex of WX ∪WY has

length two. Suppose there is a set U ′ ⊂ U \ UP of more than 8k2 + 4k vertices

such that for every u ∈ U ′ there is x ∈
⋃
P \ UP with din(u, x) ≤ 2. We claim

that this contradicts minimality. Indeed, by pigeonhole there is a set U ′0 ⊂ U ′

of size more than 8k + 4, and a path P ∈ P such that for each u ∈ U ′0 there is

some x ∈ P with din(u, x) ≤ 2. From Observation 4.3, it follows that for each

interior vertex v of P there are at most two vertices of U ′0 that are at in-distance

2 from v. Therefore P must have more than two edges so does not intersect

WX ∪WY . For each vertex u ∈ U ′0, pick some vertex vu ∈ P at in-distance

exactly 2 from u, and denote by D the set containing all such vertices vu. Note

that P contains at most one vertex at in-distance 1 from a vertex in U \ UP ,

as otherwise we may reroute P and obtain a shorter path avoiding WX ∪WY .

Using Observation 4.3 again, there is a set D′ of at least 1
2
(8k + 4) = 4k + 2

vertices in D corresponding to distinct vertices of U ′0. Let P = p0 . . . p`, where

p0 ∈ U and p` ∈ X, F := D′ \ {p1, p2}. For each pj ∈ F , we may choose vertex

disjoint directed paths ujmjpj of length 2 in S, where uj ∈ U ′0. Accordingly,

there are at least 4k ‘middle vertices’ mj , at least 2k of which are disjoint from

WX ∪WY ; let M denote the set of middle vertices disjoint from WX ∪WY .
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Now, suppose some mj ∈M does not intersect any path in P. Then we may

replace P with the path ujmjpjP , which is shorter and still avoids WX ∪WY ,

a contradiction. Thus, each middle vertex in M belongs to some member of P

and so by pigeonhole there is a path P ′ which contains at least two vertices

of M . But both of these vertices are at in-distance 1 from a vertex in U \ UP ,

which, as noted before, is a contradiction. Hence at most 8k2 + 4k vertices in

U \ UP have the stated property, as claimed. A symmetric argument shows

that we may choose Q with the stated property in the event that |WY | ≤ |WX |.

This completes the proof of the lemma. �

Suppose F is a collection of pairwise disjoint directed paths from U to Y

(internally disjoint from U), and let P = p0 . . . pt be any path in F . We call

the pairs (p0, p1) and (p0, p2) trivial if they have in-distance at most 2 in S;

any other pair with in-distance at most 2 is nontrivial. For a subset U ′ ⊆ U we

shall say that F is U ′-good if no nontrivial pair of vertices from U ′× (
⋃
F \ UF)

is at in-distance at most 2 in S. In particular, each path P ∈ F intersects U ′

in at most one vertex, namely its initial vertex. Suppose that F satisfies the

property stated in Lemma 4.4. Then we have the following:

Claim 4.5. There exists a subset U ′ ⊂ U \ UF of size at least 2k such that

F is U ′-good.

This follows immediately from the previous lemma. Indeed, remove from

U every vertex in UF and every vertex in U \ UF at in-distance at most 2 in

S from some vertex of
⋃
F \ UF ; let U ′ denote the remaining set of vertices.

By Lemma 4.4, we have removed at most 8k2 + 5k vertices. As |U | = 12k2 we

have |U ′| ≥ 12k2 − (8k2 + 5k) ≥ 2k, since k ≥ 2. Clearly F is U ′-good.

We shall assume without loss of generality that we may choose the paths

from U to Y with the property stated in Lemma 4.4. So the previous two

claims show that we may find collections of vertex disjoint directed paths P ,Q

which are internally disjoint from U and such that the paths in P go from U to

Y , the paths in Q go from X to U , and P is U ′-good for some U ′ ⊂ U \UP with
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|U ′| ≥ 2k. Conditioned on this, we assume that P ∪Q minimizes the number

of edges outside of S, and again conditioned on this, we take such a pair with

|
⋃
P|+ |

⋃
Q| as small as possible. Let U ′′ = U ′ \ UQ so that |U ′′| ≥ k and it

is disjoint from UP ∪ UQ; we may assume that U ′′ = {u1, . . . , uk} has precisely

k elements. We now show that one can reroute the paths in P ∪ Q through

U ′′ in order to create the desired paths linking xi to yi for each i ∈ [k]. Let

UP = {z1, . . . , zk} and UQ = {w1, . . . , wk} so that zi is the initial vertex in U

of the path Pi ∈ P with terminal vertex yi ∈ Y , and wi is the terminal vertex

in U of the path Qi ∈ Q with initial vertex xi ∈ X. Recall that for every pair

of branch vertices u, v ∈ U , Puv and Pvu denotes the path in K from u to v,

and from v to u, respectively. The following sequence of claims show that we

can control intersections of paths in P ∪Q with appropriate paths in S in order

to link each xi to yi.

Claim 4.6. Suppose some path Q ∈ Q intersects Luiwiui
∈ Lui, for some

i ∈ [k]. Let z be the first vertex of Luiwiui
in the intersection. Then one of the

following holds: z is the terminal vertex of Luiwiui
and z ∈ Qi, or z is the second

vertex of Luiwiui
.

Suppose z is not the second vertex of Luiwiui
. If z is an interior point of

Luiwiui
, then zui ∈ E(T ) by minimality of the path Luiwiui

. Note that if Q has

an edge which is not in E(S) after z then we have a contradiction: indeed

replacing Q with Qzui yields a collection of paths with fewer edges outside of

E(S). Otherwise, Q = Qi and it must use at least 2 edges after z, so we obtain

a contradiction to the minimality of |
⋃
P|+ |

⋃
Q| by rerouting the path as

before. Therefore, z must be the terminal vertex of Luiwiui
. Finally, z must

belong to Qi, otherwise we may similarly reroute Q through ui, decreasing the

number of edges used outside E(S).

Claim 4.7. No path in P intersects Pwiui. Moreover, if qi denotes the last

vertex in Pwiui which occurs as the intersection of some path in Q, then qi ∈ Qi.
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No path in P intersects {ui, wi}, so it suffices to show that no such path

intersects the interior of Pwiui . Therefore, we may assume that Pwiui has

length at least 2. Suppose first that some P ∈ P contains a vertex v in the

interior. Note that v must be the penultimate vertex of Pwiui . Otherwise,

uiv ∈ E(T )∩E(S) by the minimality of the subdivision K, and this contradicts

the fact that P is U ′-good. Consider the loop path L = Luiwiui
∈ Lui at ui

ending at v, and recall that the edges of L are edges of S. Let z be the first

vertex in Luiwiui
belonging to some path P ′ ∈ P: such a vertex and path exist

since we may take z = v and P ′ = P . Let L′ be the initial segment of the path

Luiwiui
ending at z.

Suppose first that no path in Q ∈ Q intersects L′, and replace P with

P ′′ = uiL
′zP ′. Since P ′ cannot intersect ui or wi it must have an edge which

is not in E(S) before z. It follows that P ′′ has fewer edges outside of S. This

is a contradiction to our choice of P ∪Q, provided P ′′ := (P \ {P ′}) ∪ {P ′′} is

U ′-good. To see this, observe that any vertex of L \ {v} is at in-distance at

least 3 from wi. Moreover, if wi ∈ U ′, and z = v (and hence P ′ = P ), then z is

also at in-distance at least 3 from wi. Accordingly, if wi ∈ U ′, then every vertex

of P ′′ is still at in-distance at least 3 from wi. By the minimality of L, every

vertex in the interior of L (except the second) is directed towards ui; thus, the

only vertices at in-distance at most 2 from ui are the second and third vertices

of L, say x and y, respectively. But the pairs (ui, x) and (ui, y) are trivial

pairs, and thus do not contradict U ′-goodness. Lastly, by Observation 4.3 every

vertex of P ′′ (except possibly ui) is at in-distance at least 3 from every vertex

of U ′ \ {ui, wi}. It follows that P ′′ is U ′-good, which is a contradiction to our

choice of P ∪Q.

On the other hand, if some path Q′ ∈ Q intersects L′ in some vertex r,

then by Claim 4.6 r must the second vertex of Luiwiui
. Note that by U ′-goodness,

no path in P contains the third vertex r1 of Luiwiui
, hence we can replace Q′

by Q′rr1ui thus decreasing the number of edges outside E(S). Therefore we

conclude that no path in P can intersect Pwiui . Let us now show the second
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part of the claim. Suppose that qi ∈ Qj for some j 6= i. Since Qj must avoid

{ui, wi} it contains an edge which is not in E(S) after qi. Replace Qj with

Q′ = QjvPwiui . Then by the previous paragraph, no path in P intersects Q′ and

the resulting collection of paths has fewer edges outside of S, a contradiction.

This completes the proof of the claim.

It remains to establish the analogous claims for the path Puizi , namely that

intersections of paths in P ∪Q with Puizi and Luiuizi behave as one expects. The

arguments are similar to those in the previous two claims. Theorem 1.1 will

then be an immediate consequence.

Claim 4.8. For every i ∈ [k], no path in P intersects Luiuizi ∈ Lui.

Suppose some P ∈ P intersects Luiuizi in a vertex z. Then z cannot be

the first vertex of Luiuizi , as this would contradict the fact that P is U ′-good.

Therefore, if z′ denotes the vertex preceding z in Luiuizi , then by the minimality

of paths in L, we have uiz
′ ∈ E(T )∩E(S). But then z is at in-distance 2 from

ui, contradicting U ′-goodness.

Claim 4.9. Let pi denote the first vertex in Puizi which occurs as the

intersection of some path in P. Then no path in Q intersects Puizi and pi ∈ Pi.

As before, it suffices to show that no path in Q intersects the interior of

Puizi , so we may assume that Puizi has length at least 2. Suppose some Q ∈ Q

intersects the interior of Puizi at v. Note that since Q does not meet {ui, zi}, it

must leave S at some time after v. If v is not the second vertex of Puizi , then

vui ∈ E(T ) ∩ E(S), and so we may replace Q with Qvui. This path has fewer

edges outside of S than Q, and this contradicts our minimal choice of P ∪Q. If

v is the second vertex, then let L = Luiuizi ∈ Lui be the loop path at ui directed

from v to ui. Let z be the last vertex of L which occurs as the intersection of

some path Q′ ∈ Q (z and Q′ exist since we may take z = v and Q′ = Q), and

let L′ be the subpath of L from z to ui. By Claim 4.8, no path in P intersects

L′, so replace Q′ with Q′zL′ui. Again, the edges of L′ are in E(S) so this path
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has fewer edges outside S than Q′, a contradiction. It follows that no path in

Q intersects Puizi as claimed. For the second part of the claim, suppose that

pi ∈ Pj for some j 6= i. Then Pj avoids {ui, zi} and therefore leaves S at some

time before pi. Now, no path in P ∪Q intersects the interior of the subpath

Puizipi so replace Pj with P ′ = PuizipiPj. This path has fewer edges outside

of S. We claim that P ′ = (P \ {Pj}) ∪ {P ′} is U ′-good. Indeed, note that

since P is U ′-good, the subpath Puizipi has length at least 3. Also, for every

v ∈ Puizi we have that vui ∈ E(T ) by the minimality of K. So the only pairs

at in-distance at most 2 in U ′ × (
⋃
P ′ \ UP ′) are the trivial pairs (ui, x) and

(ui, y), where x, y are the second and third vertices, respectively, of Puizi . But

these pairs, by definition, do not contradict U ′-goodness. It follows that j = i,

and the claim is proved.

By Claims 4.7 and 4.9, the directed paths QiqiPwiuiuiPuiwi
piPi, for each

i ∈ [k], are pairwise vertex disjoint and link xi to yi. This completes the proof

of Theorem 1.1. �

5. Concluding remarks

The most obvious open problem is to reduce our bound of 4k on the con-

nectivity in Theorem 1.1. We remark that an improvement on the connectivity

bound in Lemma 4.1 translates directly into a better bound in Theorem 1.1.

Unfortunately, we could not go beyond 4k. Furthermore, our Lemma 4.1

does not hold if we replace 4k with anything smaller than 3k. The following

construction, of a (3k − 1)-connected tournament T where Lemma 4.1 fails,

was communicated to us by Kamil Popielarz. Suppose V (T ) = [n] and par-

tition V (T ) into disjoint sets A, S,B, L, where L = V (T ) \ (A ∪ S ∪ B), and

|A| = |B| = k, |S| = 2k−1. Direct the edges from L to A; from B to L; from A

to S and from S to B; and from A to B. Inside L we place a balanced blow-up

of a directed triangle. That is, equitably partition L into sets L1, L2, L3 with

directed edges L1 → L2, L2 → L3, L3 → L1, and inside each of the Li’s we

orient the edges arbitrarily. Now, join every vertex in S to all of L1 and join
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every vertex of L2 to all of S. Finally, orient the edges between S and L3, and

the edges inside A,B, and S, arbitrarily.

Provided n is sufficiently large (depending on k), it is not hard to show that

T is (3k − 1)-connected. Observe that we cannot get from A to L (disjointly

from B) without using vertices of S. Similarly, we cannot get from L to B

(disjointly from A) without using vertices of S. As |S| = 2k−1, any path system

as in Lemma 4.1 will not be pairwise disjoint. Accordingly, Lemma 4.1 fails

for this tournament. We remark that a slight modification of this construction

yields a tournament which additionally has large minimum in and out-degree.

Aside from improving our bound of 4k on the connectivity and resolving

completely Pokrovskiy’s conjecture, there are a few other open problems of

interest. For example, what is the smallest function d(k) such that Theorem 1.2

holds?

Problem 5.1. Determine the smallest function d : N→ N such that any

tournament T with δ+(T ) ≥ d(k) contains a subdivision of the complete directed

graph
−→
K k.

Note that our proof gives a doubly exponential bound on d(k). Indeed, it is

easy to check that d(k) ≤ 22Ck2

. Finally, while the conclusion of Theorem 1.2

does not hold if we replace T with a general digraph, can we embed subdivisions

of acyclic digraphs in digraphs of large minimum out-degree? We end by

recalling the following beautiful conjecture of Mader [81] from 1985.

Conjecture 5.2. For every positive integer k, there exists a function

f(k) such that every digraph with minimum out-degree at least f(k) contains a

subdivision of the transitive tournament of order k.

Of course, since every acyclic digraph is contained in the transitive tour-

nament of the same order, this conjecture (if true) would give an affirmative

answer to the preceding question.
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