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Abstract

There is an increasing interest in the deployment of wireless communication systems in vehi-
cles. The motivation for this work is to provide a fundamental characterisation of the in-vehicle
Electromagnetic (EM) wave propagation environment, and to demonstrate how this can be used
to aid the deployment of wireless communication systems in vehicles.

The fundamental characterisation of the in-vehicle EM wave propagation environment pre-
sented in this dissertation yields a number of useful outcomes. The instantaneous impulse
response of the in-vehicle channel is characterised, which is presented in the form of a statisti-
cal model for arriving rays. Noticing that it is impractical to undertake a full statistical charac-
terisation of the time-varying impulse response, the time variation of the in-vehicle channel is
instead characterised as a Doppler spread. This approach provides parameters which are suffi-
cient to perform an information theoretic analysis to lower bound the capacity of the in-vehicle
channel. For typical operating conditions, it is found that the channel capacity is approximately
equal to that of the same channel with perfect channel state information available at the receiver.

Having established the fundamental EM wave propagation characteristics for a single in-vehicle
wireless channel, the EM properties of the cavity itself are characterised. This is achieved
through a thorough investigation into the analogy between vehicle cavities and reverberation
chambers, specifically considering the quality factor (and hence time constant), EM isolation,
and electric field uniformity of typical vehicle cavities. This approach yields the important in-
sight that the root mean square delay spread is approximately the same for all wireless links in
a typical vehicle cavity. Also, that the angular spread of energy received at any given location
(away from the cavity boundaries) is approximately uniform, and that over short distances the
coherence distance is well defined, and hence Multiple Input Multiple Output antenna arrays
should work well in vehicles.

To what extent a typical wireless system can exploit this characterisation depends on how well
the parameters can be estimated by a typical wireless communication system. This is also
addressed, specifically investigating the estimation of the cavity time constant, and channel
time variation. It is found that both of these can be estimated well using a typical wireless
sensor network system.
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Chapter 1

Introduction

This dissertation details the Electromagnetic (EM) wave propagation modelling and informa-
tion capacity evaluation of a wireless communication channel existing within an EM cavity.
Details of how this analysis can improve the effectiveness of in-vehicle wireless communica-
tion systems are also given.

For the purposes of this dissertation an EM cavity is defined as:

A region of arbitrary, and not necessarily uniform medium, partially or fully enclosed by one or
more highly reflective surfaces.

This definition is deliberately general, to maximise the applicability, and hence impact, of the
research. The reason that the dissertation is titled wireless communication in vehicles, rather
than wireless communication in electromagnetic cavities is that whilst the theory can be applied
to EM cavities with arbitrary characteristics, the measurements are performed on cavities with
characteristics typical of vehicles, specifically road vehicles, and the example application is for
a wireless system deployed in a road vehicle.

In this introduction:

• The motivation for undertaking this project is given,

• An outline of the thesis is presented,

• The main contributions are identified,

• The notation used throughout is defined.

1
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1.1 Motivation

The motivation to undertake this project is threefold: the proposed research is relevant, novel
and achievable.

Relevance: The research is relevant to current in-vehicle wireless communication system ap-
plications. In modern vehicles infotainment systems must coexist alongside vehicle radio,
Wi-Fi, mobile telephones, Bluetooth headsets and Wireless Sensor Networks (WSNs).
Specific examples of in-vehicle wireless communication systems are discussed in Chap-
ter 2.

Novelty: Previous research typically focuses on deploying existing wireless systems in vehi-
cles, and optimising their performance according to some measurement campaign and
optimisation criteria. This contrasts with the approach taken here, where the underly-
ing physical process is modelled, leading to a profound understanding of how to deploy
optimal, or at least improved, wireless communication systems.

Achievability: The fundamental science of electromagnetics shows that it is possible to math-
ematically model a wireless propagation channel, and there is a strong precedent that
mathematical optimisation of this abstracted model leads to tangible improvements in
performance of actual deployed systems (i.e., for typical performance metrics such as
latency, data-throughput and required transmission power). Furthermore existing work
in the fields of EM propagation modelling, information theory and wireless communica-
tions indicates that it should be possible to express the abstracted model as a series of
tractable expressions, that are expected, with a high degree of confidence, to lead to a
useful outcome being achieved.

As previously mentioned, the theory has been derived to be valid for EM cavities in general, and
thus this dissertation supports the measurement of and deployment of wireless communications
systems in all EM cavities (i.e., not limited to vehicle cavities) should such an eventuality arise.
Also, the EM propagation modelling contained in this dissertation could be used to successfully
implement alternative wireless device system deployments, such as time-of-arrival positioning
systems, should somebody so desire as to deploy one in an EM cavity.

2



Chapter 1. Introduction

1.2 Thesis outline

Following this introduction, an overview of the existing work in the area is given in Chapter 2,
and details of the experimental methods are presented in Chapter 3. The core of the thesis is
developed in Chapters 4 – 7, followed by conclusions in Chapter 8. Below, it is explained how
these four core chapters (i.e., 4 – 7) combine to form the thesis.

EM wave propagation can be completely characterised by its time varying impulse response,
hH(t, τ). If, for every object affecting the EM propagation (including the antennas), the geom-
etry, position and material properties are known at every time instant then hH(t, τ) is a deter-
ministic function. This assumption of determinism is, however, unrealistic for any real system.
Therefore it is more reasonable to take a statistical approach, with the justification being that any
real system will have incomplete information about hH(t, τ). Discussion as to whether hH(t, τ)

is truly a random phenomenon, whilst academically interesting, is not the subject-matter of this
dissertation, and a statistical framework is a valid way to model the partial information which
the deployed system has regarding the channel state.

The theoretical derivation of the channel as a statistical process is undertaken under the follow-
ing assumptions:

I. That which is known, is assumed to be known exactly.

II. That which is unknown, exactly corresponds to a random variable, characterised by a
probability distribution whose parameters are known exactly.

III. The phenomena upon which the theoretical model is formulated is conditioned from a
complete description of the actual physical reality.

In reality none of these three assumptions are necessarily correct, therefore an iterative approach
is taken to ensure that the final propagation model is appropriate, this is summarised in Fig. 1.1.
Chapter 4 details the channel propagation model characterisation, and in effect includes the fi-
nal loop of the flowchart shown in Fig. 1.1.

The characterisation of the in-vehicle channel in Chapter 4 shows that it is reasonable to model
the channel as underspread (i.e., the channel remains coherent for a time duration which is
longer than its delay spread). In the infinite bandwidth limit, the capacity of an underspread
channel approaches that of a channel with perfect receiver Channel State Information (CSI). In
Chapter 5, a simple lower bound on the capacity is derived, to verify that for typical operating

3



Wireless communication in vehicles

Start 
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Experimental 
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No Refine 

Figure 1.1: Flowchart of the propagation model

situations (i.e., coherence time, delay spread, bandwidth and Signal to Noise Ratio), the capac-
ity of the in-vehicle channel is indeed approximately that of a channel with perfect receiver CSI.

Chapter 6 is essentially parallel to Chapter 5, and is concerned with the extent to which EM
wave propagation in vehicle cavities is analogous to that in reverberation chambers. The mo-
tivation for this arises from noting that, ostensibly at least, the two environments share many
similarities. The analogy between reverberation chambers and vehicle cavities yields a useful
insight into the possible values of crucial communication parameters such as the delay spread,
coherence distance and angular spread for wireless systems deployed in vehicles. Using the
reverberation chamber type analysis to estimate these parameters, with only information that
would typically be available to deployed wireless communication systems is the subject matter
of Chapter 7. This validates the thesis, by demonstrating that the theoretical and experimen-
tal results concerning the fundamental nature of the EM propagation in vehicles can lead to
tangible improvements in the performance of deployed wireless communication systems. Also
presented in Chapter 7 is a heuristic method for channel prediction (i.e., as the in-vehicle chan-
nel varies with time).

Fig. 1.2 illustrates how these four technical chapters fit together to form the thesis. In general
Chapter 7 could represent a more sophisticated wireless communication system than that pre-
sented in this dissertation, and in such an instance it may approach more closely the channel
capacity evaluated in Chapter 5.
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Chapter 1. Introduction

Figure 1.2: Thesis organisation

1.3 Main contributions

In the dissertation, the following contributions are made:

I. A statistical model for the instantaneous impulse response of an in-vehicle channel.

II. Rapid time variation of the in-vehicle channel characterised as a Doppler spread.

III. A simple method to calculate a lower bound on the information capacity of a highly un-
derspread fading channel.

IV. A method for classifying EM cavities into three types, according to their propagation
characteristics.

V. Time constant estimation for vehicle cavities, using data typically available to wireless
communication systems.

VI. Slow time variation of the in-vehicle channel is characterised as a random process in the
time domain.

1.4 Notation

As far as possible, this dissertation uses standard notation. Detailed below is the definition of
some of the terms used, as well as an explanation of how complex numbers are handled. This
section complements the Glossary, and the definitions within the body of the dissertation.

Convolution is denoted ∗, complex conjugation is denoted (.)∗, the transpose of a vector or ma-
trix is denoted (.)T , and the Hadamard (element-wise) product is denoted �. The magnitude of
a complex number is denoted |.|, as is the determinant of a matrix, however it is always clear in
context which is meant. 〈.〉 is used to denote the mean of some measured data.
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Italicised and non-italicised symbols are used for frequency and time domain variables respec-
tively (mainly in Chapter 5, which is has a large number of equations). Scalars are non-bold
lower case, as in general are functions (i.e., x for the time domain, x for the frequency domain),
vectors are bold lower-case (i.e., x for the time domain, x for the frequency domain), a single
element from a vector or matrix is non-bold lower-case with subscript to denote its index (i.e.,
xi for a vector and xi,j for a matrix in the time domain; and xi for a vector and xi,j for a matrix in
the frequency domain), truncated vectors are bold lower-case with subscript to denote first ele-
ment and superscript to denote final element (i.e., xj

i for the time domain, xj
i for the frequency

domain) and matrices are upper-case (i.e., X for the time domain, X for the frequency domain).

Finally, it is convenient to represent complex numbers as vectors, and when multiplied together
as a matrix acting on a vector. Letting x be a number, which in general may be complex:

x=

[
Re(x)

Im(x)

]
,

X=

[
Re(x) −Im(x)

Im(x) Re(x)

]
,

for example (letting z also be a number which in general may be complex):

z × x = Zx.

This notation also generalises to complex vectors. Letting x be a vector of size n with each
element in general a complex number:

x=


x1

x2

...
xn

 ,

X=


X1 0 0 · · ·
0 X2 0 · · ·
0 0

. . .
...

... Xn

 .

Coherence

The notion of coherence is used throughout this dissertation, specifically it has two distinct
interpretations. In terms of power sources, two (or more sources) are coherent if their phase
difference does not change with time. Whilst the term coherent is most easily understood in
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Figure 1.3: Radiation pattern of the coherent/ incoherent source model

terms of two or more sources, a single source can also be coherent. Consider dividing up the ra-
diation pattern of a single source into an arbitrary number of elements. The source is said to be
coherent if any two elements are coherent with zero phase difference. To illustrate this, Fig. 1.3
shows a source with two elements of the transmitted signal, x1 and x2. For a coherent source
x1 and x2 are coherent, and the elements of the radiation pattern from which they originate can
be at any location and can also be arbitrarily small. The term incoherent is used to denote one
or more sources which are not coherent.

A perfectly incoherent isotropic point source is an important model which is used in this dis-
sertation. This is used to denote the situation where any two infinitesimally small elements of
the radiation pattern will be incoherent (i.e., Fig. 1.3 with x1 and x2 being incoherent and orig-
inating from arbitrarily small elements). Or, more simply, that it is simply a power source, and
cannot be thought of meaningfully in terms of coherent transmission of a signal.

Coherence is also used in information theoretical analysis, where the coherent capacity is that
where CSI is available at the receiver. The term noncoherent capacity is used to denote the
situation where CSI is not available at the receiver.

Probability density functions

Throughout the dissertation, a number of Probability Density Functions (PDFs) are used with-
out specific definition. For reference, these are detailed below.

• The PDF of a random variable, x, of size k. Which has a multivariate Gaussian distribu-
tion, with mean, µ, and covariance matrix, Σ:

N (x;µ,Σ) = (2π)−
k
2 |Σ|−

1
2 e−

1
2

(x−µ)TΣ−1(x−µ).
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• The PDF of a random variable, x, of size k. Which has a multivariate complex Gaussian
distribution, with mean, µ, covariance matrix, Γ, and relation matrix, C = E((x−µ)(x−
µ)T ):

CN (x;µ,Γ,C) = π−k
(
|Γ||Γ∗ − C∗TΓ−1C|

)− 1
2 e−

1
2
a,

where:

a =

[
(z − µ)∗

z − µ

]T [
Γ C

C∗T Γ∗

][
z − µ

(z − µ)∗

]
.

• The PDF of a random variable, x, which has a Rayleigh distribution with parameter σ:

R(x;σ) =
x

σ2
e−

x2

2σ2 .
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Chapter 2

Existing research in the field

Wireless systems are increasingly deployed in vehicles: black-box event data recorders; Wi-
Fi; various Bluetooth devices; mobile phones; vehicle radio; and Wireless Sensors Networks
(WSNs) are all already commonplace, or expected to be in the near future [1–15].

The desire of manufacturers and users to deploy wireless devices in vehicles provides ample
motivation for investigating and characterising the Electromagnetic (EM) environment in vehi-
cles. Moreover, once this has been achieved an important performance metric is the channel
information capacity. An alternative approach is to deploy existing wireless systems in vehicles
under a range of operating scenarios, and to measure their performance.

This chapter presents the existing literature on these topics, and important insufficiencies have
been identified.
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2.1 Electromagnetic field distribution and propagation mod-
elling in cavities

The action of a wireless communication channel can be described as a linear integral operator
H, which can be expressed in terms of its time varying impulse response hH(t, τ) [16]. Should
this be known (either as a deterministic or a random function) then the characterisation of the
EM wave propagation is complete, however this is not currently the case. There is existing
work concerning the steady-state behaviour of EM cavities (i.e., if hH(t, τ) is time-invariant)
particularly the steady-state Electric Field (EF) distribution for a constant wave input, and this
in turn sheds some light on the steady-state EM wave propagation. There is also some existing
work concerning the time-variation of EM propagation in EM cavities under certain specified
assumptions, and by introducing time variation it is possible to gain a further insight into how
the actual in-vehicle channel may behave.

2.1.1 Steady-state in-vehicle electric field distribution

In much of the literature there is an implicit assumption that the EF distribution in a vehicle
cavity will be analogous to that in an EM reverberation chamber [17], albeit with a much lower
Quality Factor (QF). Indeed, it could almost be argued that if this were not the case, then there
would be little point in modelling the EF distribution at all, the more conventional approach
(within the field of wireless communication) of modelling the time-varying impulse response
would suffice. Nonetheless, the evidence for modelling the vehicle cavity as an EM cavity with
a QF is compelling, and this provides a logical starting point for reviewing the existing literature.

For any given reverberation chamber, a Lowest Usable Frequency (LUF) and a working volume
will be defined (i.e., the volume of the chamber a certain distance away from the walls). For
operation at a frequency above the LUF, and within the working volume there are five important
properties:

I. The energy, E, retained at a time delay, τ , after a unit impulse input of energy at τ = 0 can
be expressed as:

E = ke−
τ
τc , (2.1)

where k is a constant, and τc is the cavity time constant.

II. The reverberation chamber is an isolated EM environment.

III. The EF distribution is isotropic, i.e., it has six components (a real and imaginary part for
each of three Cartesian dimensions) which are Independent Identically Distributed (IID)
Gaussian random variables.
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Figure 2.1: Stirrer in the National Physical Laboratory reverberation chamber

IV. The EF distribution is homogeneous, i.e., the same isotropic distribution is found at all
locations within the working volume.

V. The EF distribution is ergodic, i.e., the same isotropic distribution is found if the EF is
sampled by varying frequency, or time. This applies when a time variation of the EF is
introduced by deploying a stirrer in the cavity, which is a large irregular reflective rotating
object. An example of which is shown in Fig. 2.1. An EF which has properties III – V is
known a uniform EF [18].

These properties lead to a number of methods to evaluate the QF (Q) of a reverberation chamber,
there are also existing examples of the QF being evaluated in vehicles. Typical equations that
might be used to evaluate the QF include the following four examples (see Table 2.1 for the
relevant references):

I. By finding the average power (for a reverberation chamber with arbitrary geometry):

Q =
16π2V

ηTxηRxλ3

〈
PRx

PTx

〉
, (2.2)

where V is the cavity volume; ηTx is the transmit antenna efficiency; ηRx is the receive an-
tenna efficiency; λ is the wavelength; PRx is the received power; and PTx is the transmitted
power. The average 〈PRx/PTx〉 takes place over a sufficient number (usually 200 or more)
of independent field realisations, which is typically achieved in a reverberation chamber by
using a stirrer. The transmit and receive antennas are located within the working volume
such that the stirrer obscures the Line-of-Sight between the two.

11



Wireless communication in vehicles

II. Using the cavity time constant:

Q = 2πfτc, (2.3)

where f is frequency. This method requires τc to have first been estimated (note that (2.3)
is an important equality which is why it has been included here in spite of it not used in
the literature summarised in Table 2.1).

III. Evaluating the QF for each mode:

Q =
fr

fu − fl
, (2.4)

where fr is the resonant frequency, fu is the upper -3 dB cut-off frequency, and fl is the
lower -3 dB cut-off frequency.

IV. By evaluating the losses:

Q =
8πV f

c
∑

iAiwi
, (2.5)

where c is the speed of light. The variable i is introduced to distinguish parts of cavity
wall through which energy is lost with different values of wall loss (which in general
could include apertures), each of these parts has area A; and wall loss w.

The reverberation chamber has been developed primarily as a controlled environment for Elec-
tromagnetic Compatibility testing [17], however the theory also has implications for communi-
cation systems deployed in EM cavities, most obviously owing to the fact that the QF is related
to the channel delay spread (i.e., through (2.1)) and thus the channel coherence bandwidth. The
cavity QF is also relevant because the channel information capacity will depend on its time
varying impulse response (which is again related to the QF through (2.1)). Consequently there
is a clear motivation for wireless communication engineers to measure typical in-vehicle QFs,
and a summary of their results is shown in Table 2.1 (the value of the QF for a reverberation
chamber would typically be 10 – 1000 times greater than those in Table 2.1 [ [18] Fig. 7.13]).
It should be noted that for reverberation chambers, the LUF can be determined from the cavity
geometry, however there are no existing evaluations of typical values of the LUF for vehicle
cavities.

In-vehicle EF distributions have also been investigated for the purpose of assessing the specific
absorption rate and field exposure threat in the SEFERE project [22], and there is some overlap
with this programme of work. This is because it is relevant to assess in-vehicle EF distributions
for the purpose of deploying effective communication systems.
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Table 2.1: Quality factor estimation.

Reference Frequency / GHz Quality factor Equation

Heddebaut et al. [10] 0.7 – 6 8 – 1100 (2.2)

Delangre et al. [19] 4.9 –5.1 77.5 – 255 (2.2)

Weng et al. [20] 0.072 – 0.303 4 – 40 (2.4)

Ruddle [21] 0 – 6 10 – 1000 (2.5)

2.1.2 Steady-state in-vehicle electromagnetic wave propagation

As for the EF distribution, the analogy with reverberation chambers dominates much of the pub-
lished work concerning the steady-state propagation of EM waves in vehicle cavities [9,19,23–
25]. In these works it is reasoned that the exponential decay is a good fit for the arriving power,
and no attempt has been made to resolve arriving rays, either experimentally or theoretically.

Another approach [26–34] is to adapt the Saleh-Valenzuela indoor propagation model [35] to
fit the in-vehicle environment. This is justified by reasoning that the in-vehicle environment
shares many propagation characteristics with the indoor environment. This approach yields
some success, however it is somewhat tenuous to suggest that in general the in-vehicle environ-
ment provides the clustered structure upon which the Saleh-Valenzuela model relies. Also, it
should be noted that these works deal with the intra-vehicular propagation environment which
is usually defined for any pair of transmit-receive antennas operating on a single vehicle. In such
situations one or both of the antennas could potentially be located on the outside of the vehicle,
and thus the EM waves do not necessarily propagate through the cavity for all the scenarios
considered by these authors. Crucially the Saleh-Valenzuela model is not, in general, consistent
with the exponentially decaying model for energy retained in the cavity, and thus there is no
existing model for in-vehicle EM wave propagation expressed in terms of ray arrivals which is
consistent with the accepted EM cavity model for energy retained.

Another important aspect of the steady-state EM wave propagation is the angular spread of the
arriving energy. Generally, a reasonable approach is to assume that if there exists a line-of-
sight between the transmitter and receiver, then EM waves propagating along this direction will
dominate, and if not then the direction of maximum arriving energy is random and uniformly
distributed. The measurements presented by Sawada et al. [34] demonstrate that this would
appear to be a reasonable assumption for propagation in vehicle cavities, although there is some
directional non-uniformity arising from reflective paths.
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2.1.3 Time variation of the in-vehicle electromagnetic environment

As identified in Section 2.1.2 there is a paucity of literature concerning the steady state impulse
response of EM cavities, it is therefore unsurprising that there is no work on the time varying
impulse response, hH(t, τ). Instead the literature on the time variation of the EM environment
in EM cavities focuses on characterising the time variation either in terms of the stability of
communication channels in cavities; or evaluating the Doppler shifts associated with stirrer and
antenna motion in the reverberation chamber.

It is not necessarily important to unify these two approaches in order to find a general expression
for hH(t, τ), as the extent of the possible channel variation for all time is vast and thus a statis-
tical characterisation would have to be so general it would be practically useless. Moreover the
purpose of understanding the time variation is itself two-fold: the slow channel variation, char-
acterised as channel stability in the time domain is required to tackle wireless communication
system deployment challenges; whereas the rapid channel variation, characterised as a Doppler
spread is required to evaluate the channel capacity.

The channel stability has been characterised in terms of the coherence time of in-vehicle chan-
nels [36, 37], with values typically in the range 1 – 10 s for vehicles whilst being driven, and
greater than 100 s for stationary vehicles. An alternative approach, taken by Heddebaut et
al. [10], is to evaluate the ratio of link energy which varies compared to that which does not,
yielding experimental values in the range 12 – 20 dB.

There is extensive literature available on characterising the Doppler spread in reverberation
chambers [38–43], and the relevant findings can be summarised thus:

I. The power spectral density has a maximum at 0 Hz Doppler shift and decreases with the
magnitude of the Doppler shift frequency. This is the case for both the stirrer moving
[38–43], and also for the case when one of the antennas is moving [39].

II. The maximum Doppler shift is proportional to the transmission (carrier) frequency [39–
41].

III. The maximum Doppler shift decreases with cavity loading (i.e., the volume of absorptive
material within the cavity) [40].

IV. The stirring can be modelled as an Uncorrelated Scattering (US) process [38].
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2.2 Information theoretic analysis on the channel capacity

In his seminal 1948 paper [44], Shannon builds on previous work, including important contri-
butions by Nyquist [45,46] and Hartley [47], to derive the information capacity of a continuous
waveform channel with constant channel frequency response, and perfect receiver Channel State
Information (CSI):

C = W log2 (1 + SNR) bit s−1, (2.6)

where C is the capacity, W is the bandwidth and SNR is the Signal to Noise Ratio.

Gallager also presents a rigorous and intuitive derivation of this result [48]. The capacity in
(2.6) can be generalised for a time-invariant frequency selective fading channel, with perfect
receiver CSI [48, 49]:

C = WEf
(
log2

(
1 + |TH(f, t)|2SNR

))
bit s−1, (2.7)

where TH(f, t) is in general the time-varying frequency response (which in this case is time-
invariant).

For noncoherent (i.e., without assuming a priori receiver CSI) Wide-Sense Stationary Uncor-
related Scattering (WSSUS) channels, it is accepted that for a large bandwidth, the capacity
stated in (2.7) can be approached, if the channel varies slowly relative to its delay spread, which
is known as the underspread condition [49]. The measurements presented in this dissertation,
as well as the previous material discussed in Section 2.1 indicate that under normal operating
circumstances the in-vehicle channel can be approximated as a WSSUS underspread channel.

2.2.1 Capacity of the underspread channel

Durisi et al. [50–52] have led the way in deriving upper and lower bounds on the capacity
for WSSUS underspread channels. By transmitting and receiving the symbols on a Weyl-
Heisenberg set, which is well-localised in time and frequency, the authors obtain the lower
and upper bounds on the channel capacity. The lower bounds are more relevant, as (2.7) is itself
an upper bound on the capacity.

The lower bound L1(W ) defined in [ [50] Equation (39)] is a tight lower bound, but the au-
thors acknowledge that it may be computationally difficult to evaluate when parameter values
from actual channels are substituted in. They therefore propose a second lower bound L2(W )

[ [50] Equation (48)] where they have sacrificed some tightness to make it less complicated
computationally. The authors have included a peak power constraint, which complicates the
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expressions for L1(W ) and L2(W ) and is not required for a simple channel capacity evalua-
tion. Also, the derivation starts from a general case of the underspread channel, whereas they
note that in reality actual channels tend to be highly underspread. It is therefore possible that,
by taking these two factors into account, a less computationally demanding lower bound could
possibly be found. Durisi et al. also propose two other approximate lower bounds, La and
Laa [50], however these are not strict lower bounds, and thus are not discussed here.

2.2.2 Capacity of the overspread channel

It is the case that for a channel with an infinite impulse response, such as the in-vehicle channel,
the underspread condition is only an approximation, which is implicitly SNR dependent (i.e.,
because after a certain delay, the impulse response will be negligible compared to the noise
floor, and thus can be truncated without significantly changing the final result). In general, for
arbitrary SNR, the in-vehicle channel is overspread (i.e., as the impulse response is modelled as
infinite it is necessarily greater than the channel coherence time). Characterising the capacity
of the overspread channel remains an interesting open problem.

Koch and Lapidoth [53] have made progress with a related problem, where a discrete represen-
tation of the channel is characterised. Whilst the notion of channel spread cannot be directly
applied to discrete channels, the channel in [53] has a time varying infinite impulse response,
and therefore shares some similarities with the overspread channel, and the results of the charac-
terisation of this channel may shed some light on what to expect from the continuous overspread
channel. Specifically, the authors derive that for a channel whose impulse response decays ex-
ponentially or slower the capacity is bounded in the SNR.

Salim and Slock [54,55] take a similar approach, noting that from previous work on the discrete
channel [56–58] that they expect the capacity of the overspread channel to grow as log(log(SNR))

at high SNR. However they then go on to show that under certain operating circumstances,
specifically for critically spread and slightly overspread channels, the capacity may grow pro-
portionally with log(SNR) at high SNR.

The conclusion then, is that whilst for current applications the underspread capacity is a very
good approximation, if in the future applications operate at much higher values of SNR, or in
much more rapidly varying environments, then it will be necessary to ascertain the capacity of
the overspread channel.
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2.3 Deployment of wireless systems in vehicles

A different approach (i.e., as opposed to characterising the in-vehicle EM wave propagation
environment and channel information capacity) is to deploy existing wireless communication
systems in vehicles, and to evaluate their performance under a range of operating conditions [9,
36,59–61]. These studies show that existing wireless communication systems work in vehicular
environments, and there have been a number of specific insights:

I. For a Zigbee [62] system the Packet Error Rate (PER) increases with the QF [9].

II. For a Binary Phase Shift Keying system operating at 915 MHz a PER of 1 – 14 % can be
achieved, with a maximum packet delay smaller than 500 ms [36].

III. For a Zigbee system a PER of 1 – 10 % can be achieved with a peak packet delay of
60 – 200 ms and an average packet delay smaller than 3 ms [59].

IV. The node locations and engine noise have a significant effect on link quality for a Zigbee
system [60].

V. A Software Defined Radio can be used to simulate an in-vehicle WSN [61].

2.4 Chapter summary

The literature concerning the in-vehicle EM wave propagation environment, the in-vehicle wire-
less channel information capacity, and wireless communication systems deployed in vehicles
has been reviewed. Regarding the in-vehicle EM wave propagation environment, the most com-
mon and successful method proposed in the literature is to assume that it is analogous to that in
a reverberation chamber, and thus perform the analysis accordingly. Regarding the in-vehicle
wireless channel information capacity, good results have been achieved by treating the channel
as underspread, and using this property to derive lower and upper bounds (i.e., on the capacity).
Regarding the deployment of wireless communication systems in vehicles, several case-studies
have been undertaken, showing that existing wireless communication systems work in vehicular
environments, as well as yielding more specific insights.

The literature appears to have the following important deficiencies: An EM wave propagation
model which can be used to characterise the ray arrival process and the time-variation of the in-
vehicle channel, and an investigation into to what extent the in-vehicle EM wave propagation
environment is analogous to that in a reverberation chamber. Also, the underspread channel
model is very general, and it may be possible to evaluate the capacity more easily using the
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specific statistical propagation properties of the in-vehicle channel. It would be of interest to
investigate whether the fundamental characterisation of the in-vehicle EM wave propagation
environment and channel capacity could lead to improved performance of an actual wireless
system.
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Chapter 3

Experimental methods and simulations

As explained in Chapter 1, the time-varying impulse response can be considered to be a random
process. Chapter 4 presents a theoretical derivation of an appropriate parameterisation of this
random process, and the primary purpose of the experiments is to support the theory as demon-
strated in Fig. 1.1. This is achieved by undertaking measurements in a range of environments
which were judged to be representative of typical vehicle cavities. The work presented in Chap-
ter 6 builds on this parameterisation to investigate the possible analogy between vehicle cavities
and reverberation chambers.

A secondary purpose of the experiments is to investigate whether this channel model can lead to
an improved performance of an actual wireless system deployed in a vehicle. This is achieved
by estimating the random process parameters solely from channel measurements which would
typically be available to an actual wireless systems.
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3.1 Environments

Two environment types were investigated to characterise the Electromagnetic (EM) wave prop-
agation in vehicle cavities and assess the performance of in-vehicle wireless communication
systems. Firstly, a vehicle-like cavity developed and used by the SEFERE project [22, 63]
which provided a simulation of the in-vehicle environment. The vehicle-like cavity was located
in a fully anechoic chamber, enabling the measurements to be undertaken in a temperature con-
trolled environment which has an isolation of at least 100 dB from the external environment.
Secondly, two actual vehicles (a panel van and an estate car) in which some precision was lost
(as the vehicles were outside and thus exposed to interference and noise) but which provided
the ground truth.

3.1.1 Vehicle-like cavity

The vehicle-like cavity was located in the National Physical Laboratory Small Antenna Radi-
ated Testing range, which is a fully anechoic chamber [64, 65]. This controlled environment
allowed the experiments to be undertaken using precision measurement equipment, and with
a very low noise floor (i.e., close to the thermal noise floor). Throughout the dissertation, the
vehicle-like cavity is sometimes referred to by the abbreviation Cavity or Cav.

Fig. 3.1 shows a photograph and plan-view of the vehicle-like cavity, with the origin and axes
defined, also shown are locations PCav 1, PCav 2, PCav 3 and PCav 4, denoted 1, 2, 3 and 4 respec-
tively. The cavity has dimensions 1260 mm × 1050 mm × 1220 mm (x × y × z). It has four
rectangular apertures with corners located at:

• (0, 230, 700) mm, (0, 230, 1000) mm, (0, 820, 700) mm, (0, 820, 1000) mm,

• (1260, 230, 700) mm, (1260, 230, 1000) mm, (1260, 820, 700) mm, (1260, 820, 1000)
mm,

• (230, 0, 700) mm, (230, 0, 1000) mm, (1030, 0, 700) mm, (1030, 0, 1000) mm,

• (230, 1050, 700) mm, (230, 1050, 1000) mm, (1030, 1050, 700) mm, (1030, 1050, 1000)
mm.

Within the vehicle-like cavity, additional items were introduced to vary the internal EM wave
propagation environment: units of Radiation Absorbent Material (RAM); a small stirrer; and
a head and torso solid anthropomorphic phantom placed on a car seat. These are shown in
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Figure 3.1: Vehicle-like cavity

(a) (b) (c) 

Figure 3.2: Items located in the vehicle-like cavity: (a) a single unit of RAM; (b) stirrer;
(c) phantom

Fig. 3.2 (a), (b) and (c) respectively.

A single unit of RAM consists of a square based pyramid with base of side 150 mm and vertical
height of 390 mm, on top of a cuboid of height 50 mm. The stirrer was designed to mimic the
reverberation chamber stirrer shown in Fig. 2.1, and was capable of constant rotation at a range
of speeds (up to 0.19 revolutions per second for the measurements conducted). The stirrer has
a height of 410 mm and a radius of 180 mm, and when placed in the cavity stands 325 mm
off the cavity floor. The human phantom has the same dielectric properties as human muscle
tissue [66], and the car seat is from an actual vehicle.
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Figure 3.3: Panel van

3.1.2 Actual vehicles

The panel van is shown in Fig. 3.3, which throughout the dissertation is sometimes referred
to by the abbreviation Van. Also shown in Fig. 3.3 are axis definitions and antenna locations
where the numbers 1 to 7 represent locations PVan 1, to PVan 7 respectively. The antenna locations
have been chosen to be well spread throughout the cabin, and with some close to the cavity
walls. The internal volume of the van cabin is estimated to be 3.57 m3, and the internal volume
of the rear of the van is estimated to be 6.38 m3. It should be noted that part way through the
programme of experiments the van was replaced by a slightly different model, however this
appeared to have minimal effects on the measured data.

The estate car is shown in Fig. 3.4, which throughout the dissertation is sometimes referred
to by the abbreviation Car. Also shown are axis definitions and antenna locations where the
numbers 1 to 6 represent locations PCar 1 to PCar 6 respectively. Again, the antenna locations
have been chosen to be well spread throughout the car, and with some close to the cavity walls.
The internal volume of the car is estimated to be 3.11 m3.
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Figure 3.4: Estate car

3.2 Measurement campaigns

The majority of the experiments undertaken to achieve the first objective, that is to perform mea-
surements to support the theoretical channel model, were performed using precision measure-
ment equipment. This included the measurement of scattering parameters (SPs) using a Vector
Network Analyser (VNA), and the measurement of Doppler spread using a Spectrum Analyser
(SA). For the second objective, estimating the channel parameters using measurements typi-
cally available to wireless communication system, both precision measurement equipment and
a wireless network development kit were used.

3.2.1 Scattering parameter measurements

Scattering parameters for the Environment Under Test (EUT) were measured using various
VNAs. In each case, the ports were referred to the ends of the co-axial cables used to connect
the antennas, and a full calibration was performed (which was assumed to be perfect). The
measurement set-up is shown in Fig. 3.5.

The SP Matrix (SPM, S) is defined as:

S =

[
S11 S12

S21 S22

]
, (3.1)

where, in general for a VNA that has more than two ports, it should be noted that the SPM can
be between any pair of ports, not just Ports 1 and 2.
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Figure 3.5: Scattering parameter measurement set-up

Sometimes it is sufficient to find only S21 of the EUT (S21 EUT), in which case a good approxi-
mation (i.e., for antennas with low return loss) can be found using:

S21 EUT ≈
S21 meas√
ηTxηRx

, (3.2)

where S21 meas is the value of S21 measured by the VNA, ηTx is the transmit antenna efficiency
and ηRx is the receive antenna efficiency.

To precisely calculate the whole SPM, it is necessary to treat each component in Fig. 3.5 as
a two-port scattering network, including the antennas. S11 ant of an antenna can be measured
using a single port of a VNA, and the efficiency of an antenna, ηant, can also be measured using
a standard technique in a reverberation chamber or anechoic chamber. Using a method adapted
from that of Prakoso et al. [67] it is possible to use S11 ant and ηant to express the full two-port
SPs of the transmit and receive antennas (note in general S11 ant and ηant need not be the same
for the transmit and receive antennas):

Transmitter:

S11 =S11 ant, (3.3)

S12 = S21 =
√
ηant

1− S11 ant

|1− S11 ant|
, (3.4)

S22 = 0. (3.5)

Receiver:

S11 = 0, (3.6)

S12 = S21 =
√
ηant

1− S11 ant

|1− S11 ant|
, (3.7)

S22 =S11 ant. (3.8)
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Using an alternative matrix S ′ to represent the SPs:

S ′ =

[
S12 − S11S22

S21

S22

S21

−S11

S21

1
S21

]
, (3.9)

it is possible to find the SPs of the EUT:

S ′meas =S ′TxS
′
EUTS

′
Rx, (3.10)

=⇒ S ′EUT = (S ′Tx)
−1S ′meas(S

′
Rx)
−1. (3.11)

Three models of antenna were used: Schwarzbeck 9112 biconical antennas (SB9112) [68],
Schwarzbeck 9113 biconical antennas (SB9113) [69], and low-profile printed patch-type an-
tennas based on those proposed by Delaveaud et al. [70], Conway et al. [71, 72] and Chandran
et al. [73] (this antenna is shown in Fig. 3.7 (a), and is referred to as patch). All three mod-
els of antenna have an omnidirectional radiation pattern, and their orientation (i.e., relative to
the Cartesian axes defined for each environment in Section 3.1) is referred to as x-polarised,
y-polarised or z-polarised for direction of maximum Electric Field (EF) parallel to the x, y and
z axes, respectively. The parameters ηant and S11 ant were measured for each antenna model, and
total and reflection efficiencies are detailed in Appendix A.

Full details of the SP measurements undertaken are given in Table 3.1. For the column headed
‘location’, the co-ordinates in brackets (where applicable) are in millimetres, relative to the
origin (see Figs. 3.1, 3.3 and 3.4), and the letter x, y or z refers to the polarisation of the
antenna. Various VNAs were used for the measurement campaigns: an Agilent N5242A 2-port
VNA; a Rohde & Schwarz ZVB8 4-port VNA; a Rohde & Schwarz ZVB8 2-port VNA; and a
Rohde & Schwarz ZVRE 2-port VNA. The letter ‘P’ refers to the VNA port. SP measurements
were undertaken for a number of different purposes:

I. To infer a detailed impulse response (Measurement Campaign 1.1): two orthogonal orien-
tations of the antenna connected to Port 2 were measured, and the stirrer was also rotated
to a different position for the second measurement (however whilst each measurement was
taking place, the stirrer was switched off). The stirrer obscured the Line-of-Sight (LOS)
between the two ports. Only for inferring a detailed impulse response was it necessary to
use (3.11) rather than the simpler expression (3.2).

II. To infer a coarse impulse response (Measurement Campaigns 1.2, 1.3, 1.4 and 1.5): for
Measurement Campaign 1.2, the vehicle-like cavity was used with the stirrer obscuring
the LOS and switched off; for Measurement Campaigns 1.3 and 1.5 the antenna attached
to Port 1 was positioned at a known location, and the antenna attached to Port 2 was
then positioned at six different (unrecorded) arbitrary locations, with arbitrary orientation.
For Measurement Campaign 1.4 both Port 1 and Port 2 antennas were placed at arbitrary
locations and orientations.
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III. To investigate the EF distribution (Measurement Campaign 1.2): the stirrer was set to
constantly rotate at 0.0044 revolutions per second, yielding approximately 100 recorded
SP measurements per revolution. The stirrer was located such that it obscured the LOS
between Port 1 (which acted as the transmitter) and each of the other three ports (which
acted as receivers).

IV. To investigate whether the vehicle cavity can be treated as an isolated environment (Mea-
surement Campaign 1.6): frequency sweeps were taken for a number of scenarios with an
object outside the cavity (as well as a measurement with no external objects for reference).
In Table 3.1, ‘Man’ refers to a person standing at the referenced location, approximately
100 mm from the cavity aperture and ‘Metal’ refers to a person standing at the referenced
location holding a large metal panel parallel to the cavity approximately 100 mm from the
cavity aperture.

V. To mimic a Zigbee [62] based Wireless Sensor Network (WSN) (Measurement Cam-
paigns 1.7 and 1.8): SPs were measured for the 802.15.4 [74] channel frequencies. In
the car measurements were taken for antenna locations covering every pair-wise combina-
tion of PCar 1 to PCar 5, and in the van for every pair-wise combination of PVan 1 to PVan 4.

For the measurements undertaken using the Rohde and Schwarz ZVB8 (4-port) VNA, there was
apparently a phase offset in the measured data. This manifested itself as a time shift in plots in
the time domain (i.e., when an inverse discrete Fourier transform was performed on the data).
It is, however, the shape of the plot in the time domain, not the absolute time at which it occurs,
which is relevant for the analysis detailed in this dissertation. Comparing the measurements
undertaken by the Rohde and Schwarz ZVB8 (4-port) VNA with those undertaken by other
VNAs in the same environments showed that the shape of the plot is the same for each. It can
therefore be concluded that there is no adverse effects of this apparent issue with the Rohde
and Schwarz ZVB8 (4-port) VNA, and for the remainder of this dissertation, the results are
presented with the time shift removed.
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Table 3.1: Scattering parameter measurements.

Campaign Environment Frequency Antenna Location Loading SP Equation VNA

1.1 Cavity 4 – 17 GHz,
1 MHz step

SB9112 P1: (860,920,650) x
P2: (170,120,650) x, z

Phantom: PCav 3

Stirrer (off): PCav 4

(3.11) N5242A
(2-port)

1.2 Cavity 0.5 – 3 GHz,
5 MHz step

SB9113 P1: (1020,880,510) x, z
P2: (300,490,440) z
P3: (256,210,810) x
P4: (300,470,440) y

(0, 4, 8, 12 units of
RAM) &
Stirrer: PCav 4

(3.2) ZVB8
(4-port)

1.3 Van (front) 1 – 3 GHz,
5 MHz step

SB9113 P1: PVan 7

P2: 6 locations
0 – 3 occupants (3.2) ZVB8

(2-port)

1.4 Van (rear) 1 – 3 GHz,
5 MHz step

SB9113 P1, P2:
6 pairs of locations

n/a (3.2) ZVB8
(2-port)

1.5 Car 1 – 3 GHz,
5 MHz step

SB9113 P1: PCar 6

P2: 6 locations
0 – 5 occupants (3.2) ZVRE

(2-port)

1.6 Cavity 1 – 3 GHz,
5 MHz step

SB9113 P1: (930,750,585) x
P2: (330,210,500) x

n/a;
Man: PCav 1;
Metal: PCav 1;
Metal: PCav 2

(3.2) N5242A
(2-port)

1.7 Van (front) 2.405–2.48GHz
5 MHz step

patch PVan 1 – PVan 4 n/a (3.2) ZVB8
(2-port)

1.8 Car 2.405–2.48GHz
5 MHz step

patch PCar 1 – PCar 5 n/a (3.2) ZVRE
(2-port)
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Figure 3.6: Spectrum measurement set-up

3.2.2 Spectrum measurements

Spectrum measurements were undertaken to investigate the Doppler spread resulting from four
types of channel variation:

I. A moving absorptive object, i.e., a person, in the cavity ( referred to as ‘absorptive’).

II. A moving reflective object, i.e., the stirrer shown in Fig. 3.2 (b), operating at 0.19 revolu-
tions per second located at PCav 4 (referred to as ‘reflective’).

III. One of the antennas moving (referred to as ‘1 antenna’).

IV. Both antennas moving (referred to as ‘2 antennas’).

The experimental set-up consisted of a transmit antenna, connected via co-axial cable to a Signal
Generator (SG) providing a Constant Wave, and a receive antenna connected via co-axial cable
to an Agilent E4440A Spectrum Analyser (SA), as shown in Fig. 3.6. For each campaign, the
SA was set to record either a single sweep, or the average over a number of sweeps (either 25
or 50, though the actual number made little difference to the observed results).

The spectrum measurements undertaken are detailed in Table 3.2. For the measurements where
one or both antennas are moved, the antenna location and orientation given is approximate
(and where applicable is in millimetres). The stirrer remained in the cavity for all campaigns
(switched off for all but the reflective stirring measurement), and its position was such that it
obscured the direct LOS between the transmit and receive antennas.
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Table 3.2: Spectrum measurements.

Campaign Environment Frequency / GHz Antenna Location Loading Variation Sweep

2.1 Van 2.45 SB9113 Tx: PVan 5

Rx: PVan 6

1 person Absorptive Average

2.2 Cavity 2.45 SB9113 Tx: (850,760,660) x
Rx: (180,760,660) x

n/a Absorptive
Reflective
1 antenna
2 antennas

Average

2.3 Cavity 3, 6, 9, 12, 15 SB9112 Tx: (180,160,830) x
Rx: (980,910,510) x

0, 4, 8, 12
units of RAM

Reflective Single
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3.2.3 Wireless network measurements

The wireless network experiments were undertaken using the MICAz [75] WSN development
package which uses the 802.15.4 physical layer communications protocol, operating on the de-
fined channels in the 2.4 GHz Industrial Scientific and Medical (ISM) band. The channel was
measured using the Received Signal Strength Indicator (RSSI), and the MICAz motes were in-
tegrated into a WSN unit. This unit was developed specifically for the measurements presented
in this dissertation. To ensure that units interfered with the normal use of the vehicle as little as
possible, it was specified that they should be small, unobtrusive, robust and have a low-profile,
moreover these properties are expected to be broadly representative of actual in-vehicle WSN
nodes to be deployed in future systems. To achieve useful propagation measurements, it was
also required that the units be fitted with high (known) efficiency omnidirectional antennas, and
that the RSSI values should be calibrated such that the actual channel response could be esti-
mated.

Three units were built, of which one is shown in Fig. 3.7. It consists of a plastic box housing
a MICAz mote, linked via a half-wavelength coaxial cable to a low-profile patch-type antenna
with an omnidirectional radiation pattern (previously introduced in Section 3.2.1), and has di-
mensions 120 mm × 64 mm × 40 mm (excluding the antenna). The antennas operate in the
2.4 GHz ISM bandwidth and the efficiency of each antenna was measured, as detailed in Ap-
pendix A.

Each unit could act as either a transmitter or a receiver, and calibration was undertaken for
each pair of units, and for each of the 16 possible frequency channels. The two units were con-
nected via a known attenuation (comprising of a co-axial cable, and a variable attenuator) which
was varied with step size of 1 dB. For each attenuation setting, the RSSI value was recorded.
On occasion two or more attenuation values resulted in the same RSSI value being measured,
and in such instances the attenuation was averaged to ensure that the registered RSSI could be
converted to the corresponding channel response with a one-to-one function. Details of the cal-
ibration are given in Appendix B.

In the measurement campaign, one of the units (unit 2) was set to constantly transmit at 8 pack-
ets per second on the 2.45 GHz channel whilst the other two (units 1 and 3) acted as receivers.
In all cases the measurements were undertaken with the car being driven. The measurement
campaign is summarised in Table 3.3
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(a) (b) (c) 

Figure 3.7: WSN unit: (a) top view; (b) inside view; (c) deployed at PCar 3

Table 3.3: Wireless network measurements.

Campaign Environment Loading Unit location

3 Car 1 occupant Tx: PCar 3,
Rx1: PCar 1,
Rx2: PCar 4

3.3 Propagation simulation

An EM wave propagation simulation has been undertaken primarily to find the angular spread
of the arriving energy. A secondary purpose of the simulation is to find the variation in total
arriving energy with spatial separation. For simplicity, the propagation simulation was only
performed for the vehicle-like cavity, as the regular geometry of this environment greatly sim-
plified the simulator.

The simulator was written in MATLAB [76], and the programme allowed the transmitter and
receiver to be located at any point in the cavity. Both transmitter and receiver were modelled
as having isotropic radiation patterns, and the receiver was deemed to have received a ray if it
passed within a circle centred on the receiver location, with area equal to the effective aperture
of an isotropic antenna with 100 % efficiency. The frequency was set to 1.7 GHz, as analysis
on the measurements showed this to be the Lowest Usable Frequency of the cavity, and thus
Friis transmission equation [77] was used to find the diameter of the circle (56.2 mm) which
constituted the receiver in the simulation.
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The simulator was written such that a sphere around the transmitter was divided up in sections
using equally spaced polar co-ordinates. Each section of the sphere was assumed to have power
proportional to its area, and was modelled as a single ray, whose propagation was traced using
geometry. The rays were propagated for a maximum period of 120 ns, and the step size of the
polar angles was chosen such that after 120 ns the area of the largest ray was approximately
equal to the area of the receiver (i.e., because the area which each ray covers increases with
time). As the transmit power has been divided up over the sphere’s surface area (see Fig. 1.3
for illustration), this is consistent with an incoherent isotropic point source model, and thus it is
not possible to infer directly the impulse response of a input signal.

The power reflection co-efficient (i.e., for reflections off the cavity boundaries, and stirrer) was
set to 0.97, to match the time constant of the simulation to that of the actual cavity. Whilst 0.97
is low for a perfect aluminium reflection, taking into account the corroded surfaces, imperfect
sealing of adjacent panels, reflections off the stirrer (which is imperfect) and the slightly more
complex cavity geometry (i.e., lips around the windows), this does not seem unreasonable. To
further enhance the simulation, a simplified stirrer was introduced, this consisted of a single
plane with corners at:

• (800, 390, 325) mm,

• (800, 750, 325) mm,

• (440, 390, 735) mm,

• (440, 750, 735) mm,

which is approximately the size and location of the actual stirrer, just with a much simplified
geometry. For all the simulations performed, the stirrer (when present) blocked the LOS path
between the transmitter and the receiver.

The propagation simulation was run for a single transmitter location, and multiple receiver
locations. Table 3.4 summarises the simulations that were run, and whilst the propagation
simulator remained the same for each run, it served two distinct purposes. In Simulation 4.1,
the angular spread at a point was recorded, whereas in Simulation 4.2, the total arriving energy
at various locations in space was recorded. In both simulations it was convenient to treat the
transmission as an impulsive input with total energy 1 J.
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Table 3.4: Propagation simulation.

Simulation Frequency / GHz Tx location / mm Rx location / mm

4.1 1.7 (1000, 880, 510) (300, 490, 440),
(256, 210, 810),
(300, 470, 440)

4.2 1.7 (1000, 880, 510) x = 300
y = (412.6: 56.2: 637.4)
z = (327.6: 56.2: 552.4)

For Simulation 4.2, Rx was located at each point on a 5 × 5 grid, where y and z are denoted
(initial location: step: final location). The step is chosen such that the apertures just touch for

adjacent receivers.

3.4 Chapter summary

This dissertation uses experimental data to support the proposed theory, and to demonstrate the
capability of actual in-vehicle wireless communication system. This experimental data is gath-
ered from measurements performed in actual road vehicles, and an EM cavity with vehicle-like
features placed in an anechoic chamber.

Three types of measurements have been undertaken:

• SP measurements to infer the channel impulse response, investigate the EF distribution
and investigate whether the vehicle cavity can be treated as an isolated environment. The
SP measurements are also used in place of wireless network measurements, as for some of
the analysis it is required that the complex channel response is available (and the wireless
network measurements only provide the magnitude of the channel response).

• Spectrum measurements to investigate typical in-vehicle Doppler spreads.

• Wireless network measurements to demonstrate how the theory can improve the perfor-
mance of an actual in-vehicle wireless communication system.

Also, a propagation simulation has been undertaken for the vehicle-like cavity, to aid the under-
standing of the angular spread, and the total arriving energy.
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Chapter 4

A propagation model for the in-vehicle
channel

As identified in Chapter 1, the time varying impulse response, hH(t, τ) completely defines the
action of a wireless channel. It is, however, difficult to find a general statistical expression for
hH(t, τ). This is because the range of possible changes affecting the propagation is vast, and
any full characterisation would be extremely complicated.

Instead a more fruitful approach is to characterise the instantaneous impulse response (which
can also be thought of as the impulse response of a time invariant channel), and the Doppler
spread at a given frequency. The instantaneous impulse response can be used to find the channel
delay spread, (and thus also the coherence bandwidth) and the Doppler spread can be used to
find the coherence time. Knowledge of these parameters is crucial for the effective deployment
of in-vehicle wireless communication systems and for evaluating the channel information ca-
pacity.

Specifically, in Section 4.1 the channel response to an impulse input of energy is investigated;
and in Section 4.2 the Doppler spread is characterised in terms of its Power Spectral Density
(PSD).
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4.1 Impulse response of the in-vehicle channel

The instantaneous impulse response is modelled as a random process. As explained in Chap-
ter 1, this is a justifiable approach, as it is unlikely that there will be precise information con-
cerning the instantaneous geometry and material properties of all objects in the cavity, however
it may be possible to parameterise the process in a more general way using a statistical method.

A statistical model is therefore derived for two situations:

I. A perfectly incoherent isotropic source, where all the energy arriving at a certain point is
considered to be received, however it cannot meaningfully be expressed as a signal.

II. A perfectly coherent isotropic source, where all the energy arriving at a certain point is
considered to be received as a signal.

The theoretical model is expressed in the form of a series of arriving rays (i.e., a ray is an in-
finitesimally narrow cone of the transmitted signal) of , as the response to an impulse input of
energy. The term ‘signal’ denotes a quantity proportional to the square root of the power (given
a constant impedance), and in general could be an electric field or a magnetic field when prop-
agating as a wave, or a voltage or a current when in a circuit. As the model is a propagation
model, it does not account for the effects of transmit and receive antenna radiation patterns. It
is, however, demonstrated that for the coherent case, a reasonable agreement is found between
the theory and measurements using omnidirectional antennas.

4.1.1 Assumptions

Assumption 1: All rays arrive independently.

Assumption 2: All rays are attenuated independently.

These assumptions arise because in general there need not be any underlying structure to the im-
pulse response, i.e., caused by distinct clusters of arriving rays. Even where a clustered structure
has been observed, such as by Sawada et al [34], in general in such a confined propagation envi-
ronment two or more clusters may overlap to such an extent that they become indistinguishable.
Together, these two assumptions are consistent with the Uncorrelated Scattering (US) assump-
tion which is commonly used to model channels, as discussed in Chapter 2.
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Moreover these assumptions are valid in the sense that they entirely model that which is cur-
rently known about the channel (i.e., the most general case). It may, however, prove to be the
case that preliminary measurements show that the impulse response consistently has a clustered
structure which could be exploited to improve the model.

Justification

Measurement Campaign 1.1 is used to justify these assumptions. The scattering parameters
(SPs) acquired from the frequency sweep are used to approximate the impulse response by
using the following process1:

I. The receive antenna collects energy over an aperture with area that is inversely propor-
tional to the frequency of operation squared. The frequency sweep is therefore normalised
by multiplying S21 by the frequency (i.e., as SPs have the same dimensions as the square
root of power). This normalisation step is required as the desired impulse response is
for the energy flux through a small, constant area. The analysis method is essentially the
reverse of Friis transmission equation [77].

II. An inverse discrete Fourier transform (IDFT) is performed on the normalised S21 mea-
surements.

III. A subjective judgement is made regarding the point at which the impulse response be-
comes indistinguishable from the noise floor, and the impulse response is truncated ac-
cordingly.

IV. A subjective judgement is made regarding a suitable threshold above which the received
power is taken to be the result of received impulses, and all values below this are set to
zero, leading to a discretised form of the impulse response.

V. All values at times before τ0, i.e., the time of flight of a ray travelling along the Line-of-
Sight (LOS) are set to zero (τ0 = 3.52× 10−9 s for Measurement Campaign 1.1 ).

VI. The absolute value of the response at each time instant is squared to get the response to an
impulse of energy.

VII. The total energy received is set to unity to normalise the results.

1This method is somewhat limited as it uses only a single frequency sweep measurement of the channel SPs.
Although multiple measurements were taken, the channel was not sufficiently stable for these to be treated as
identical realisations of the channel with independent additive noise. Specifically, this limits the potential to sta-
tistically analyse the results, however this is partially mitigated by the fact that the measurement environment
(anechoic chamber) has a very low noise floor.
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The two configurations measured in Measurement Campaign 1.1 (i.e., which differ because the
Port 2 antenna has been rotated – full details available in Table 3.1) are named Measurement
Campaign 1.1a and Measurement Campaign 1.1b. Figs. 4.1 and 4.2 show the approximate
impulse responses for 1.1a and 1.1b respectively. There is no apparent clustered structure, how-
ever as to be shown in Section 4.1.4, these approximate impulse responses do exhibit properties
which are consistent with the Assumptions 1 and 2.
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Figure 4.1: Impulse response of Measurement Campaign 1.1a
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Figure 4.2: Impulse response of Measurement Campaign 1.1b
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4.1.2 Theory for a perfectly incoherent isotropic point source transmitter

The theoretical impulse response model can be split into a random process to model the ray
arrivals, and a random process to model the energy of a ray arriving at a given time delay. As it
is the energy of the ray which is modelled, it is convenient to express the results in the form of
the Power Delay Profile (PDP). Initially the impulse response of a perfectly incoherent isotropic
point source is modelled. The incoherent source model cannot be used to find an impulse re-
sponse in terms of signal (it is only valid in terms of power), however it is a useful starting point
upon which the coherent source model will be based.

The PDP, PH(t0, τ) (i.e., at time t0), is derived in terms of a number of received rays, of which
the ith has energy Eray(τ) (which may in general be a random variable), and delay τi:

PH(t0, τ) =
∞∑
i=1

Eray(τ)δ(τ − τi), (4.1)

where δ(.) is the Dirac delta function.

Ray arrival process

The Poisson process models the most general arrival process, where all rays arrive indepen-
dently [78]. The number of arrivals, n, in a time interval ∆τ is modelled as a Poisson distribu-
tion, with Probability Mass Function (PMF):

P (n) =
(kb∆τ)ne−kb∆τ

n!
, (4.2)

with ray arrival rate, kb [s−1], (typically λ would be used, however kb is used here to avoid am-
biguity with wavelength). Here and below the notation ‘[.]’ is used to denote the units of the
given parameter.

Strictly speaking (4.2) is the PMF of the Homogenous Poisson process, and is only valid if the
parameter, kb does not vary with time. This is not the case for the in-vehicle channel impulse
response, and therefore (4.2) is only valid where the time interval, ∆τ , is sufficiently short such
that kb is approximately constant (i.e., because kb varies continuously with time).

To find the variation of kb with time, consider a cavity which is completely enclosed by a per-
fectly reflective boundary, and consists of a constant, lossless medium. Let ∆τ be sufficiently
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short such that kb is approximately constant. The expected energy, E (E(∆τ)), arriving in this
time interval can be expressed:

E (E(∆τ)) =E
(∫ τ+∆τ

τ

PH(t0, τ) dτ

)
(4.3)

=E(n)× Eray(τ)

∝ kb∆τ × τ−2, (4.4)

where Eray(τ) is the energy of a ray arriving at τ , which is deterministic and proportional to τ−2

as the propagation speed through the medium is constant. The expectation of a Poisson random
variable is equal to its parameter, in this case kb∆τ . In a lossless medium, to obey the law of
the conservation of energy, (4.4) must always be proportional to ∆τ for all τ , therefore kb ∝ τ 2,
and can be expressed in terms of the parameter kb0 [s−3]:

kb = kb0τ
2. (4.5)

Allowing for a variable medium:

Consider a (theoretical) medium which is lossless, but has regions with varying propagation
velocity. The assumption that the ray arrivals form a Poisson process is still valid. It is no
longer the case that energy of a ray at time τ is proportional to τ−2, in general only the expected
energy of the ray E (Eray(τ)) is proportional to τ−2. Re-expressing (4.3) for the more general
case where Eray is a random variable:

E (E(∆τ)) =E
(∫ τ+∆τ

τ

PH(t0, τ) dτ

)
=
∞∑
n=0

nP (n)E (Eray(τ))

=
∞∑
n=0

n
(kb∆τ)n

(
1 + (−kb∆τ) + (−kb∆τ)2

2!
+ (−kb∆τ)3

3!
+ . . .

)
n!

E (Eray(τ))(4.6)

let ∆τ → 0:

E (E(∆τ)) = kb∆τ × E (Eray(τ)) (4.7)

∝ kb∆τ × τ−2, (4.8)

therefore kb = kb0τ
2 remains valid. In simple terms the random arrival process can be said to

have absorbed the randomness of the time of flight, which means that the arrival process model
generalises to the case where the rays propagate through a non-uniform medium.
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Adjusting the arrival process for a cavity with apertures:

Consider a cavity with apertures. Now suppose that these apertures are enclosed by an arbitrary
surface to form a completely closed boundary. The impulse response arrival process of this
cavity (i.e., with the apertures closed) can be modelled as described previously, however when
the apertures are re-introduced some of the rays will be lost to the outside world. A single ray
undergoing a single reflection is modelled as a Bernoulli process, i.e., the ray is lost with a cer-
tain probability (if the ray reflected off a part of the boundary which was actually an aperture).
Let e−k′e be the probability that a ray is not lost, and let a given ray undergo m reflections with
the cavity boundaries. Each reflection with a cavity boundary is assumed to be an Independent
and Identically Distributed (IID) Bernoulli random process with a probability e−k′′e of not being
lost. Therefore for a ray still to exist when the apertures are reintroduced, all reflections must
still exist, hence:

e−k
′
e =

m∏
i=1

e−k
′′
e

= e−mk
′′
e . (4.9)

The number of reflections will be a random variable with the mean scaled by the time of flight,
therefore defining parameter ke [s−1]:

e−keτ = e−mk
′′
e . (4.10)

Only e−keτ of the rays are expected to remain when the apertures are re-introduced. Accordingly
kb must be scaled by e−keτ . Note that the Poisson arrival process is already a random process, so
the parameter is scaled by the mean of the ray loss process, as the randomness will be absorbed
by the Poisson process. The general form for the distribution of the number of arrivals, n,
arriving in a short time interval, ∆τ , at a time lapse τ after an impulse can therefore be expressed
as:

P (n) =
(kb∆τ)ne−kb∆τ

n!
, (4.11)

kb = kb0τ
2e−keτ . (4.12)

Ray attenuation process

Consider a ray to traverse a path which can be split into a large number, N , of short elements,
consequently the ray’s energy will be:

Eincoh(τ) ∝
N∏
i=1

(
di
di−1

)−2

e−zi , (4.13)
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where the subscript ‘incoh’ refers to the energy of a ray from a perfectly incoherent isotropic
point source, di is distance to the end of the ith element, and e−zi is attenuation. τ is related to
d, as to be discussed. Note that ray power decay with distance can only be expressed in terms
of ray power at some other distance, hence the distances are relative to a distance d0, which is
arbitrarily close to the source. An equivalent expression to (4.13) is:

Eincoh(τ) ∝
(
dN
d0

)−2

e−
∑N
i=1 zi . (4.14)

The N elements are assumed to be IID random variables. Whilst in reality this may not be
correct, in the absence of a good model for how the elements are correlated, this is a sensible
assumption to make since it will represent the most general case, moreover as the Central Limit
Theorem (CLT) is subsequently to be applied this assumption should not matter so long as
the ray passes through a sufficient number of independently attenuated regions of the cavity
(including boundary reflections). Noting that the number of elements is proportional to the ray
distance, the CLT is applied to the sum in (4.14) to yield:

Eincoh(τ)∝
(
dN
d0

)−2

e−Z
′
, (4.15)

Z ′∼N (k′cdN , k
′
ddN), (4.16)

where N (mean, variance) is the Gaussian distribution, and k′c and k′d are parameters required
for this intermediate step.

Expressing Eincoh(τ) as a function of time of flight, rather than distance of flight is preferable,
which can be achieved by making the assumption that τ is proportional to dN . Strictly speaking
this is only valid for propagation through a constant medium, which is not necessarily the case
for all Electromagnetic (EM) cavities. For example in a vehicle cavity, even though the major-
ity of the propagation is through air, there are short sections possibly through human tissue. In
this case the relationship between time and distance is itself a random variable, however it is
reasonable to neglect this effect since it is expected that the attenuation incurred owing to the
change of medium (such as human tissue) will dominate over the small change in the ratio of
time of flight to distance of flight. Moreover if a random variable were introduced to model
the relationship between time and distance, this would not be independent of the attenuation
process (since the same physical change of medium causes the attenuation and the change in
ray propagation velocity), and it would significantly increase the complexity of the model to
include the co-dependence of these two random processes.

Having justified that τ ∝ dN is a reasonable approximation, (4.15) and (4.16) can be re-
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expressed as:

Eincoh(τ) = kaτ
−2e−Z , (4.17)

Z ∼N (kcτ, kdτ), (4.18)

where ka [J s2], kc [s−1] and kd [s−1] are parameters. The ray energy is therefore a lognormal
random variable [79] with time varying parameters, and scaled by the inverse of the square of
the time of flight.

4.1.3 Theory for a perfectly coherent isotropic point source transmitter

For a perfectly coherent isotropic point source, the ray arrival times will be identical to those
of a perfectly incoherent isotropic point source, because this is solely a property of the cavity
geometry. It is however necessary to reconsider a suitable representation of the ray power. For
the coherent source, instead of dividing up the total power, it is necessary to divide up the total
signal: Consider a sphere centred on the source, the signal of the energy propagating through
part of the sphere is proportional to the area of that part of the sphere (for the incoherent source,
it was implicitly assumed that the energy is proportional to the area). This can be justified by
considering the situation where all the signal recombines (i.e., sums) in phase. In such an in-
stance, to avoid violating the conservation of energy, it is necessary that, as the recombination
takes the form of a sum of the signal, the original division must also be in terms of the signal.

The same reasoning which led to (4.17) and (4.18) can be applied again, noting that for the
coherent source it is the signal, v, which is proportional to the cross-sectional area of each ray.
By also noting that the attenuation of the signal of a ray is proportional to the square root of the
attenuation of the power of a ray, this yields:

vcoh(τ) = k′aτ
−2e−

Z
2 ,

=⇒ Ecoh(τ) = k′′aτ
−4e−Z , (4.19)

where the subscript ‘coh’ refers the a perfectly coherent isotropic point source, and Z remains
as defined in (4.18).
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4.1.4 Experimental verification

The theoretical propagation model consists of a time varying Poisson process to model ray ar-
rivals, detailed in (4.11) and (4.12), and a time varying lognormal distribution to model the ray
attenuation, detailed in (4.18) and (4.19). The approximate impulse responses from Measure-
ment Campaigns 1.1a and 1.1b, shown in Figs. 4.1 and 4.2, respectively, exhibit features which
are consistent with the theoretical model. Furthermore, a compelling case for the validity of the
theoretical model can be made by considering the total arriving energy.

Ray arrival process

Plotting the inter-arrival times of successive rays provides a simple way to verify the theoretical
arrival process. The inter-arrival time between two successive rays for a Poisson process with
parameter kb will be an exponential random variable also with parameter kb [78]. The mean
inter-arrival time is k−1

b and the variance is k−2
b . Recalling from (4.12) that for the theoretical

propagation process kb = kb0τ
2e−keτ , fitted functions for the mean inter-arrival time (k−1

b ) are
shown in Figs. 4.3 and 4.4 along with the actual inter-arrival times of the rays in Measurement
Campaigns 1.1a and 1.1b respectively. The fit appears to be a good one, and the variance of the
inter-arrival time also appears to be greater when the mean is greater, as is to be expected.

In the time period approximately from 1.25 × 10−8 to 2.5 × 10−8 s, the energy appears to be
arriving so rapidly that it is unlikely that individual rays have actually been resolved. This
conjecture is supported by the much greater energy levels observed during this time interval of
the impulse response shown previously in Figs. 4.1 and 4.2 .
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Figure 4.3: Arrival of rays in Measurement Campaign 1.1a
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Figure 4.4: Arrival of rays in Measurement Campaign 1.1b
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Ray attenuation process

Rays arriving around approximately 1 × 10−8 s are used to verify the attenuation process of
the impulse response. This is because, as identified earlier in this section, it is likely that these
are actually resolved impulses; and also because the arrival time is approximately constant, this
simplifies the analysis since that the parameters of the attenuation process vary with time.

Recalling that, for the theoretical propagation model, the magnitudes of arriving rays should be
lognormal random variables, the magnitudes of the arriving rays, along with lognormal fitted
Cumulative Density Functions (CDFs) are shown in Figs. 4.5 and 4.6 for Measurement Cam-
paign 1.1a and 1.1b respectively. The fit appears to be very good for both campaigns.

This verification, whilst appearing to be good, is somewhat limited in its scope: firstly it includes
only a small number of resolved rays (33 and 35 for Measurement Campaigns 1.1a and 1.1b
respectively), and secondly it provides no experimental verification that the theoretical model
for the time variation of the lognormal parameters is valid.
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Figure 4.5: Attenuation of rays in Measurement Campaign 1.1a
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Figure 4.6: Attenuation of rays in Measurement Campaign 1.1b
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Arriving energy

The total arriving energy can also be used as experimental evidence to support the theoretical
results. Recall that the analysis leading to (4.7) is valid for both the incoherent and coherent
sources, and that (4.12) provides an expression for kb which is valid for both the incoherent and
coherent sources. Substituting (4.12) into (4.7) yields:

E (E(∆τ)) = kb0τ
2e−keτ∆τ × E (Eray(τ)) , (4.20)

which can be related to the expected PDP:

E (PH(t0, τ)) = lim
∆τ→0

E (E(∆τ))

∆τ
= kb0τ

2e−keτE (Eray(τ)) . (4.21)

To find the expected PDP for an incoherent source, (4.17) is substituted into (4.21). Noting that
the expectation of a lognormal random variable with mean of the exponent µ and variance of
the exponent σ2 is eµ+σ2/2:

E (PH incoh(t0, τ)) = kb0τ
2e−keτkaτ

−2e−(kc−kd/2)τ

= kakb0e
−(kc−kd/2+ke)τ

= k1e
− τ
τc , (4.22)

where, by definition, k1 = kakb0 and τc = 1/(kc − kd/2 + ke).

Likewise, to find the expected PDP for a coherent source, (4.19) is substituted into (4.21):

E (PH coh(t0, τ)) = kb0τ
2e−keτk′′aτ

−4e−(kc−kd/2)τ

= k′′akb0τ
−2e−(kc−kd/2+ke)τ

= k2τ
−2e−

τ
τc , (4.23)

where, by definition, k2 = k′′akb0.

The term τ−2 in the right-hand side of (4.23) appears because the longer the time lapse, the
more divided the signal has become. Consider an element of the transmitted power, with signal
v, which arrives as a single ray, the arriving power is v2. For an identical region of transmitted
power, which arrives later as two rays each having signal of, say, v/2 (for simplicity), the re-
ceived power (when averaged across all frequencies, as an impulse response can be interpreted
by considering Parseval’s theorem of energy conservation) is (v/2)2 + (v/2)2 = v2/2. This ap-
parent reduction in received power occurs because the signal becomes increasingly incoherent.
This, however, is only valid if the input is genuinely a perfect impulse; indeed for any finite
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bandwidth, if the rays arrive sufficiently close together (in time) that they cannot be resolved,
they will appear to have arrived coherently, and thus the τ−2 term will not be observed. As pre-
viously noted, this appears to be the case for the majority of the arriving rays in Measurement
Campaign 1.1. This phenomenon also means that any fading model will only be valid over a
(relatively) small bandwidth, as the number of resolved rays (and hence the total power which
will appear to have been received) will vary with the frequency.

This allows (4.23) to be re-expressed for a narrow bandwidth (i.e., the period of the largest
frequency is small compared to the ray arrival rate), by dispensing with the term τ−2. Fur-
thermore, the PSD is often interpreted as an average, rather than a specific realisation (and this
definition is more useful for the remainder of the dissertation), and thus the expectation term on
the left-hand side of (4.23) is also dropped to give:

PH(t0, τ) = ke−
τ
τc , (4.24)

where k is a constant.

Therefore the theoretical model predicts that the expected power in the link will decay expo-
nentially with time delay. This property is well known for reverberation chambers [18,80], and
has also been previously observed for vehicle cavities [9, 19, 23–25]. The consistency between
the theoretical propagation model, and the well accepted exponentially decaying PDP provides
compelling evidence for the validity of the model, and in particular supports the theoretical time
variation of the lognormal parameters, which has not previously been verified.

To verify that the arriving energy in Measurement Campaign 1.1 is also consistent with the ex-
ponentially decaying PDP, consider for τ ≥ τ0 the expected total arriving energy E (EH(t0, τ)):

E (EH(t0, τ)) =

∫ τ

τ0

PH(t0, τ) dτ

= k
(
τ0e
− τ0
τc − τe−

τ
τc

)
. (4.25)

Figs. 4.7 and 4.8 show the total arriving energy for Measurement Campaigns 1.1a and 1.1b
respectively, and in each case a very good fit is observed between the measurements and the
exponential fit, which was estimated according to (4.25). The MMSE fitted plots have time
constants (τc) of 17.2 ns and 16.6 ns for Measurement Campaigns 1.1a and 1.1b, respectively.
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Figure 4.7: Cumulative arriving energy in Measurement Campaign 1.1a
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Figure 4.8: Cumulative arriving energy in Measurement Campaign 1.1b

51



Wireless communication in vehicles

4.2 Doppler spread of the in-vehicle channel

The Doppler spread of the in-vehicle channel is a direct result of the random motion of cavity
occupants (or the random motion of the wireless devices, if they are mobile). This random mo-
tion is difficult to characterise, and neither is it trivial to derive the resulting Doppler spread in a
chaotic environment such as an EM cavity. The Doppler spread characterisation to be presented
in this chapter therefore takes a more general starting point, where four reasonable assumptions
are made and subsequently used to upper bound the Doppler spread. This approach mitigates
the risk of over-fitting the model to any particular pattern of channel variation caused by occu-
pant motion.

It is more meaningful to derive the Doppler spread as an average, rather than for an instanta-
neous realisation, therefore the PSD is used to express the Doppler spread characterisation.

4.2.1 Assumptions

Assumption 3: At any given frequency, the channel is Wide-Sense Stationary (WSS).

Assumption 4: The Autocorrelation Function (ACF) at frequency f and time-shift ζ ,RT (f ; ζ),
is real and positive.

Assumption 5: RT (f ; ζ) decreases monotonically with |ζ|, i.e., the channel becomes less cor-
related with time separation.

Assumption 6: The mean Doppler shift is zero.

Where the ACF of the time series of channel frequency responses, z(f, t), is defined:

RT (f ; ζ) = Et(z(f, t), z∗(f, t+ ζ)), (4.26)

where ∗ denotes complex conjugation. Note, that for a WSS process RT (f ; ζ) = R∗T (f ;−ζ),
therefore as the process is assumed to be real, RT (f ; ζ) = RT (f ;−ζ).

Justification

Assumptions 3 – 6 can be justified primarily because they are physically reasonable. It is sen-
sible to assume that the process is WSS, at least over short time scales. However, over longer
time periods the statistics may change as various cavity occupants become more or less prone
to move. Moreover it is usual to assume that reverberation chamber stirring is a WSS pro-
cess [81–83], and as discussed in Chapter 2 there is precedent for treating vehicle cavities as
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Figure 4.9: Autocorrelation function of the stirrer at 2.45 GHz

somewhat analogous to reverberation chambers. Assumptions 4 and 5 are consistent with a
model where, after an arbitrary time interval, the received signal can be considered to be the
sum of two components, the first being some fraction of that which was previously present
(which is expected to decrease with time), and the second being that which has been disturbed,
which is random and uncorrelated with the original signal. This model would appear to be rea-
sonable, as the motion of the scatterers (or antennas) is jerky and unpredictable and involves
motion with a range of speeds and directions. Situations where Assumptions 4 and 5 would
not apply typically rely on constant motion of either the environment, or the antennas. Finally,
Assumption 6 is made because there is no constant movement of either the transmit or receive
antennas, or the environment. Given that the following analysis concerns only the statistical
properties of the received signal, Assumption 6 is necessary in order to centre the analysis of
the received signal around the frequency of the transmitted signal.

In addition to this qualitative discussion regarding Assumptions 3 – 6, some initial measure-
ments that have been undertaken can also provide some evidence for their validity. Specifically
Measurement Campaign 1.2, with the Port 1 antenna x-polarised; the cavity unloaded; and the
stirrer on. Fig. 4.9 shows the ACF at 2.45 GHz for the forward voltage gain between Ports 1
and 3 (S13), note that the stirrer was rotating at a constant rate, however ‘stirrer steps’ refers to
the instantaneously measured values of S13, recorded at regular time intervals. A full rotation
consisted of approximately 100 stirrer steps. Fig. 4.9 supports Assumptions 4 and 5 that the
ACF is predominantly real, positive and decreasing with the magnitude of time separation.
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4.2.2 Theory

Given assumptions 3 – 6, three upper bounds exist on the PSD, PH(f ; ν), at frequency shift ν.

Theorem 4.1:

There exists an upper bound, U1 on the PSD:

U1 = PH(f ; 0)

≥PH(f ; ν), (4.27)

with equality only at ν = 0.

Proof:

Starting from the definition of PH(f ; ν) from [ [84] Equation (6.28)]:

PH(f ; ν) =

∫ ∞
−∞

RT (f ; ζ)e−j2πνζ dζ

=

∫ ∞
−∞

RT (f ; ζ) cos(2πνζ) dζ + j

∫ ∞
−∞

RT (f ; ζ) sin(−2πνζ) dζ

=

∫ ∞
−∞

RT (f ; ζ) cos(2πνζ) dζ (4.28)

≤
∫ ∞
−∞

RT (f ; ζ)× 1 dζ (4.29)

= PH(f ; 0). (4.30)

Note that (4.28) arises becauseRT (f ; ζ) = RT (f ;−ζ), and the bound in (4.29) becauseRT (f ; ζ)

is real and positive.

Theorem 4.2:

There exists an upper bound, U2 on the PSD:

U2 =
1

πν
PRx

>PH(f ; ν), (4.31)

where PRx is received power.
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Proof:

Starting from (4.28):

PH(f ; ν) =

∫ ∞
−∞

RT (f ; ζ) cos(2πνζ) dζ

= 2

∫ ∞
0+

RT (f ; ζ) cos(2πνζ) dζ

= 2

[
1

2πν
sin(2πνζ)RT (f ; ζ)

]∞
ζ=0+

+ 2

∫ ∞
0+

−dRT (f ; ζ)

dζ

sin(2πνζ)

2πν
dζ

< 2

[
1

2πν
sin(2πνζ)RT (f ; ζ)

]∞
ζ=0+

+ 2

∫ ∞
0+

−dRT (f ; ζ)

dζ

1

2πν
dζ

<
1

πν
RT (f ;∞) +

1

πν

(
RT (f ; 0+)−RT (f ;∞)

)
(4.32)

=
1

πν
RT (f ; 0)

=
1

πν
PRx. (4.33)

The term 0+ refers to a point infinitesimally to the right of the origin. The use of 0+ is appro-
priate in this instance as the function RT (f ; ζ) is continuous and finite at ζ = 0, however its
derivative isn’t necessarily continuous. The bound in (4.32) arises since throughout the region
of interest (i.e., ζ > 0), RT (f ; ζ) > 0 and −dRT (f ;ζ)

dζ
> 0. These properties allow sin(2πνζ) to

be replaced with 1 to find an upper bound on both the integral and the term inside the square
brackets. Also, note that strictly speaking: RT (f ;∞) = limK→∞RT (f ;K).

Corollary 4.3:

Using the property that PTx ≥ PTx, where PTx is the transmitted power, there exists a further
upper bound, U2A, on the PSD:

U2A =
1

πν
PTx,

>PH(f ; ν). (4.34)

The results U1, U2 and U2A are of practical use as they provide a bound on the PSD if it is not
measured (either at all or for some frequencies).

4.2.3 Experimental verification

Measurement Campaigns 2.1 and 2.2 are used to experimentally support the theory. These
measurements were undertaken at 2.45 GHz, and concern four types of channel variation in the
vehicle-like cavity:
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• Absorptive stirring, i.e., a person moving and varying the channel.

• Reflective stirring, i.e., a reflective object moving and varying the channel.

• One antenna moving, i.e., a mobile to fixed channel.

• Two antennas moving, i.e., a mobile to mobile channel.

Also measured was the Doppler spread arising from a person sat in the van making movements
typical of driving (albeit slightly exaggerated). Fig. 4.10 shows the input signal, and Fig. 4.11
shows the average received power to approximate the PSD, normalised such that for each plot
the total received power equals one.

Fig. 4.12 shows a detailed view around the central frequency. U1 is violated for one and two
antennas moved – the maximum power is not at the central frequency, and U2 is violated for
one antenna moved, although all of these violations are small. Possible explanations for this
are that the average over a small sample is not a perfect representation of the PSD, the antenna
motion was not perfectly random (it is difficult in such measurements to achieve an actual typi-
cal motion pattern), and the constant wave source was not perfect (as shown in Fig. 4.10 it has
non-zero bandwidth).

A more fundamental issue is that U2 has been verified by a circular method. The total received
power has been calculated assuming that there is not significant power received at Doppler shifts
with magnitude greater than 50 Hz. Strictly U2 is only valid if the total received power is known
(or can itself be upper bounded) independently of the Doppler spread measurement, however for
the purposes of measuring typical in-vehicle Doppler shifts these measurements are sufficient.
An alternative would be to use U2A however given the large attenuation due to path loss (typi-
cally of the order of 40 dB) this would require a PSD measurement over a very large bandwidth.

In general the Doppler spread is infinite, however at some shift the PSD will become negligible
compared to the noise floor. Therefore this bounding method is most useful for relatively low
Signal to Noise Ratio systems where the received power is known a priori. In such cases U1

and U2 can be used to significantly restrict the range of the measurement required to verify that
the Doppler spread is acceptably small.
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Figure 4.10: Normalised PSD of the input signal
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Figure 4.11: Normalised PSD of various stirring situations at 2.45 GHz
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Figure 4.12: Normalised PSD of various stirring situations at 2.45 GHz (detailed)

4.2.4 Doppler spread variation with frequency and loading

To ensure a fair comparison between the Doppler spread with varying frequency and cavity
loading, the stirrer is used at the same rotational speed (i.e., 0.19 revolutions per second). Due
to their inherent variability antenna and human motion is not investigated. Details of the exper-
imental method are given in Section 3.2.2, Measurement Campaign 2.3.

Fig. 4.13 shows that for a range of different transmission frequencies, there is a small decrease
in Doppler spread as the cavity loading is increased. This is consistent with measurements per-
formed by Chen et al. [39] in a reverberation chamber, although the effect in the vehicle cavity
is significantly less pronounced. A possible explanation for this is because in the reverberation
chamber, the high Q factor environment is altered significantly by the introduction of the Radi-
ation Absorbent Material (RAM), and hence the mode density (and therefore Doppler spread)
also varies. In the vehicle cavity, it is likely that the presence of the four windows dominate the
effect of the RAM, and hence there is only a small change in the mode density with loading,
and therefore the Doppler spread varies by a much smaller amount.

Fig. 4.13 does show that the Doppler spread increases with transmission frequency. To facilitate
direct comparison Fig. 4.14 shows the Doppler spread for all of the measured transmission fre-
quencies, with no cavity loading. The observed increase in the Doppler spread with frequency
is consistent with previous work [38–40].
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Figure 4.13: Normalised PSD with varying frequency and loading: (a) 3 GHz; (b) 6GHz;
(c) 9 GHz; (d) 12 GHz; (e) 15 GHz
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4.3 Chapter summary

A theoretical model for EM wave propagation in cavities has been derived. The propagation
model is expressed in terms of a ray arrival process, and it has been derived from a general set
of assumptions where each ray arrives independently, and each ray is attenuated independently.
The ray arrival process is modelled as a Poisson process, with time varying parameters, and the
ray attenuation is modelled as a random variable drawn from a lognormal distribution, with time
varying parameters. A wideband frequency sweep performed in a vehicle-like cavity was used
to approximate the impulse response (i.e., via an IDFT). There was found to be good agreement
between the theoretical model, and the approximate impulse response, estimated from the mea-
sured data. Crucially, the theoretical model has the property that the PDP decays exponentially,
which is well accepted for EM cavities including vehicle cavities.

The typical Doppler spread of in-vehicle channels has also been characterised. Given the inher-
ent unpredictability of the occupant motion which leads to the Doppler spread, a very general
set of assumptions was used to upper bound the Doppler spread. These assumptions are that the
time variation of the channel is WSS, the channel autocorrelation function is real and monoton-
ically non-increasing with time separation, and that the mean Doppler shift is zero. Spectrum
measurements have been used to verify the validity of the upper bound for four types of chan-
nel variation: absorptive (human occupant) motion; reflective motion; a single antenna being
moved; and both antennas being moved. Furthermore, Doppler spread measurements have
been undertaken for a range of transmission frequency and loading scenarios, showing that the
Doppler spread increases with frequency, but that variation in loading has little effect on the
Doppler spread.
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Chapter 5

A lower bound on the capacity of the
in-vehicle channel

For any wireless channel, the information capacity is a crucial performance metric. The capac-
ity for Additive White Gaussian Noise (AWGN) channels, with perfect receiver Channel State
Information (CSI) is well known, as discussed in Chapter 2, however for real channels it is un-
realistic to assume that CSI is available a priori at the receiver. Rather, the channel is assumed
to be noncoherent, and thus any CSI will have to be learned at the receiver.

The characterisation undertaken in Chapter 4 reveals that the in-vehicle channel is typically
highly underspread, i.e., the product of the delay spread (see Figs. 4.1 and 4.2) and the Doppler
spread (see Figs. 4.11, 4.12, 4.13 and 4.14) is much smaller than one. In such situations, re-
ceived wisdom states that, with sufficient bandwidth, the perfect receiver CSI capacity can be
approached [49]. The purpose of this chapter is to demonstrate, using information theoretic
analysis, that this is indeed the case.
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5.1 Channel frequency response

As shown in Chapter 4, the instantaneous Power Delay Profile (PDP) of an in-vehicle channel
decays exponentially:

PH(τ) =

{
0 if τ < 0

ke−
τ
τc if τ ≥ 0

(5.1)

where PH(τ) is the PDP, k is a constant, τ time elapsed and τc is the cavity time constant.
For the information theoretic analysis, a truncated version, P′H(τ), of the PDP is required (τt is
chosen such that the error between the truncated PDP and the original PDP is small, and this
error will later be treated as additive noise):

P′H(τ) =

{
0 if τ < 0 or τ > τt

ke−
τ
τc otherwise.

(5.2)

The bounding method requires information regarding the in-vehicle channel characterisation in
the frequency domain. At a randomly chosen frequency, that is high compared to τc but low
compared to the arrival rate of the rays (for the majority of the rays, i.e., so that the PDP in (5.1)
is valid), the distribution of the phase of the various multipath components will be uniform,
and thus the frequency response will be a Zero Mean Circularly Symmetric (ZMCS) Gaussian
random variable; defining this as z(ω), let:

z(ω) ∼ N (z(ω); 0,Σz) , (5.3)

where N is the Gaussian distribution and ω is angular frequency (i.e., ω = 2πf where f is
frequency) :

Σz =

[
σ2
z 0

0 σ2
z

]
, (5.4)

where σ2
z is the variance.

The bounding method also requires the conditional distribution of the frequency response, given
the frequency response at a known separation, (∆ω), i.e., P (z(ω)|z(ω −∆ω)).

Proposition 5.1

For the channel defined in (5.2), the conditional distribution of the frequency response, given
the frequency response at a known separation can be expressed:

P (z(ω)|z(ω −∆ω) = z(ω−∆ω)) = N
(
z(ω);µa,Σa

)
, (5.5)
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where:

µa =Az(ω−∆ω), (5.6)

Σa =σ2
z

[
1− |a|2 0

0 1− |a|2

]
, (5.7)

and z(ω−∆ω) is the realisation of z(ω −∆ω), A is the matrix version of the complex number a
(i.e., according to the notation in (1.4)) and:

a =
1

1 + j∆ωτc

(
1− e−τt((1/τc)+j∆ω)

) (
1− e−

τt
τ

)−1

. (5.8)

Proof:

Consider splitting P′(τ) into an integer number of time intervals each of duration ∆τ . Assuming
that in each time interval there are many arriving rays, and that the frequency is sufficiently high
such that the phase of each arriving ray can be considered to be a random variable drawn from
a uniform distribution, then the resultant signal from each time interval is a ZMCS complex
Gaussian random variable. Each of these will be independent, given the uncorrelated scattering
assumption, which has already been demonstrated in Chapter 4 (i.e., Assumptions 1 and 2).
The joint distribution of the signal from these intervals can thus be expresses as a multivariate
complex Gaussian distribution: The discrete signal vector, z, is of size K where K = τt/∆τ

and the kth element occurs at τ = k∆τ (k is used in non-italicised font to distinguish it from k

in (5.1)):

z∼CN (z;0,Γ, 0), (5.9)

Γ =E
(
z(z∗T )

)
= diag(2σ2

k), (5.10)

where CN is the complex Gaussian distribution with covariance matrix Γ, ∗ denotes the complex
conjugate, T denotes the transpose (the operation (.)∗T is sometimes referred to as the Hermitian
transpose), and:

σ2
k = (P′H(k∆τ)) ∆τ. (5.11)

By a Fourier transform, (5.9) can be used to approximate the frequency response at ω and
(ω −∆ω):

P

([
z(ω)

z(ω −∆ω)

])
≈ lim

∆τ→0
CN

[ z(ω)

z(ω −∆ω)

]
;0,

[
f

g

]
Γ

[
f

g

]∗T
, 0

 (5.12)

where f and g are row vectors, each of size K, with kth elements:

fk = e−jωk∆τ , (5.13)

gk = e−j(ω−∆ω)k∆τ . (5.14)
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Let: [
f

g

]
Γ

[
f

g

]∗T
=

[
γ1 γ2

γ3 γ4

]
, (5.15)

then, noting that τ = k∆τ :

γ1 =
K−1∑
k=0

e−jωτ (2P′H(τ)∆τ) ejωτ , (5.16)

γ2 =
K−1∑
k=0

e−jωτ (2P′H(τ)∆τ) ej(ω−∆ω)τ , (5.17)

γ3 =
K−1∑
k=0

e−j(ω−∆ω)τ (2P′H(τ)∆τ) ejωτ , (5.18)

γ4 =
K−1∑
k=0

e−j(ω−∆ω)τ (2P′H(τ)∆τ) e−j(ω−∆ω)τ . (5.19)

Let: ∆τ → 0 (and thus adjusting K such that τt does not vary):

γ1 = γ4 =

∫ ∞
0

2P′H(τ) dτ

= 2kτc

(
1− e−

τt
τc

)
, (5.20)

γ2 =

∫ ∞
0

2P′H(τ)e−jτ∆ω dτ

=
2kτc

1 + j∆ωτc

(
1− e−τt(1/τc+j∆ω)

)
, (5.21)

γ3 =

∫ ∞
0

2P′H(τ)ejτ∆ω dτ

=
2kτc

1− j∆ωτc
(
1− e−τt(1/τc−j∆ω)

)
. (5.22)

Noticing that [z(ω); z(ω−∆ω)] is ZMCS complex Gaussian, it can be expressed as a zero mean
multivariate Gaussian with covariance matrix Σt:[

z(ω)

z(ω −∆ω)

]
∼ N

([
z(ω)

z(ω −∆ω)

]
;0,Σt

)
, (5.23)

where:

Σt = σ2
z


1 0 Re(a) −Im(a)

0 1 Im(a) Re(a)

Re(a) Im(a) 1 0

−Im(a) Re(a) 0 1

 , (5.24)

and, by definition:

σ2
z = kτc

(
1− e−

τt
τc

)
, (5.25)

a=
1

1 + j∆ωτc

(
1− e−τt((1/τc)+j∆ω)

) (
1− e−

τt
τ

)−1

. (5.26)
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The conditional distribution of (z(ω)|z(ω − ∆ω)) can also be found, letting the realisation of
z(ω −∆ω) = zω−∆ω:

(z(ω)|z(ω −∆ω)) ∼ N (µa,Σa), (5.27)

where:
µa = Azω−∆ω, (5.28)

and:

Σa = σ2
z

[
1− |a|2 0

0 1− |a|2

]
, (5.29)

thus proving Proposition 5.1.
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Experimental evidence to support Proposition 5.1

Proposition 5.1 follows directly from the known properties of the channel impulse response,
with one exception. It has been implicitly assumed that, to an infinitely fine resolution, the
impulse response can be split into ZMCS Independent Identically Distributed (IID) Gaussian
random variables. In reality, the impulse response consists of many arriving rays, and the fre-
quency response should be approximately equal to that derived in Proposition 5.1 if many rays
arrive during a time interval during which the magnitude of the PDP does not change signif-
icantly. To investigate if this is true, the frequency domain measurements from Measurement
Campaign 1.1a are used. Only the values in the frequency range 13 – 17 GHz are included,
because, as explained in Section 4.1.4, the fading model is only valid within a frequency band
which is narrow relative to the carrier frequency (note that the purpose of using this frequency
band is merely to lend experimental support to the theoretical results rather than to limit the
theoretical applicability to this frequency band alone).

From (5.5), (5.6) and (5.7) it is known:

P (Re(zi − Azi−1)) =N (Re(zi − Azi−1); 0,Σa) , (5.30)

P (Im(zi − Azi−1)) =N (Im(zi − Azi−1); 0,Σa) , (5.31)

where:

Σa = σ2
z

[
1− |a|2 0

0 1− |a|2

]
, (5.32)

and noticing that the response is effectively for a linear time-invariant channel and thus trunca-
tion of the PDP is not necessary. This is equivalent to letting τt →∞ in (5.8):

a =
1

1 + jτc∆ω
. (5.33)

Substituting ∆ω = 20 MHz (which has been chosen arbitrarily), and τc = 17.2 ns (i.e., from
Chapter 4) into (5.33), yields: a = 0.176 − j0.381. The measurements are normalised such
that σ2

z = 1. Fig. 5.1 shows the real part of the measured data, against the theoretical result
shown in (5.30). Likewise Fig. 5.2 shows the imaginary part of the measured data, against the
theoretical result shown in (5.31). Clearly, there is a good agreement between the theoretical
distribution and the measurements, thus providing experimental evidence to support the theo-
retical derivation. It is therefore appropriate to proceed with the information theoretic analysis
assuming Proposition 5.1 to be valid.
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Figure 5.1: Conditional distribution, real part
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Figure 5.2: Conditional distribution, imaginary part
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5.2 Using orthogonal frequency division multiplexing to find
an achievable rate

Consider a block fading model [49, 85], where the continuously varying channel is split into
blocks in which the fading is treated as identical, i.e., the channel remains virtually unchanged
within one block. To find an achievable rate, an Orthogonal Frequency Division Multiplexing
(OFDM) [49, 85] scheme is used. Owing to the fact that the channel is highly underspread, the
block length can be chosen such that it is much longer than the truncated version of the PDP,
P′(τ).

The assumption that the channel has the Wide-Sense Stationary Uncorrelated Scattering prop-
erty (i.e., from Assumptions 1, 2 and 3 in Chapter 4) means that, without loss of generality,
the energy associated with the part of the channel impulse response which does vary during a
block, and that owing to the part of the impulse response removed during the truncation to form
P′(τ), can both be treated as AWGN.

The channel is therefore split into blocks of length, TB, each of which has a cyclic prefix of
length, Tt ≥ τt, which can be chosen to be negligible compared to the block length (again due
to the highly underspread property). TB and Tt must be chosen such that WTB and WTt are
integers (where W is the bandwidth, and N = WTB is the total number of subcarriers).

According to the Sampling Theorem [44, 48], the waveform in one block can be reconstructed
from samples spaced 1/2W s apart. Performing an Inverse Discrete Fourier Transform (IDFT)
on the resulting vector of samples (i.e., in the time domain) yields a vector of samples in the
frequency domain. These are spaced 1/TB Hz apart. Choosing to define the input signal in the
frequency domain, the channel can be expressed:

y = z � x+ n, (5.34)

where y is a vector of outputs, z is a vector of the channel frequency response, x is a vector of
the channel symbols, n is a vector of AWGN samples and � denotes element-wise multiplica-
tion. All these vectors are of size N = WTB. Noting that all the elements of the vectors are
complex then (5.34) can be expressed:

y = Zx+ n. (5.35)

Noting that the cyclic prefix allows cyclic convolution to be treated as linear convolution (i.e.,
as if the channel were LTI), the channel frequency response can be expressed:

P (zi) =N (zi; 0,Σz) , (5.36)

P (zi|zi−1) =N
(
zi;µa,Σa

)
, (5.37)
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where:

µa =Azi−1, (5.38)

Σa =σ2
z

[
1− |a|2 0

0 1− |a|2

]
, (5.39)

where:

a =
1

1 + jτc/TB

(
1− e−τt((1/τc)+j/TB)

) (
1− e−

τt
τc

)−1

, (5.40)

i.e., by substituting ∆ω = 1/TB into (5.8). Notice that if the truncated part of P′(τ) contains all
but a negligible part of the power (i.e., τt →∞):

a ≈ 1

1 + jτc/TB
, (5.41)

and so when the channel is highly underspread (i.e., TB >> τc), then a ≈ 1 and Σa ≈ 0. Thus
there is little variation in the channel frequency response given the previous frequency response.
This is to be expected, and it is this property which allows the lower bound to be found.

5.3 A lower bound on the channel capacity

There is a non-zero probability that for any given time block, the channel will be in outage,
however considering the channel as a whole (i.e., across several independent time blocks), an
achievable rate, R, can be defined using the Channel Coding Theorem [48]:

R ≥ 1

N
I(xN−1

0 ;yN−1
0 ) bit s−1 Hz−1, (5.42)

subject to:

Pave ≥ lim
N ′→∞

1

N ′

N ′−1∑
i=0

|xi|2, (5.43)

where I(.; .) is mutual information and Pave is the average power constraint. Note that this
average is defined across an infinite number of input symbols, xi, and thus an infinite number
of time blocks.

The input distribution on x is chosen to be a series of IID ZMCS Gaussian random variables:

xi ∼ N (xi; 0,Σx), (5.44)

where:

Σx =

[
σ2
x 0

0 σ2
x

]
(5.45)
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Likewise, the additive white noise is modelled as IID ZMCS Gaussian random variables:

ni ∼ N (ni; 0,Σn), (5.46)

where:

Σn =

[
σ2
n 0

0 σ2
n

]
. (5.47)

5.3.1 Bounding idea

The aim is to lower bound (5.42). In essence, the bounding method is similar to a Kalman
filter [86], where the ‘state’ is the channel response at the discrete frequencies corresponding to
the input (i.e., where successive frequency responses are correlated) and the noisy measurement
is formed by the information signal input-output pair. For each successive discrete frequency
response, some CSI is learned, and thus eventually (assuming the discrete frequency responses
are very close together) the CSI approaches perfect CSI.

There is no feedback in the system, i.e., because successive values of xi have no dependence
on previous values of yi, zi or ni. This property is used throughout the bounding process to
simplify various expressions.

Theorem 5.2:

There exists a lower bound, L1, on the achievable rate:

R ≥ L1 =
1

N

N−1∑
i=0

Ii bit s−1 Hz−1, (5.48)

where:

Ii = E
(

log2

(
|µ′i|2σ2

x + σ2
n

|xi|2σ2
i + σ2

n

))
, (5.49)

and:

σ2
i =

{
σ2
z if i = 0

(1− |a|2)σ2
z + |a|2(σ−2

i−1 + |xi−1|2σ−2
n )−1 if i > 0

(5.50)

µ′i∼N

(
µ′i; 0,

[
σ2
z − σ2

i 0

0 σ2
z − σ2

i

])
. (5.51)

The term σ2
i and µ′i represent the variance and mean of the estimate of the ith frequency response

respectively. The term σ2
i generally decreases with i, and notice that as σ2

i → 0:

Ii → E
(

log2

(
1 + |zi|2

σ2
x

σ2
n

))
, (5.52)

72



Chapter 5. A lower bound on the capacity of the in-vehicle channel

i.e., the capacity with perfect receiver CSI [44]. Notice also that σ2
i , µ′i and |xi−1|2 are random

variables, whose joint distribution can be calculated recursively, thus making it a computation-
ally efficient method to find a lower bound on the capacity.

Proof:

The chain rule of mutual information is used to lower bound the right-hand side (RHS) of (5.42):

1

N
I(xN−1

0 ;yN−1
0 ) =

1

N

N−1∑
i=0

I(xi;y
N−1
0 |xi−1

0 )

=
1

N

N−1∑
i=0

N−1∑
j=0

I(xi; yj|xi−1
0 ,yj−1

0 )

≥ 1

N

N−1∑
i=0

I(xi; yi|xi−1
0 ,yi−1

0 ), (5.53)

where I(.; .) is mutual information.

Lemma 5.3

For the channel defined in (5.35), the mutual information can be evaluated thus:

I(xi; yi|xi−1
0 ,yi−1

0 ) = I(xi; yi|ẑi), (5.54)

where:

ẑi = P (zi|xi−1
0 ,yi−1

0 ). (5.55)

Proof:

I(xi; yi|xi−1
0 ,yi−1

0 ) =H(xi|xi−1
0 ,yi−1

0 )−H(xi|yi,xi−1
0 ,yi−1

0 )

=H(xi)−H(xi|yi,xi−1
0 ,yi−1

0 ), (5.56)

whereH(.) is entropy. Regarding the second term of the RHS of (5.56), consider:

P (xi|yi,xi−1
0 ,yi−1

0 ) =

∫
zi

P (xi|zi, yi,xi−1
0 ,yi−1

0 )P (zi|yi,xi−1
0 ,yi−1

0 ) dzi

=

∫
zi

P (xi|zi, yi)P (zi|yi,xi−1
0 ,yi−1

0 ) dzi, (5.57)
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notice that for the second term on the RHS of (5.57), yi and (xi−1
0 ,yi−1

0 ) are conditionally
independent given zi, thus:

P (zi|yi,xi−1
0 ,yi−1

0 ) = f
(
P (zi|yi), P (zi|xi−1

0 ,yi−1
0 )
)

= f (P (zi|yi), ẑi)
=P (zi|yi, ẑi), (5.58)

where f(.) is a function. Therefore, substituting (5.58) into (5.57):

P (xi|yi,xi−1
0 ,yi−1

0 ) =P (xi|yi, ẑi)
=⇒ H(xi|yi,xi−1

0 ,yi−1
0 ) =H(xi|yi, ẑi), (5.59)

substituting (5.59) into (5.56)

I(xi; yi|xi−1
0 ,yi−1

0 ) =H(xi)−H(xi|yi, ẑi)
= I(xi; yi|ẑi), (5.60)

which proves Lemma 5.3.

Lemma 5.4:

For the channel defined in (5.35), the conditional distribution of the frequency response, zi,
given all previous realisations of the input, xi, and output, yi is a Gaussian distribution:

(zi|xi−1
0 ,yi−1

0
) ∼ N (zi;µi,Σi − Σε), (5.61)

where :

Σi =

[
σ2
i 0

0 σ2
i

]
, (5.62)

σ2
i =

{
σ2
z if i = 0

(1− |a|2)σ2
z + |a|2(σ−2

i−1 + |xi−1|2σ−2
n )−1 if i 6= 0

(5.63)

≤σ2
z , (5.64)

µi∼N (µi; 0,Σz − (Σi − Σε)), (5.65)

and Σε is some Positive Definite Symmetric (PDS) matrix or zero.

Proof:

Lemma 5.4 is proven using mathematical induction, for i = 0:

z0 ∼ N (z0; 0,Σz), (5.66)
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which is true by definition, as there are no previous values of xi and yi upon which z0 is condi-
tioned.

Next, it is shown that if Lemma 5.4 is true for zi−1 then it is also true for zi

P (zi|xi−1
0 ,yi−1

0 ) =

∫
zi−1

P (zi|zi−1,x
i−1
0 ,yi−1

0 )P (zi−1|xi−1
0 ,yi−1

0 ) dzi−1. (5.67)

Consider the first term in the integrand in (5.67)

P (zi|zi−1,x
i−1
0 ,yi−1

0 ) = P (zi|zi−1,x
i−2
0 ,yi−2

0 ), (5.68)

and it is known from Proposition 5.1 that:

(zi|zi−1) ∼ N (zi−1;Azi−1,Σa). (5.69)

Consider the multivariate Gaussian:[
zi | zi−1,x

i−2
0

yi−2
0 | zi−1,x

i−2
0

]
=

[
zi | zi−1

yi−2
0 | zi−1,x

i−2
0

]

∼N

([
zi

yi−2
0

]
;

[
Az−1

α

]
,

[
Σa β

βT δ

])
, (5.70)

where the values of α, β and δ are unimportant for this analysis. Therefore:

P (zi|zi−1,x
i−1
0 ,yi−1

0 ) =N (zi;Azi−1 + µε,Σa − Σ′ε)

=⇒ P (A−1zi|zi−1,x
i−1
0 ,yi−1

0 ) =N (A−1zi; zi−1 + A−1µε,

A−1ΣaA
−T − A−1Σ′εA

−T ), (5.71)

where the value of µε is unimportant for this analysis, as is Σ′ε = βT δ−1β which is a PDS matrix
(i.e., because δ is a covariance matrix), or zero if the underlying process is actually a Markov
process.

Consider the second term of the integrand in (5.67), and notice that it can be split into two
conditionally independent terms:

(zi−1|xi−1, yi−1)∼N
(
zi−1;X−1

i−1yi−1, |xi−1|2Σn

)
, (5.72)

(zi−1|xi−2
0 ,yi−2

0
)∼N

(
zi−1;µi−1,Σi−1 − Σ′′ε

)
, (5.73)

i.e., from the definition of Lemma 5.4 in (5.61). This expression is valid for i = 1, as xi−2
0 ,yi−2

0

consists of no elements, and thus it represents the unconditional distribution of z0, which is
valid by the definition in (5.63), i.e., with Σ′′ε = 0.
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The conditional independence allows (5.72) and (5.73) to be fused together as a Kalman fil-
ter [86], i.e., in which the pair (xi−1, yi−1) forms a measurement, and there exists some prior
estimate of the state P (zi−1|xi−2

0 ,yi−2
0 ). This leads to:

(zi−1|xi−1
0 ,yi−1

0
) ∼ N (zi−1;µα,Σα), (5.74)

where the value of µα is unimportant for this analysis, and:

Σα=
(
|xi−1|2Σ−1

n + (Σi−1 − Σ′′ε )
−1
)−1 (5.75)

=
(
|xi−1|2Σ−1

n + Σ−1
i−1 + (Σ′′′ε )−1

)−1 (5.76)

=
(
|xi−1|2Σ−1

n + Σ−1
i−1

)−1 − Σ′′′′ε , (5.77)

where Σ′′′ε and Σ′′′′ε are PDS matrices. Lemma 5.5 is applied to (Σi−1−Σ′′ε )
−1 in (5.75), noticing

that Σi−1 is proportional to the identity, to derive (5.76). Lemma 5.6 is applied to the RHS of
(5.76), noticing that (|xi−1|2Σ−1

n + Σ−1
i−1) is proportional to the identity, to derive (5.77). The

Lemma’s are stated and proved in Appendix C.

Substituting (5.71) and (5.74) into (5.67), and performing the resulting convolution yields:

P (zi|xi−1
0 ,yi−1

0 ) =N
(
A−1zi;A

−1µε + µα, A
−1ΣaA

−T − A−1Σ′εA
−T + Σα

)
=N

(
zi;µε + Aµα,Σa − Σ′ε + AΣαA

T
)

=N
(
zi;µi,Σi − Σε

)
, (5.78)

where µi is defined later in (5.83), and by performing substitutions from (5.7) and (5.77):

Σε = Σ′ε + Σ′′′′′ε , (5.79)

Σi = Σa + |a|2(Σ−1
i−1 + |xi−1|2Σ−1

n )−1

= (1− |a|2)Σz + |a|2(Σ−1
i−1 + |xi−1|2Σ−1

n )−1. (5.80)

Noticing that if Σi−1 is proportional to the identity, then so is Σi, let:

Σi =

[
σ2
i 0

0 σ2
i

]
, (5.81)

where:

σ2
i = (1− |a|2)σ2

z + |a|2(σ−2
i−1 + |xi−1|2σ−2

n )−1. (5.82)

Consider that the overall distribution of z must be preserved, regardless of the input and noise,
therefore:

µi ∼ N (0,Σz − (Σi − Σε)). (5.83)
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To prove the final part of Lemma 5.4, i.e., that σ2
z ≥ σ2

i , consider again proof by induction.
From (5.66) it is known that σ2

0 = σ2
z , and thus consider (5.82):

σ2
z ≥σ2

i−1

≥ (σ−2
i−1 + |xi−1|2σ−2

n )−1

≥ (1− |a|2)σ2
z + |a|2(σ−2

i−1 + |xi−1|2σ−2
n )−1

= σ2
i . (5.84)

Proof of Theorem 5.2 (continued):

Using Lemma 5.3 to consider only the ith frequency response, zi, which is itself a random
variable, from (5.35):

yi = Zixi + ni, (5.85)

and as shown in Lemma 5.4, zi is a circularly symmetric Gaussian random variable, thus de-
composing zi such that:

z′i ∼ N (z′i; 0,Σi) , (5.86)

it follows that:

yi = M ixi + Z ′ixi + ni, (5.87)

where M is the capitalised version of µ, i.e., for the purposes of representing complex multipli-
cation as a matrix operation. Further decomposing µ, such that:

µ′i∼N (µ′i; 0,Σz − Σi), (5.88)

µ′′i ∼N (µ′′i ; 0,Σε). (5.89)

(5.87) can be expressed:

yi = M ′
ixi +M ′′

i xi + Z ′ixi + ni. (5.90)

Consider the mutual information:

I(xi; yi|ẑi) = H(yi|ẑi)−H(yi|xi, ẑi). (5.91)

Consider the first term of the RHS of (5.91):

H(yi|ẑi)≥H(yi|ẑi, z′i)
= log2(2πe|M ′

iΣx(M
′
i)
T +M ′′

i Σx(M
′′
i )
T + Z ′iΣx(Z

′
i)
T + Σn|1/2)

≥ log2(2πe||µi|2Σx + Σn|1/2). (5.92)

77



Wireless communication in vehicles

Consider the second term of the RHS of (5.91):

H(yi|xi, ẑi)=log2(2πe|X i(Σi − Σε)X
T
i + Σn|1/2)

=log2

(
2πe||xi|2(Σi − Σε) + Σn|1/2

)
(5.93)

≤log2(2πe||xi|2Σi + Σn|1/2), (5.94)

where (5.94) is derived from (5.93) by noticing that all terms within the determinant in (5.93)
are proportional to the identity, except Σ′ε which is PDS (as Σi − Σε is a covariance matrix).
Therefore applying Lemma 5.7, as detailed in Appendix C, yields this result.

Substituting (5.92) and (5.94) into (5.91):

I(xi; yi|ẑi) =H(yi|ẑi)−H(yi|xi, ẑi)
≥ log2(2πe||µ′i|2Σx + Σn|1/2)− log2(2πe||xi|2Σi + Σn|1/2)

= log2

(
|µ′i|2σ2

x + σ2
n

|xi|2σ2
i + σ2

n

)
= Ii, (5.95)

which proves Theorem 5.2.

Corollary 5.8:

There exists a lower bound, L2, on the achievable rate:

R ≥ L2 =
1

N

N−1∑
i=0

I ′i bit s−1 Hz−1, (5.96)

where:

I ′i = E
(

max

(
log2

(
|µ′i|2σ2

x + σ2
n

|xi|2σ2
i + σ2

n

)
, 0

))
. (5.97)

Proof:

H(yi|ẑi)−H(yi|xi, ẑi) ≥ 0, (5.98)

substituting (5.98) into (5.95):

I(xi; yi|ẑi)≥E
(

max

(
log2

(
|µ′i|2σ2

x + σ2
n

|xi|2σ2
i + σ2

n

)
, 0

))
= I ′i, (5.99)

which proves Corollary 5.8.
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Corollary 5.9:

The lower bounds L1 and L2 can themselves be lower bounded by L1A and L2A respectively, by
noticing that the sequence I(xi; yi|ẑi) is monotonically non-decreasing, and therefore a lower
bound on the ith term is automatically a lower bound on the (i + j)th term, j ≥ 0. This is
potentially useful as it means computation of the mutual information could be halted when a
sufficiently tight lower bound has been achieved.

R ≥ L1≥L1A =
1

N

(
N ′′−1∑
i=0

Ii + (N −N ′′)IN ′′
)
, (5.100)

R ≥ L2≥L2A =
1

N

(
N ′′−1∑
i=0

I ′i + (N −N ′′)I ′N ′′

)
, (5.101)

where:
0 < N ′′ ≤ N. (5.102)

Proof:

For j > 0, consider (5.95), and using Lemma 5.3:

I(xi; yi|ẑi) =H(xi|ẑi)−H(xi|yi, ẑi)
=H(xi|xi−1

0 ,yi−1
0 )−H(xi|yi,xi−1

0 ,yi−1
0 )

=H(xi)−H(xi|yi,xi−1
0 ,yi−1

0 ), (5.103)

and:

I(xi+j; yi+j|ẑi+j) =H(xi+j|xi+j−1
0 ,yi+j−1

0 )−H(xi+j|yi+j,xi+j−1
0 ,yi+j−1

0 )

=H(xi+j)−H(xi+j|yi+j,xi+j−1
0 ,yi+j−1

0 ), (5.104)

Therefore:

I(xi+j; yi+j|ẑi+j)− I(xi; yi|ẑi) =H(xi|yi,xi−1
0 ,yi−1

0 )−H(xi+j|yi+j,xi+j−1
0 ,yi+j−1

0 )

≥ 0, (5.105)

because the two terms in the RHS differ only by conditioning, and conditioning reduces entropy.
Noticing that exactly the same analysis can be applied to I ′i, this is a sufficient condition to prove
Corollary 5.9.
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5.4 Numerical example for the vehicle-like cavity

From the measurements presented in Chapter 4, it is possible to evaluate a lower bound on
the information capacity of a wireless system operating in the vehicle-like cavity. A suitable
example application is a wireless sensor network operating using Zigbee [62]. To evaluate
the lower bound, it is necessary to find appropriate parameters to substitute into the expressions
(5.48), (5.49), (5.50) and (5.51). These parameters derive from the fundamental parameters (i.e.,
the cavity time constant and system Signal to Noise Ratio SNR) via the parameters required to
model the channel as a block fading system (i.e., the block length, cyclic prefix length and the
adjustment to the SNR to account for the block fading model).

5.4.1 Parameters

The capacity of a channel with perfect receiver CSI can be expressed:

C =E
(

log2

(
1 + |z|2σ

2
x

σ2
n

))
=E

(
log2

(
1 + |z′′|2σ

2
zσ

2
x

σ2
n

))
=E

(
log2

(
1 + |z′′|2SNR

))
, (5.106)

where, by definition:

z′′∼N

(
z′′; 0,

[
1 0

0 1

])
, (5.107)

SNR =
σ2
zσ

2
x

σ2
n

. (5.108)

It can be shown that the specified 250 kbit/s for a single Zigbee channel (i.e., a frequency band
of width 5 MHz) can be achieved at an SNR of 0.0180 (for this analysis it is irrelevant that
actual Zigbee systems would typically have a much higher SNR).

From Chapter 4, and as used previously in this chapter in Section 5.1, the vehicle-like cavity
time constant is 17.2 ns. Regarding the choice of block length, TB, an appropriate criteria (i.e.,
for this example) is the time duration during which 0.99 of the energy is expected to remain
undisturbed. Noting that the different types of stirring (i.e., in Fig. 4.11) have similar charac-
teristics, it is most straightforward to find the time block length for the mechanically stirred
scenario, as the Autocorrelation Function (ACF) has been found at 2.45 GHz (i.e., in Fig. 4.9).
Approximately 1/10 of a stirrer step appears to fit the requirement that 0.99 of the energy is ex-
pected to be undisturbed (i.e., the autocorrelation co-efficient is 0.99). Noting that there are 100
stirrer steps in a full revolution, and that the stirrer operates at 0.19 revolutions per second leads
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to a value of TB = 0.0053 s. This result can be used to show: N = 26500 and ∆ω = 189 Hz.
This method of finding the time block length, i.e., extrapolating the ACF to fractions of a stir-
rer step, is quite coarse, however alternative estimates have been made (i.e., from the Doppler
spread graphs in Chapter 4), leading to time block lengths of the same order of magnitude.

Regarding the choice of cyclic prefix length, Tt, and noting that this must correspond to an inte-
ger number of samples in the time domain (i.e., according to the Sampling Theorem), consider
choosing just a single time sample duration to be the cyclic prefix. This is equal to 200 ns, and
the portion of the energy which is not expected to arrive during the same time block in which it
was transmitted, E (Eleak), can be evaluated:

E (Eleak) = 1− 1

τc

∫ Tt

0

e−
τ
τc dτ

= e−
Tt
τc

= 8.91× 10−6, (5.109)

where Tt = 200 ns, note that the term 1/τc is included for normalisation, such that the total
energy is unity. To allow for the fact that only 0.99 of the energy actually does not vary during
one time block, and that 1−8.91×10−6 of the energy leaks from one time block into subsequent
time blocks, it is necessary to adjust the SNR. This is achieved by assuming that an infinite
number of time blocks have preceded the current one, and treating the energy leaking into the
current time block (i.e., from previous time blocks) as noise, and also treating the energy which
varies within one time block as noise:

SNR′=
SNR× 0.99× (1− 8.91× 10−6)

1 + SNR(1− 0.99× (1− 8.91× 10−6))

=
0.018× 0.99× (1− 8.91× 10−6)

1 + 0.018(1− 0.99× (1− 8.91× 10−6))
= 0.0178, (5.110)

where SNR’ is the adjusted SNR.

Substituting τc, TB and τt = Tt into (5.40) yields |a|2 = 1 − 1.03 × 10−11. To determine
appropriate values of σ2

z , σ2
x and σ2

n, the adjusted SNR is sufficient. As one parameter is used
to determine three parameters, there is some choice and it necessary to establish whether the
bounding method imposes any restrictions on this choice.
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Proposition 5.10

The bound in (5.48) relies only on the value of SNR as defined in (5.108), and not the individual
realisations of σ2

z , σ2
x and σ2

n.

Proof:

Using the location scale property of the Gaussian distribution, let:

x′i =
1

σx
xi

∼N

(
x′i; 0,

[
1 0

0 1

])
, (5.111)

(σ′i)
2 =

1

σ2
z

σ2
i

= (1− |a|2) + |a|2
(

(σ′i−1)−2 +
σ2
zσ

2
x

σ2
n

|x′i−1|2
)−1

, (5.112)

µ′′′i =
1

σz
µi

∼N

(
µ′′′i ; 0,

[
1− (σ′i)

2 0

0 1− (σ′i)
2

])
. (5.113)

Substituting the results into (5.48) yields:

Ii =E
(

log2

(
σ2
z |µ′′′i |2σ2

x + σ2
n

σ2
x|x′i|2σ2

z(σ
′
i)

2 + σ2
n

))
=E

log2

 σ2
zσ

2
x

σ2
n
|µ′′′i |2 + 1

σ2
zσ

2
x

σ2
n
|x′i|2(σ′i)

2 + 1

 . (5.114)

Therefore (5.112), (5.113) and (5.114) show that the bound only relies on σ2
zσ

2
x/σ

2
n, thus prov-

ing Proposition 5.10.

Given that the choice of σ2
z , σ2

x and σ2
n is arbitrary, so long as they combine to form the correct

SNR, σ2
z = 0.5, σ2

x = 0.0356 and σ2
n = 1 are chosen. A summary of all the parameters is given

in Table 5.1.
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Table 5.1: Summary of parameters.

Type Name Value

Fundamental

τc 1.7× 10−8 s

W 5× 106 Hz

SNR 1.80× 10−2

Block fading & OFDM

TB 5.30× 10−3 s

Tt 2× 10−7 s

N 26500

∆ω 1.89× 102 Hz

SNR’ 1.78× 10−2

Lower bound

|a|2 1− 1.03× 10−11

σ2
z 5× 10−1

σ2
x 3.56× 10−2

σ2
n 1
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5.4.2 Results

The lower bound L2, i.e., from (5.96), has been found for the parameters specified in Sec-
tion 5.4.1. It should, however, be noted that to rigorously lower bound the channel, it is neces-
sary to take into account the fact that no information is transferred during the cyclic prefix:

C ≥L2B

= L2 ×
TB

TB + Tt
, (5.115)

where L2B is the lower bound.

The result of the bounding process is shown in Fig. 5.3. Also shown, in Fig. 5.4, is a detailed
close-up of the bound at low values of bandwidth. The main obstacle to tightness of the bound
is the adjustment to the SNR, and the main contribution comes from the energy which varies
during one coherence time interval. Therefore, if TB could be shortened such that, for example,
0.999 of the energy is expected to not vary, then the bound will tighten accordingly. For the
purposes of demonstrating the principle of the bound, however, these plots are sufficient.
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Figure 5.3: Capacity lower bound
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Figure 5.4: Capacity lower bound (detailed)
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5.5 Chapter summary

Having established that the channel is highly underspread (to a very good approximation), it is
to be expected that the information capacity approaches that of an AWGN channel with perfect
receiver CSI. Nonetheless, it is desirable to demonstrate this rigorously by lower bounding the
channel capacity.

This has been achieved by expressing the channel as a block fading model, and using an OFDM
scheme to find an achievable rate. The input for each block is defined in the frequency domain,
at constant discrete frequency intervals. The frequency correlation is used to learn CSI at the
receiver, through a Kalman filter. The derived bound is strictly a lower bound on the channel
capacity.

The bound has been evaluated for typical in-vehicle channel. The time variation and cavity time
constant found in Chapter 4 were used, along with a typical value of SNR, to find the parameters
required for the bound. It was found that the lower bound is indeed approximately the AWGN
capacity, with perfect receiver CSI.
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Chapter 6

The analogy between vehicle cavities and
reverberation chambers

As elaborated upon in Chapter 2, there is an implicit assumption in much of the published lit-
erature that the Electromagnetic (EM) environment in vehicle cavities is closely related to that
in a reverberation chamber. Also the propagation model for the in-vehicle channel, derived
in Chapter 4 from a general set of starting assumptions, has an exponentially decaying Power
Delay Profile (PDP), as is the case for the reverberation chamber. It is therefore of interest to
investigate at a deeper level to what extent reverberation chamber properties apply to vehicle
cavities.

Having established the extent to which reverberation chamber analysis can be applied to vehicle
cavities, it is then important to demonstrate how this can be used to improve communication
systems deployed in vehicles. This is achieved by using reverberation chamber analysis to esti-
mate, for in-vehicle channels, the delay spread, angular spread, and coherence distance, which
are important parameters for the deployment of effective wireless communication systems.
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6.1 Investigating whether reverberation chamber properties
apply to vehicle cavities

The reverberation chamber has five definitive properties (also detailed in Chapter 2):

I. The energy retained in the cavity at time τ , after a unit impulse input of energy at τ = 0 is
proportional to e−

τ
τc , where τc is the cavity time constant.

II. The reverberation chamber is an isolated EM environment.

III. Within the working volume, the Electric Field (EF) distribution is isotropic.

IV. Within the working volume, the EF distribution is homogeneous.

V. Within the working volume, the EF distribution is ergodic, i.e., the same field distribution
can be obtained by sampling in frequency or time (if a well designed stirrer is deployed to
vary the EF).

The working volume is defined for any given reverberation chamber as a certain integer of half-
wavelengths from the cavity walls [17]. Together, properties III, IV and V define a uniform EF
distribution. With regard to Property V, under normal operating conditions, vehicle cavities do
not have well designed stirrers, therefore the property of ergodicity does not necessarily apply
(although it should be noted that a stirrer has been introduced for some of the experiments
presented in this chapter).

6.1.1 In vehicle power delay profile

Reverberation chamber Property I, from Section 6.1 means that the PDP for a wireless link in a
reverberation chamber decays exponentially (a link is the communication channel between two
antennas at known locations, the term link is used to avoid ambiguity with ‘channel’ which is
used for different communication frequencies for any given link). This is consistent with the
derivation of the impulse response in Chapter 4. However, within a given cavity it has not been
determined whether the time constant is necessarily the same for each link.

To investigate this further, Measurement Campaigns 1.2, 1.3, 1.4 and 1.5 are used, which con-
sist of frequency sweeps between 0.5 – 3 GHz or 1 – 3 GHz, with step size 5 MHz. In each case,
only the part of the frequency sweep between 1 – 3 GHz is used, as between 0.5 – 1 GHz the
antenna efficiency is unknown. These campaigns include measurements in four environments:
the vehicle-like cavity, the front of the van, the rear of the van and the car, and in each case the

88



Chapter 6. The analogy between vehicle cavities and reverberation chambers

loading in the cavity has been varied. For the measurement in the vehicle-like cavity, the stirrer
was switched off.

A simplified version of the process detailed in Section 4.1.1, I – VII, is used to infer the PDP
from the frequency sweep measurements:

p =

∣∣∣∣∣IDFT
(
sα1 � f√
ηTxηRx

) ∣∣∣∣∣
2

, (6.1)

where p is a vector of the received power after an impulse input, ‘IDFT’ is the inverse discrete
Fourier transform, sα1 is a vector of the measured values of the forward voltage ratio (where α
can be either 2, 3 or 4) corresponding to the vector of frequencies, f , at which sα1 was mea-
sured (and � denotes element-wise multiplication), ηTx is the transmit antenna efficiency and
ηRx is the receive antenna efficiency. The resulting time domain response has a resolution of
0.5 ns and a duration of 200 ns.

From Chapter 4, it is known that the PDP, PH, decays exponentially with time:

PH = ke−
τ
τc

=⇒ loge (PH) = loge k −
τ

τc
, (6.2)

where k is a constant, τ is time lapse and τc is the cavity time constant.

This enables the time constant to be estimated using a Minimum Mean Square Error (MMSE)
linear fit, to the plot of p against τ in semi-logarithmic form. This is shown for the vehicle-like
cavity, the van front, the van rear and the car in Figs. 6.1, 6.2, 6.3 and 6.4 respectively. In each
case, the length of time over which the line was fitted was determined heuristically, and so as
to apply to all links for the given environment. For each environment, the plot shown is the
maximum loading scenario. It is reassuring to observe that, for each plot, it appears that the
exponentially decaying model fits the data well.

Table 6.1 shows the time constant estimates for all the links in the vehicle-like cavity and the
actual vehicles. For the measurements in the vehicle like cavity, ‘loading’ refers to the number
of units of Radiation Absorbent Material (RAM) and τc 1 – τc 6 refer to τc xz, τc xx, τc xy, τc zz, τc zx
and τc zy respectively (i.e., where the first term in the subscript is the polarisation of the transmit
antenna, and the second is the polarisation of the receive antenna). For the measurements in
the actual vehicles, τc 1 – τc 6 refer to various random antenna locations (and orientations), and
‘loading’ refers to the number of human occupants. The mean and standard deviation of the six
time constants are denoted 〈τc〉 and στc respectively. It can be seen that for each environment
and loading configurations, that the time constant is approximately equal for all links.
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Figure 6.1: Example of exponential decay, vehicle-like cavity loaded with 12 units of RAM
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Figure 6.2: Example of exponential decay, front of van with three occupants
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Figure 6.3: Example of exponential decay, rear of van
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Figure 6.4: Example of exponential decay, car with five occupants
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Table 6.1: Time constant estimation for a vehicle-like cavity, and actual vehicles.

Time constant/ ns

Location Loading τc 1 τc 2 τc 3 τc 4 τc 5 τc 6 〈τc〉 στc/ ns

Vehicle-like cavity 0 22.9 22.8 24.0 26.6 24.4 24.0 24.1 1.38

Vehicle-like cavity 4 17.0 16.2 17.6 17.6 17.7 18.5 17.4 0.77

Vehicle-like cavity 8 14.3 12.9 13.6 13.6 14.5 15.7 14.1 0.97

Vehicle-like cavity 12 13.4 12.1 12.5 13.8 12.7 11.8 12.7 0.76

Car 0 12.4 14.7 15.5 12.9 11.6 14.8 13.6 1.56

Car 1 10.9 12.1 13.3 11.8 12.4 11.6 12.0 0.81

Car 2 10.3 10.8 12.9 12.3 10.2 10.5 11.2 1.14

Car 3 13.0 10.4 10.9 10.7 12.5 12.1 11.6 1.07

Car 4 9.8 11.3 10.3 13.6 10.6 9.8 10.9 1.44

Car 5 10.1 11.1 10.6 9.6 10.7 12.3 10.7 0.93

Van (front) 0 12.1 13.4 15.3 13.4 12.7 13.6 13.4 1.08

Van (front) 1 10.2 9.9 10.9 10.1 9.8 9.8 10.1 0.42

Van (front) 2 7.5 8.1 9.8 10.6 7.5 7.7 8.5 1.33

Van (front) 3 8.3 8.9 9.0 9.3 10.2 6.4 8.7 1.23

Van (rear) n/a 18.4 18.4 18.4 18.1 17.7 18.6 18.3 0.32

‘Loading’ in the vehicle-like cavity refers to the number of units of RAM, whereas in the actual
vehicles it refers to the number of occupants. All time constant values are given to one decimal

place and the standard deviation is given to two decimal places to align the decimal point.
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6.1.2 Investigating whether the vehicle cavity is an isolated electromag-
netic environment

In general, for an environment to be electromagnetically isolated it must be the case that:

I. The EM wave propagation between that environment and the outside is negligible.

II. Objects outside of the environment have a negligible effect on the EM wave propagation
within the environment.

In vehicle cavities, with large apertures (i.e., windows), criteria I clearly does not apply. This
has, however, been implicitly accounted for, by the reduction in time constant (i.e., derived in
Chapter 4) which accounts for the cavity apertures. Also, that EM waves which originate out-
side the cavity and propagate in can be considered to be noise, and thus the noise floor estimate
can be adjusted accordingly.

Regarding criteria II, it is important to establish whether external objects have an effect on the
EM environment in vehicle cavities. This is investigated using the results from Measurement
Campaign 1.6, in which a frequency sweep was performed with three different external objects
close to the vehicle-like cavity, as well as a measurement where there were no external objects.
In each case the time constant was evaluated according to the method detailed in Section 6.1.1,
with the time constant only varying a small amount (22.8 – 23.3 ns). It can therefore be con-
cluded that external objects have only a negligible effect on EM wave propagation in vehicles.

6.1.3 Vehicle cavity electric field uniformity

In order for an electric field to be uniform, it must be isotropic and homogeneous (i.e., Prop-
erties III and IV in Section 6.1). In general there may not be a stirrer present in the cavity,
therefore it is not possible to test for ergodicity (Property V).

Investigating whether the electric field distribution is isotropic

By definition the EF distribution is isotropic if, for any point in the cavity, the three orthogo-
nal components of the EF are Independent Identically Distributed (IID) zero mean circularly
symmetric complex Gaussian random variables. In this case the magnitude of the EF for each
component will therefore be an IID Rayleigh random variable. To investigate whether this is the
case, Measurement Campaign 1.2 is used, with the stirrer on. For each frequency and spatial
point, samples from the independent stirrer positions are used, as well as frequency samples out
to ±50 MHz (and the channel frequency is defined at the centre frequency). The EF is found
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by noting that Sα1 is proportional to the EF (where α denotes Port 2, 3 or 4) and the EF is
normalised by setting the greatest sampled value to equal one.

The results are plotted in Figs. 6.5 and 6.6 for 600 MHz and 1.7 GHz respectively. At 600 MHz
it appears that the EF is not isotropic, however at 1.7 GHz the plots in Fig. 6.6 provide evidence
that the EF distribution may be isotropic. This is because for the pairs of plots in Fig. 6.6 (a), (b);
(c), (d); and (e), (f), the antennas were in identical locations, and the only difference was that
one was rotated to be orthogonal to its original position (full details are given in Section 3.2.1).

Given that it appears that the EF distribution is isotropic at 1.7 GHz but not at 600 MHz, it is
important to establish the lowest frequency at which an EF distribution which is approximately
isotropic can be obtained. This is termed the Lowest Usable Frequency (LUF) [17]. Given that
an isotropic EF distribution has been obtained at sufficiently high frequencies, there are two
conditions required for an isotropic EF distribution to be obtained at a given frequency, f :

I. The distribution of the phase of the arriving rays must be uniform, and independent of the
ray magnitude. For this to be the case, it is necessary that the period of the carrier wave is
much smaller than the cavity time constant. This can be expressed as: f >> 1/τc.

II. The standing EM wave pattern must have at least 60 modes (this is a good general rule,
although there is some evidence that isotropic EF distributions can be obtained below this
frequency [87]). Strictly speaking this is only valid if the stirrer is very efficient, or there
are two independent stirrers, which isn’t the case in the vehicle-like cavity (and it is not
clear to what extent the frequency stirring mitigates this), therefore the 60 mode rule can
only be used as a guideline in this instance.

For a rectangular cavity, 60 modes are present at a frequency approximately 3 times the lowest
resonant frequency. The lowest resonant frequency can be found from the equation given by
Dawson and Arnaut [80], and for the vehicle-like cavity this is 342 MHz. Therefore the 60
mode rule should apply at frequencies above 1.03 GHz. The lowest value of τc is 12.7 ns, when
the cavity is loaded with 12 units of RAM, therefore 1/τc = 78.7×106 s−1, and thus f >> 1/τc

when f ≥ 1.03 GHz. The effect of loading not only has an effect on the time constant, it also
potentially affects the number of modes, with greater loading leading to fewer modes [88] and
therefore a higher LUF. It has also, however, been reported that the opposite effect may happen
for example Arnaut shows that the LUF is proportional to the third root of the Quality Factor
(QF) (and hence time constant) [89].

The relationship between loading and the EF distribution is therefore unclear, and thus an ex-
perimental method is taken to determine the LUF. Applying the same analysis to the data from

94



Chapter 6. The analogy between vehicle cavities and reverberation chambers

Measurement Campaign 1.2 as described previously, plots resembling Figs. 6.5 and 6.6 are gen-
erated for all measured frequencies. To determine whether the field distribution is isotropic at
a given frequency, a subjective approach is taken, by observing the appearance of the fit of the
Rayleigh distribution and the similarity of the orthogonally polarised channel pairs for the given
antenna locations. It can also be shown that for a Rayleigh distribution the ratio of the mean
to the standard deviation is 1.91, and this can be compared to the same ratio for the measured
data to further investigate the goodness of fit of the Rayleigh distribution. The results show that
a EF distribution which is close to isotropic can be obtained at frequencies greater or equal to
1.7 GHz and 2.7 GHz for the cavity loaded with 0 and 4 units of RAM respectively. However,
for 8 and 12 units of RAM an isotropic EF distribution is not obtained even at the maximum
measured frequency of 2.9 GHz. Therefore it appears that the LUF is sensitive to the amount of
loading. It should be noted that while a subjective approach has been taken here, for any given
application an objective criteria could be applied to decide whether or not the EF distribution is
isotropic, and thus the LUF could be found.

To determine whether the EF distribution is uniform, it is required to know whether or not
the EF distribution is isotropic. Determining the EF uniformity is important for the Multiple
Input Multiple Output (MIMO) and beamforming antenna systems discussed in Section 6.2.
Furthermore, much of the information theoretic analysis assumes that the channel response has
a zero mean circularly symmetric complex Gaussian distribution, and if the EF distribution
is isotropic then this provides a sufficient condition to make this assumption. It is, however,
important to note that effective communication is possible below the LUF, and there is a sizeable
amount of literature devoted to understanding the statistical properties of EM wave propagation
below the theoretical LUF [89–94].
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Figure 6.5: Electric field distribution at 600 MHz; cavity loaded with 12 units of RAM: (a)Exz;
(b) Ezz; (c) Exx; (d) Ezx; (e) Exy; (f) Ezy
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Figure 6.6: Electric field distribution at 1.7 GHz; cavity unloaded: (a) Exz; (b) Ezz; (c) Exx;
(d) Ezx; (e) Exy; (f) Ezy
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Investigating whether the electric field distribution is homogeneous

To investigate whether the EF distribution is homogeneous, consider the cavity QF, which can
be related to the time constant, also detailed previously in (2.3):

Qτc = 2πfτc, (6.3)

where Q is the QF (with the subscript to denote that it has been calculated from the time con-
stant) and f is the frequency of operation. An alternative method to find the QF is using a Power
Average method (denoted by the subscript PA), also detailed previously in (2.2):

QPA =
16π2V

ηTxηRxλ3

〈
PRx

PTx

〉
, (6.4)

where V is the cavity volume; λ is the wavelength; PRx is the received power; and PTx is the
transmitted power. The average 〈PRx/PTx〉 takes place over a sufficient number (usually 200 or
more) of independent EF realisations, which is typically achieved in a reverberation chamber
by using a stirrer. The derivation of (6.4) by Hill [ [18] Section 7.6] uses as a starting point
the fact that the energy density is equal at all locations in the cavity. Therefore Qτc = QPA is a
necessary condition for the EF to be homogeneous. Measurements to investigate whether Qτc

is equal to QPA are conducted at two frequencies: 1.7 GHz, i.e., the LUF of the unloaded cavity;
and 2.45 GHz, i.e., in the Industrial, Scientific and Medical band.

To find QPA for the vehicle-like cavity, Measurement Campaign 1.2 is used with the stirrer on.
To find QPA for the van (front), van (rear) and car, Measurement Campaigns 1.3, 1.4 and 1.5 are
used respectively. The average 〈PRx/PTx〉 is taken over all links, and for all frequency samples
across a bandwidth of 100 MHz (i.e., to introduce extra independent samples at the expense
of some frequency resolution). For the vehicle-like cavity, the independent stirrer positions are
also included in the average. Qτc is calculated using (6.3) from the average of the previous
measured values of the time constant, i.e., 〈τc〉.

The results are presented in Table 6.2. It can be observed that, for all environments, loading and
frequency combinations, Qτc is not equal to QPA. Indeed, Qτc and QPA are sufficiently different,
that it is not plausible that this has arisen from imperfections in the analysis, such as the cavity
volumes only being approximately known for the car and van. It can therefore be concluded
that in typical vehicle and vehicle-like cavities the EF is not homogeneous. This is unsurprising,
given that the in-vehicle time constant is of the order 10 ns, during which EM waves travel about
3 m, which is of the order of the dimensions of the cavity. Therefore the separation distance
of the two antennas is a significant factor in the received energy, and hence the cavity is not
homogeneous. The values of in-vehicle QF given in Table 6.2 are consistent with those from
previous work, as presented previously in Table 2.1.
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Table 6.2: Quality factor estimation.

1.7 GHz 2.45 GHz

Location Loading 〈τc〉/ ns Qτc QPA Qτc QPA

Vehicle-like cavity 0 24.1 257 105 371 150

Vehicle-like cavity 4 17.4 186 69 268 110

Vehicle-like cavity 8 14.1 151 60 217 78

Vehicle-like cavity 12 12.7 136 52 196 64

Car 0 13.6 146 162 210 276

Car 1 12.0 128 100 185 354

Car 2 11.2 119 172 172 346

Car 3 11.6 124 63 179 159

Car 4 10.9 116 57 168 206

Car 5 10.7 115 47 165 65

Van (front) 0 13.4 143 4 207 113

Van (front) 1 10.1 108 8 156 66

Van (front) 2 8.5 91 4 131 46

Van (front) 3 8.7 93 2 134 20

Van (rear) n/a 18.3 251 111 362 123

‘Loading’ in the vehicle-like cavity refers to the number of units of RAM, whereas in the actual
vehicles it refers to the number of occupants. To align the decimal point, all time constants
values are given to one decimal place, and all QF values are given to the nearest integer.
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6.2 Using reverberation chamber properties to improve com-
munication systems in vehicles

A cavity classification system is proposed to establish exactly how the reverberation chamber
analysis can lead to improved estimates of wireless communication parameters:

Type I: Properties I – IV in Section 6.1 all apply (as does Property V if a stirrer is deployed),
and thus full reverberation chamber analysis can be applied.

Type II: For all possible links in the cavity, i.e., regardless of the locations of antennas and any
moveable internal objects, the PDP decays exponentially, with the same time constant.
The cavity can be treated as an isolated environment. There is a further division of Type II:

• II A: At a point, the EF distribution is isotropic (if the frequency is sufficiently
high).

• II B: At a point, the EF distribution is not necessarily isotropic.

Type III: For any given link, the PDP decays exponentially, however the time constant is not
necessarily the same for each link in the cavity.

The subdivision of Type II cavities is important for determining the angular spread and coher-
ence distance of communication links, as to be discussed in Section 6.2.2. The requirement
that the links operate in the working volume of the cavity may not be satisfied for all practical
deployments of wireless communication systems in cavities. However, as long as any antennas
located close to the cavity walls are designed such that the ground plane is taken into account,
the analysis will still apply. For instances where propagation is between two antennas both
close to the cavity walls, the effect of any propagation via surface currents is neglected, as this
analysis only applies where the EM waves propagate through the cavity.

The Type III cavity model arises as it has been shown in Section 4.1 that in general the PDP for
links in EM cavities is exponentially decaying. It should, however, be noted that this derivation
assumes that all the rays arrive independently. This is probably not the case for the first few
arriving rays, where there may be a clustered structure. Therefore for certain links, where the
propagation is dominated by the first few arriving rays, it may be more appropriate to fit a clus-
tered propagation model. An example of this is given by Sawada et al. [34], where it is shown
that for some links, the earliest arriving clusters dominate the total arriving energy.

As shown in Table 6.1, for each environment and loading scenario, the time constant is approx-
imately equal for all the measured links. However, as shown in Table 6.2 the EF distribution
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is not homogeneous. Therefore the Type II channel model is appropriate for the vehicle and
vehicle-like cavities. For the vehicle-like cavity, the investigation into whether or not the EF
distribution is isotropic enables the subdivision of Type II cavities to be assessed.

From Section 6.1.3, the vehicle-like cavity is a Type IIA cavity when unloaded or loaded with
four units of RAM, because isotropic EF distributions have been obtained above 1.7 GHz and
2.7 GHz respectively. As isotropic EF distributions have not been obtained for the vehicle-like
cavity loaded with eight or twelve units of RAM, for any of the measured frequencies, it is
unknown whether they should be classified as Type IIA or Type IIB cavities.

6.2.1 In-vehicle channel root mean square delay spread

The channel Root Mean Square (RMS) delay spread is an important parameter for effective
wireless communication system deployment. Theoretically, in Type II cavities the RMS delay
spread should be the same for each link in the cavity as the PDP is the same for each link. It can
be shown that the theoretical RMS delay spread, τrms, is equal to the cavity time constant [95].
Comparing the actual value of τrms from the measurements to the cavity time constant for each
environment and loading configuration, as detailed in Table 6.3, shows that it is indeed the case
that the RMS delay spread is approximately equal to the cavity time constant.

This means that the delay spread is common for all links in a Type II cavity (which has been
shown to be a good model for many vehicle cavities). This property can be exploited by wire-
less communication system designers, for example if the cavity time constant is known then
when a link is first turned on, there will immediately be information available regarding its
delay spread and coherence bandwidth prior to any direct channel estimation. Furthermore, it
should be possible to aggregate data from many different links to improve the estimate of the
cavity time constant.

From the RMS delay spread, the channel coherence bandwidth can be found [96, 97]. Lee [96]
defines the coherence bandwidth as the bandwidth over which the autocorrelation co-efficient is
greater or equal to 0.7, and shows that this is equal to 1/(50τrms). As the coherence bandwidth
is a function of the delay spread, it also is common for all links in a Type II cavity. For the
environment and loading configurations measured the time constant was found to be between
8.58 and 24.1 ns, leading to coherence bandwidths in the range 0.830 – 2.33 MHz. Other
definitions of coherence bandwidth which can be calculated from the RMS delay spread are
available [97].
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Table 6.3: Root mean square delay spread.

RMS delay spread/ ns

Environment Loading 〈τc〉/ ns τrms 1 τrms 2 τrms 3 τrms 4 τrms 5 τrms 6

Vehicle-like cavity 0 24.1 23.1 23.4 23.5 21.1 24.3 23.7

Vehicle-like cavity 4 17.4 18.5 16.1 18.4 14.3 18.1 16.7

Vehicle-like cavity 8 14.1 13.7 14.0 15.7 11.0 15.3 14.4

Vehicle-like cavity 12 12.7 12.8 11.9 11.9 9.1 12.0 12.0

Car 0 13.6 13.3 13.9 13.7 12.7 12.0 14.0

Car 1 12.0 12.7 12.2 12.4 11.5 12.7 12.2

Car 2 11.2 11.7 10.6 13.0 11.9 9.1 10.9

Car 3 11.6 11.9 10.5 11.1 11.1 11.6 11.3

Car 4 10.9 9.7 11.9 11.6 11.0 10.4 10.5

Car 5 10.7 10.2 10.7 10.8 9.6 10.4 13.0

Van (front) 0 13.4 10.3 12.2 13.2 10.5 10.7 12.2

Van (front) 1 10.1 8.5 10.9 11.5 9.8 8.5 10.2

Van (front) 2 8.5 6.5 7.6 8.1 10.5 7.6 7.0

Van (front) 3 8.7 7.3 8.3 8.7 9.1 9.3 5.2

Van (rear) n/a 18.3 18.7 16.8 17.7 19.3 17.3 18.1

‘Loading’ in the vehicle-like cavity refers to the number of units of RAM, whereas in the actual
vehicles it refers to the number of occupants. All values are given to one decimal place to align

the decimal point.
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6.2.2 In-vehicle channel angular spread and coherence distance

Simulation 4.1 is used to investigate the angular spread of EM wave propagation at 1.7 GHz
in the vehicle-like cavity. This simulation, detailed in Section 3.3, is for a perfectly incoherent
isotropic point source, and hence cannot be used to evaluate the arriving signal. Nonetheless, it
is sufficient to investigate the angular spread and arriving energy. Figs. 6.7 and 6.8 show the re-
sults for the situation with and without the stirrer respectively. The locations of the transmitter
and the receiver are (1000, 880, 510) mm and (300, 490, 440) mm respectively (i.e., corre-
sponding to the first receiver locations in Table 3.4, with similar results achieved at the other
two locations). In these figures, plot (a) confirms that the propagation model is consistent with
the exponential PDP observed in the measurements, and plots (b), (c) and (d) show the angular
spread for three planar cuts. The angular spread appears to be uniform with the stirrer (Fig. 6.8)
and close to uniform without the stirrer (Fig. 6.7). This is consistent with the measurements
which indicate that the EF distribution is isotropic.

As the angular spread is uniform (and the EF distribution is isotropic), it follows that if the EF
is locally homogeneous, then the coherence distance is well defined, i.e., by the analysis under-
taken by Hill [ [18] Section 7.4]. Simulation 4.2 is used to investigate if the EF distribution is
locally homogeneous. The results are presented in Tables 6.4 and 6.5 for the situations without
and with the stirrer respectively. The results show that the total received energy varies only
by a small amount, and it appears to vary continuously, therefore the EF distribution is indeed
locally homogeneous. This leads to a situation where a MIMO antenna array can be used to
improve the performance. For example, if the antenna array spans an area over which the EF is
homogeneous, then the spatial correlation is well defined, and thus an informed decision can be
made as to the spacing of the MIMO elements.

Given that it has been shown that vehicle cavities are typically Type II cavities, the overall con-
clusion is that in Type IIA cavities a MIMO antenna array can be used to exploit the properties
of the EF, given that the coherence distance is well defined. Whereas in Type IIB cavities, where
the EF distribution is not necessarily isotropic (and thus the angular spread is not necessarily
uniform) beamforming can be used. It has previously been reported that MIMO antenna arrays
do lead to performance improvements in vehicles [98–101]. Also, Sawada et al. [34] measure
channels in a vehicle where the angular spread is not uniform, and it can clearly be seen that
beamforming would lead to improvements in performance.
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Figure 6.7: Propagation model without stirrer: (a) cumulative energy with time; (b) angular
spread in the plane z = 440 mm; (c) angular spread in the plane y = 490 mm; (d) angular
spread in the plane x = 300 mm

Table 6.4: Total arriving energy (J) without stirrer, for locations in the plane x = 300 mm.

z location

413 mm 467 mm 525 mm 581 mm 637 mm

y location

328 mm 0.0102 0.0101 0.0104 0.0098 0.0102

384 mm 0.0102 0.0101 0.0103 0.0097 0.0102

440 mm 0.0101 0.0100 0.0103 0.0096 0.0100

496 mm 0.0099 0.0099 0.0101 0.0094 0.0099

552 mm 0.0100 0.0100 0.0102 0.0094 0.0099

All values are given to four decimal places to align the decimal point.
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Figure 6.8: Propagation model with stirrer: (a) cumulative energy with time; (b) angular spread
in the plane z = 440 mm; (c) angular spread in the plane y = 490 mm; (d) angular spread in
the plane x = 300 mm

Table 6.5: Total arriving energy (J) with stirrer, for locations in the plane x = 300 mm.

z location

413 mm 467 mm 525 mm 581 mm 637 mm

y location

328 mm 0.0092 0.0091 0.0093 0.0093 0.0096

384 mm 0.0092 0.0094 0.0095 0.0096 0.0099

440 mm 0.0096 0.0097 0.0099 0.0100 0.0101

496 mm 0.0098 0.0100 0.0101 0.0100 0.0103

552 mm 0.0100 0.0105 0.0106 0.0103 0.0104

All values are given to four decimal places to align the decimal point.
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6.3 Chapter summary

The analogy between vehicle cavities and reverberation chambers has been investigated. Specif-
ically the PDP of vehicle cavity channels, environment isolation and EF distribution uniformity
have been measured and simulated for vehicle and vehicle-like cavities, and the results com-
pared to the ideal reverberation chamber case. It has been shown, that for typical vehicle cav-
ities, the PDP decays exponentially, with the same time constant for all links. Furthermore,
the vehicle cavity can be treated as an isolated EM environment, and the EF distribution is not
homogeneous, but may be isotropic.

To aid the deployment of communication systems in vehicles, a cavity classification method has
been proposed. Vehicle cavities are typically Type II cavities, meaning that for all links in the
cavity, the PDP is an exponential decay, with the same time constant. This means that the RMS
delay spread, which is an important parameter for communications, is the same for all links
in the cavity (and by extension, the coherence bandwidth, another important communications
parameter is equal for all links in the cavity).

The Type II cavity classification is further divided into two sub-classes: Type IIA where at a
point, the EF distribution is isotropic; and Type IIB where at a point, the EF distribution is not
necessarily isotropic. In general, vehicle cavities can be either Type IIA or Type IIB cavities.
It has been shown that for Type IIA cavities the spatial correlation is well defined over short
distances, and thus MIMO antenna arrays should lead to enhanced performance. For Type IIB
cavities, the non-uniformity in the angular spread should enable beamforming to lead to an
enhanced performance.
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Chapter 7

Deployment of an in-vehicle wireless
communication system

Having characterised the propagation of Electromagnetic (EM) waves in cavities, the question
remains: How can this characterisation be exploited to improve wireless communication sys-
tems deployed in vehicles? Specifically, it has been established in Chapter 6 that the Root Mean
Square delay spread is approximately equal for all links in a given vehicle cavity, and is equal
to the cavity time constant. Whether a typical in-vehicle wireless communication system can
accurately estimate the cavity time constant is therefore investigated. Also, to what extent the
characterisation of the time variation of a channel in a vehicle cavity, presented in Chapter 4
can be used to track the channel response is investigated.

For simplicity, the deployed system is Single Input Single Output and uses omnidirectional
antennas (i.e., there is no beamforming). Furthermore the wireless network nodes transmit only
on the 802.15.4 channels [74] (of which there are 16 in total) in the 2.4 GHz Industrial Scientific
and Medical band (for example a Zigbee [62] based Wireless Sensor Network (WSN)).
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7.1 Time constant estimation

Measurement Campaigns 1.7 and 1.8 are used to investigate time constant estimation in the van,
and the car respectively. In these measurement campaigns, WSN style units are deployed at lo-
cations which are expected to be representative of an actual in-vehicle WSN (i.e., close to the
cavity boundaries, in unobtrusive positions). Rather than attaching the unit antennas to actual
WSN nodes, they are instead connected via co-axial cable to a vector network analyser. This
approach enables the measurement of the complex channel frequency response.

Two methods of estimating the cavity time constant are proposed. The first uses only the mag-
nitude of the complex channel frequency response, and when squared this corresponds to the
Received Signal Strength Indicator (RSSI), which is available on most commercially available
WSN nodes. The second method uses the complex channel frequency response.

7.1.1 Time constant estimation Method 1

In Chapter 4, the expected energy arriving a time τ after an impulse is given in (4.25), re-writing
this for the total arriving energy (i.e., τ →∞):

E (EH) = kτ0e
− τ0
τc

=⇒ loge ((E (EH))) = loge(kτ0)− τ0

τc
. (7.1)

For a constant wave input, the term inside the logarithm on the left-hand side of (7.1) is propor-
tional to the expected received power, which itself can be approximated by the average received
power across the 16 frequency channels, 〈P〉. This allows (7.1) to be re-written:

loge〈P〉 ≈ k′ − τ0

τc
, (7.2)

where k′ is a constant.

If the separation between all the nodes is known, then τ0 can be approximated by the time of
flight of a ray travelling along the direct Line-of-Sight (LOS) path. Therefore plotting the log-
arithm of the average received power against the LOS time of flight for each link, and fitting a
straight line using a Minimum Mean Squared Error (MMSE) method, the cavity time constant
is approximately the negative inverse of the gradient.

Fig. 7.1 shows a plot of the time constant estimation by Method 1 for the car. The exponential
decay (shown by the red line, labelled Method 1 fit) appears to fit the measured data reasonably
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Figure 7.1: Time constant estimation for the car by Method 1 and Method 1A

well, with the exception of one anomaly (i.e., with power approximately equal to 2×10−3 mW).
The variation in τ0 is approximately 6 ns, with the time constant approximately 13.6 ns (from
Chapter 6). Note that for the van, there was not sufficient difference in τ0 for the various links
to get meaningful results.

Time constant estimation Method 1A

Should higher level processing be available to identify and neglect clear anomalies (such as that
in Fig. 7.1 with power approximately equal to 2× 10−3 mW), then an improved time constant
estimate can be found, as detailed in Table 7.1. This is named Method 1A, and is also shown in
Fig. 7.1.
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7.1.2 Time constant estimation Method 2

The previous time constant estimation method provides an intuitive starting point. However,
by being a little more specific about the statistical processes occurring, it is possible to find a
method which uses the available information to find a time constant estimate that is in some
sense optimal. Let the number of wireless links in the cavity equal n, and zi be a row vector
with elements giving the complex frequency response of the ith link for each of the 16 frequency
channels. The matrix Z can thus be defined: Z = [z1; z2; ...zn].

Taking a Bayesian approach, the time constant can be estimated by finding the maximum a pos-
teriori value, given the matrix of channel responses, P (τc|Z):

P (τc|Z) =
P (Z|τc)P (τc)

P (Z)
=P (Z|τc), (7.3)

because a uniform prior is assumed, the maximum a posteriori estimate equals the maximum
likelihood estimate.

The matrix of the channel frequency responses, Z, is a matrix of zero mean circularly symmet-
ric Gaussian random variables, however its elements are not independent as there is frequency
correlation. It is not trivial to see how the statistical propagation model enables the estimation of
the joint likelihood of Z. However, by taking an Inverse Discrete Fourier Transform (IDFT) of
zi for each link, which is denoted zi (i.e., not italicised), and thus working in the time domain,
it is possible to estimate this joint distribution. This process can be thought of as instead of
transforming the statistical model into the frequency domain, the vector of channel frequency
responses is transformed into the time domain. It is important to note that as the IDFT is merely
a deterministic operation, the maximum likelihood estimate (and likelihood value) will be the
same as that which would be obtained if it were possible to estimate directly in the frequency
domain.

Further expressing (7.3), assuming that the links are all mutually independent:

P (Z|τc) =
n−1∏
i=0

P (zi|τc)

=
n−1∏
i=0

P (zi|τc). (7.4)

The vector zi has 16 elements, shifting the first element of the impulse response to be centred on
zero, the elements correspond to the complex sum of rays arriving in discrete time ‘bins’, each
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of duration 12.5 ns (note that this is an approximation as the operation of the IDFT does not
exactly correspond to discrete bins in the time domain). Vectors τ− and τ+ have been defined
to represent the start and end of each of the 16 bins:

τ−= (0; 6.25; 18.75; 31.25; 43.75; 56.25;

68.75; 81.25; 93.75; 106.25; 118.75;

131.25; 143.75; 156.25; 168.75; 181.25) ns, (7.5)

τ+ = (6.25; 18.75; 31.25; 43.75; 56.25; 68.75;

81.25; 93.75; 106.25; 118.75; 131.25;

143.75; 156.25; 168.75; 181.25; 193.75) ns, (7.6)

strictly speaking the first bin should include the period from 193.75 ns to 200 ns, as the IDFT
wraps around, however, this is neglected for simplicity.

The transmission frequency (2.4 GHz) is high compared to the frequency range, consequently
it can be assumed that the arriving rays within a bin each have an independent random phase
drawn from a uniform distribution. Thus, the magnitude of the sum of the arriving rays follows
a Rayleigh distribution. This allows the maximum likelihood function to be further expressed:

P (zi|τc) =
15∏
j=0

R (zi,j;σj) , (7.7)

whereR(.;σ) is the Rayleigh distribution with parameter σ, and:

σj =

√
Ωj

2
+ ((τ+)j − (τ−)j)σn, (7.8)

where σn is noise, and:

Ωj =

{ ∫ (τ+)j
max((τ−)j ,τ0)

ke−
τ
τc dτ if (τ+)j > τ0

0 otherwise
(7.9)

Thus (7.7) is a function of τc which is maximised to estimate τc. This approach can best be
visualised by observing that the decay of each channel in space is identical, once the first ray
has arrived. Fig. 7.2 shows the 6 links in the van, and it can be observed that the decay is indeed
similar for each. Likewise, Fig. 7.3 shows the 10 links in the car, and again the decay is similar
for each.

It should also be noted that after approximately 80 ns the signal reaches the noise floor, and
therefore an additive white Gaussian noise term is included in the time constant estimate. Note
the apparent rise at the end of the plot is an artefact of the IDFT, and that the IDFT processing
distorts the values of power. However since it is the shape of the curve which is relevant, not its
absolute value, this effect can be neglected.
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Figure 7.2: Time constant estimation for the various links in the van by Method 2
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Figure 7.3: Time constant estimation for the various links in the car by Method 2
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Table 7.1: Time constant estimation.

〈τc〉 / ns τc 1 / ns τc 1A / ns τc 2 / ns

Van 13.4 n/a n/a 13.4

Car 13.6 4.49 7.08 11.7

7.1.3 Results and discussion

The time constant estimate from Chapter 6 is treated as the ground truth for the purposes of as-
sessing the effectiveness of the time constant estimation methods presented in this chapter. This
is because this estimate aggregated data for 6 different spatial configurations of the transmit
and receive antennas, and measured the channel over a much broader frequency sweep (2 GHz)
compared to that of the WSN system (80 MHz).

Table 7.1 shows the results of the time constant estimation by Methods 1, 1A and 2, denoted
τc 1, τc 1A and τc 2 respectively, as well as the average estimate from Chapter 6, denoted 〈τc〉. As
previously noted, Methods 1 and 1A were not possible for the van. It should also be noted that
the van used previously in Chapter 6 was a slightly different model, however this appears to
have little effect on the time constant.

Method 1 appears to estimate the time constant very poorly, however Method 1A offers some
improvement. Furthermore, if the variation in τ0 for the links was greater relative to the cavity
time constant then it may be the case that the time constant estimate according to method 1 is
much more accurate. Method 2 provides a good estimate for both the car and the van.

It can therefore be concluded, that if the complex channel frequency response is available, then
Method 2 is the most accurate way to estimate the cavity time constant. However, in some
circumstances Method 1 may work well, and in such cases it has the benefit of requiring only
the magnitude of the channel response (available on most WSN from the RSSI value) which
is not the case for Method 2. It should also be noted that, from the magnitude of the channel
response alone, the envelope correlation function can be found, which will be the same for all
the links (i.e., because this is a deterministic function of the power delay profile). For some
systems this parameter may be all that is required, and thus it is unnecessary to evaluate an
estimate of the time constant.
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7.2 Time variation estimation

As well as estimating the cavity time constant, it is also useful to track and estimate the time
variation of channels within the cavity. To do this, the time varying frequency response of the
channel, TH(f, t), is measured at regular time intervals, at a single frequency, f0. This process
was undertaken in Measurement Campaign 3, where the time varying frequency response was
measured every 0.125 s at 2.45 GHz. Measurement Campaigns 3a and 3b refer to the measure-
ments with the receiver at locations PCar 1 and PCar 4 respectively. Figs. 7.4 and 7.5 show the
raw data for Measurement Campaigns 3a and 3b respectively, note that in Measurement Cam-
paign 3a there was a problem with the experiment which led to later samples not being recorded
(hence why the plot in Fig. 7.4 shows the results for a shorter time duration than Fig. 7.5).

Whether the channel analysis can lead to an improved prediction of the channel at the next
time instant, compared to a simple predictor where the channel is estimated as if the magnitude
of each time sample is an Independent Identically Distributed (IID) Rician random variable is
investigated. The Rician case arises as it is known that the Electric Field (EF) consists of the
sum of an unstirred (deterministic) EF, and a stirred EF which in general can be considered to
have a zero mean, circularly symmetric complex Gaussian distribution. Further evidence that
the Rician distribution is appropriate can be observed in Figs. 7.6 and 7.7 for Measurement
Campaigns 3a and 3b respectively. These plots show the distribution of all the received channel
samples, and although the actual measurements are discretised (i.e., owing to the RSSI process
only logging the power to 1dBm), it appears that the Rician generally fits the data well.
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Figure 7.4: Measurement Campaign 3a raw data
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Figure 7.5: Measurement Campaign 3b raw data
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Figure 7.6: Measurement Campaign 3a Rician fit
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Figure 7.7: Measurement Campaign 3b Rician fit
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7.2.1 A heuristic model for time variation

Let ∆t be the time between successive samples, and z′ be a vector of the time varying frequency
responses at 2.45 GHz, with the first element z′0 occurring at t = 0 (the dash has been included
to avoid ambiguity with the previous use of z in Section 7.1). Assumptions 3 – 6 stated in
Section 4.2.1 continue to be made, and in addition:

Assumption 7: The process is Markov for all ∆t, therefore:

P (z′i|z′i−1, ...z
′
0) = P (z′i|z′i−1). (7.10)

The Markov assumption has been made heuristically, it has a specific purpose to serve (in this
case to enable enhanced estimation of the channel time varying frequency response) rather than
to necessarily reflect an absolute truth regarding the underlying process. In such a case it is
valid merely to estimate the value of the channel time varying frequency response from that
immediately preceding it alone, even if there is dependence on other previous values. There is,
however, some physical basis for why the Markov assumption may be valid in general. Con-
sider the case where a random process is not Markov, in such an instance there is some smooth
evolution of successive states. The Markov assumption can therefore be reasoned physically for
the vehicle cavity by noting that in general the cavity occupants do not move in a smooth way.
Furthermore, the mode pattern within a cavity is chaotic, and therefore even motion which is
fleetingly smooth will not necessarily correspond to a smooth variation in the channel response.

These assumptions (i.e., 3 – 7) are consistent with modelling the sampled time series as a first
order autoregressive (AR1) process:

z′i = B(z′i−1 − µ) + εi + µ, (7.11)

where B is real, between zero and one, εn is an independent Gaussian random variable and
µ is the process mean. Noting that in general ∆t is arbitrary, if the sampled process really is
an AR1 process, then the underlying continuous time process must be an Ornstein-Uhlenbeck
process [102], which has Autocorrelation Co-efficient (ACC):

E((z′i − µ)(z′i−1 − µ)) = σ2e−θ|∆t|, (7.12)

where σ2 is the process variance and θ is a constant, therefore from (7.11), B = e−θ∆t.

Verifying for the measurements, that B does indeed approximately equal e−θ|∆t| would provide
some evidence that the assumptions are valid. It is, however, not possible to estimate the ACC
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directly (and therefore verify the exponential shape) from the measurements, as only the mag-
nitude is available. A slightly more sophisticated approach is therefore taken, using (7.11) as a
starting point:

|z′i|2 = |B(z′i−1 − µ) + εi + µ|2

= (BRe(z′i−1) + (1−B)Re(µ) + Re(εi))
2

+(BIm(z′i−1) + (1−B)Im(µ) + Im(εi))
2. (7.13)

From (7.13), it can be shown:

E(|z′i|2|z′i−1|2) =αB2 + βB + γ

=αe−2θ|∆t|σ4 + βe−θ|∆t|σ2 + γ

=α′e−2θ|∆t| + β′e−θ|∆t| + γ, (7.14)

where α, β, and γ are constants that depend on Re(µ), Im(µ), Re(µ)Im(µ), E(ε2), E(Re(µ)2),
E(Im(µ)2) and E(Re(µ)Im(µ)). To simplify the notation α′ and β′ are introduced.

The term E(|z′i|2|z′i−1|2) is approximated by 〈|z′i|2|z′i−1|2〉 (where 〈.〉 denotes the average over
the measured data), and this is used to find a MMSE fit for the parameters α′, β′, γ and θ.
Figs. 7.8 and 7.9 show that the proposed model fits reasonably well with the measured data for
Measurement Campaigns 3a and 3b respectively. Previous work has estimated the coherence
time of the in-vehicle channel as 1 – 10 s [36, 37], and Figs. 7.8 and 7.9 show that this is
consistent with the measurements in Measurement Campaigns 3a and 3b. Figs. 7.8 and 7.9 also
show a line of best fit according to (7.14) which appears to be good. It should, however, be noted
that whilst the observed fit is encouraging, (7.14) is a quadratic and thus has three independent
degrees of freedom, and therefore this alone does not constitute unequivocal evidence that the
underlying process has been found.
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Figure 7.8: Power correlation function for Measurement Campaign 3a (not normalised)
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Figure 7.9: Power correlation function for Measurement Campaign 3b (not normalised)
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7.2.2 Results and discussion

Having established that the Ornstein-Uhlenbeck model appears to be a good fit for the underly-
ing process, but that the evidence from the ACC alone is not totally compelling, it is interesting
to ask whether any real benefits can be achieved by modelling the time variation in this way. To
do this, consider a prediction of the received power at the next discrete time sample according
to the proposed model, compared to a simple IID Rician predictor. As a starting point, (7.13) is
expressed in a slightly different way:

|z′i|2 = B2|z′i−1|2 + (1−B)2|µ|2 + ε′i, (7.15)

where ε′i incorporates all of the other terms. In general, ε′i is a random term, however it is not
Gaussian, and not independent of B2|z′i−1|2 + (1 − B)2|µ|2. However, if ε′i were to be treated
as a series of IID Gaussian random variables, it can be seen that (7.15) is in the form of an AR1
process. Figs. 7.10 and 7.11 show that for Measurement Campaigns 3a and 3b respectively, the
AR1 model does indeed lead to an improved (i.e., reduced variance) estimate of the channel
compared to a simple Rician predictor.

In Fig. 7.11 it can be seen that after approximately 70 s there appears to have been a step shift
in received power. This is an example of the fact that the process is actually quasi-Wide-sense
Stationary Uncorrelated Scattering (WSSUS) [16] not WSSUS, and the channel estimation/
prediction can be improved by introducing a forgetting factor or finite window length (i.e., to
use as a sample to estimate the parameters). Furthermore at approximately 70 s in Fig. 7.10 there
is a large spike in received power, and neither the AR1 nor the Rician model can anticipate this.
This is evidence that there is always the possibility that something can happen which cannot be
forecast statistically, and in such cases it may be necessary to mitigate any adverse effects of
such an eventuality at a higher level (for example by re-sending packets, if a sudden unexpected
dip in received power occurs).
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Figure 7.10: Prediction of received power for Measurement Campaign 3a
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Figure 7.11: Prediction of received power for Measurement Campaign 3b
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7.3 Chapter Summary

Having characterised the fundamental properties of the EM wave propagation environment in
Chapters 4 – 6, it is important to investigate whether this can lead to actual improvements in the
performance of in-vehicle wireless communication systems. The approach taken is to assess to
what extent a typical in-vehicle wireless communication system can estimate the parameters of
the wireless channel. If these can be estimated accurately, then it is reasoned that a wireless
communication system can use this Channel State Information (CSI) to improve the informa-
tion transfer.

It has been shown that, if the channel frequency response is available in complex form, then a
typical in-vehicle WSN can accurately estimate the cavity time constant. If only the magnitude
of the frequency response is available (i.e., corresponding to RSSI values) then there is some
evidence that accurate cavity time constant estimation is possible under certain circumstances.
Estimating the cavity time constant is important as it can be used to find the delay spread and
coherence times of channels in the cavity, parameters which are very important for the deploy-
ment of effective in-vehicle wireless communication systems.

Furthermore, by making the assumption that the channel time varying frequency response
evolves in time as a Markov process (i.e., for any given frequency), it has been shown that
the time variation of the channel at discrete time intervals can be predicted with much greater
accuracy compared to the simple case where each discrete time sample is treated as independent.
This is important for the deployment of effective in-vehicle wireless communication systems,
as it provides enhanced CSI at the receiver. Furthermore, this information could be fed back to
provide transmitter CSI, or indeed in some network architectures fed to a central control unit to
make improved decisions regarding resource allocation to a number of wireless links.
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Conclusions

This dissertation presents a fundamental characterisation of Electromagnetic (EM) wave propa-
gation in vehicle cavities, a detailed investigation into the analogy between vehicle cavities and
reverberation chambers, and an example of how this analysis can lead to improvements in the
performance of wireless communication systems deployed in vehicles. Specifically, the funda-
mental characterisation consists of an impulse response model, an upper bound on the Doppler
spread, and a lower bound on the information capacity of a wireless communication channel
given the impulse response model and Doppler spread bound.

The impulse response model is expressed in terms of a ray arrival process (for an instantaneous
realisation of the channel), and is derived from the assumption that all rays are independent. The
resulting theoretical model is supported by measurements performed in a vehicle-like cavity. It
is shown that, for all but impractically large bandwidths, the Power Delay Profile (PDP) of a
wireless link in an EM cavity decays exponentially. This is consistent with a wealth of previous
literature.

The Doppler spread characterisation is expressed in terms of an upper bound on the Power Spec-
tral Density (PSD). It is derived from four assumptions, which essentially amount to assuming
that the channel monotonically does not become more correlated with time. This theoretical
model is supported by measurements taken for a range of channel variation types, in both the
vehicle-like cavity used for the impulse response measurements and in an actual vehicle. Mea-
surements were also undertaken for a range of transmission frequencies and a range of cavity
loading scenarios. It was found that the Doppler spread increases with frequency, however there
is only a minor variation in the Doppler spread as the cavity loading varies (which takes the form
of a small decrease in Doppler spread with loading).
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Measurements of PDP and PSD indicate that typically the in-vehicle channel is underspread (to
a very good approximation), i.e., its delay spread is smaller than its coherence time. For such
channels, in the infinite bandwidth limit, the information capacity approaches that of the same
channel with perfect Channel State Information (CSI) at the receiver. The fact that channels
in vehicle cavities are not just underspread, but are typically highly underspread has been ex-
ploited to derive a lower bound on the information capacity for finite values of bandwidth. The
bounding method expresses the channel input as symbols in the frequency domain, and applies
a Kalman filter to use the frequency correlation to learn the channel state. This results in a
mathematically elegant and computationally simple bound. For the measured values of PDP
and PSD it is shown that the lower bound on the information capacity is indeed very close to
the capacity of the same channel with perfect CSI at the receiver.

That the EM environment in vehicle cavities is analogous to that in reverberation chambers is
often assumed implicitly. To establish the extent to which this is valid, a detailed investiga-
tion into the analogy between vehicle cavities and reverberation chambers has been undertaken.
Noting that the characterisation of the impulse response of the in-vehicle channel yields the
result that the PDP decays exponentially, as is the case for channels in reverberation chambers,
three specific reverberation chamber properties are investigated. Whether, in any given vehicle
cavity, the time constant of the exponentially decaying PDP is the same for all possible links,
whether the vehicle cavity is an isolated EM environment, and whether the Electric Field (EF)
distribution is uniform (i.e., isotropic and homogeneous). The results of this investigation are
that, for typical vehicle cavities, the time constant of the exponentially decaying PDP is ap-
proximately the same for all possible links, the EM environment can be modelled as isolated
with an increased noise floor (to allow for the propagation into the cavity of EM waves from
external sources) and that the EF distribution is sometimes approximately isotropic, but not ho-
mogeneous. These results lead to two properties which are potentially important for wireless
communications systems, namely that, in any given cavity, the Root Mean Square (RMS) delay
spread is approximately the same for all links (and hence the coherence bandwidth is also the
same for all links) and that the angular spread is approximately uniform. Furthermore, whilst it
has been shown that the EF distribution is not globally homogeneous, it does appear to vary con-
tinuously for vehicle cavities with isotropic EF distributions (and thus is approximately locally
homogeneous), which means that over short distances the spatial correlation is well defined.
This is potentially very useful for designers of Multiple Input Multiple Output antenna arrays
to be deployed in wireless communication systems in vehicles. For cavities which don’t have
an isotropic EF distribution, it is anticipated that beamforming may work well.

The fact that, for typical vehicle cavities, the RMS delay spread is approximately the same for
all links is potentially very beneficial for wireless communication systems (for example, even
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before a link is turned on its coherence bandwidth is available if it has been estimated for other
links, and thus frequency diversity can be used in an efficient way immediately). This property
can only be exploited, however, if channel state estimation is possible from information typi-
cally available to wireless communication systems. To this end, it is shown that if the complex
channel response is available on 16 frequency channels at intervals of 5 MHz (i.e., as is the
case for the 802.15.4 physical layer [74]) then the time constant of the exponentially decaying
PDP can be estimated accurately. Not only is time constant estimation possible, but by making
the further assumption that successive channel realisations (in time) form a Markov process, it
has been shown that estimation of the time variation of the channel is also possible by typical
wireless communication systems.

These elements unite to form a thesis which addresses all of the main issues required to deploy
effective wireless communication systems in vehicles. It is therefore envisaged that the major
application of this work will be to aid the deployment of wireless communication systems in
vehicles. The analysis presented in this dissertation is, however, somewhat general, and there
is potential for impact further afield. Specifically, the theoretical modelling of the EM wave
propagation has been derived such that it applies to all EM cavities, the lower bound on the
information capacity can be applied to any highly underspread channel with known PDP and
coherence time, and the results from the investigation into the analogy between vehicle cavities
and reverberation chambers may also apply to heavily loaded reverberation chambers. To set
this thesis in a more general context, a certain amount of further work is therefore required:

I. Perform measurements in a wider range of EM cavities, to investigate whether the theo-
retical characterisation presented here is valid.

II. For a much larger cavity, or a much wider frequency band, it may be the case that individ-
ual rays are resolvable and thus the τ−2 term in the impulse response (in (4.23)) becomes
relevant. In such instances it would be useful to have experimental evidence to support the
theoretical characterisation.

It is also possible, for given cavity types and applications, to make more specific assumptions
regarding the channel variation which can be used to tighten the PSD bound, or indeed express
the channel time variation itself as a function.
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Appendix A

Antenna efficiencies

The efficiency has been measured for the three types of antennas used in the measurements.
For the Schwarzbeck 9112 (SB9112) [68] and Schwarzbeck 9113 (SB9113) [69] antennas, the
reflection efficiency is also given. For the low-profile printed patch-type antennas the efficiency
has been measured for each individual unit. The total efficiency for the SB9113 antenna has
previously been measured at the National Physical Laboratory (NPL) [103], and it is this mea-
surement which is included here 1.

1It has since come to light that the value used as the total efficiency of the SB9113 antenna is actually the
radiation efficiency, and thus the total efficiency should have been adjusted accordingly. All the analysis affected by
this error in this dissertation has been repeated with the correct total efficiency and it was found that the difference
compared to the analysis with the incorrect total efficiency used in this dissertation is negligible.
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Figure A.1: Schwarzbeck 9112 efficiency

Note that due to a measurement error, at high efficiencies it is occasionally the case that the to-
tal efficiency value appears higher than the reflection efficiency value for the SB9112 antenna.
This has no untoward effect on the results presented in this dissertation.
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Figure A.2: Schwarzbeck 9113 efficiency
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Figure A.3: Patch antenna efficiencies
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MICAz calibration

For the units 1, 2, and 3 calibration has been undertaken for each unit permutation (i.e., Trans-
mitter (Tx) 1, Receiver (Rx) 2; Tx1, Rx3; Tx2, Rx1; Tx2, Rx3; Tx3, Rx1; and Tx3, Rx2),
and for each of the 16 frequency channels. Fig. B.1 shows the result at 2.45 GHz (the only
frequency channel used by the measurements presented in this dissertation). This plot is the
specific realisations of that shown in the manufacturers datasheet, [ [104] Fig. 26].
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Lemmas

The Lemma’s included in this Appendix are for very simple algebraic results concerning matri-
ces. They are used in the information theoretic analysis presented in Chapter 5.
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Lemma 5.5

For identity matrix, I , and Positive Definite Symmetric (PDS) matrix D, there exists a PDS
matrix D′ such that:

(I −D)−1 = I +D′. (C.1)

Proof:

From [ [105] pp. 151]:
(I −D)−1 = I + (I −D)−1D. (C.2)

Given that (I −D) is a PDS matrix, (I −D)−1 is also a PDS matrix. Also, since D is a PDS
matrix, then (I −D)−1D must be a PDS matrix, which is renamed D′ to prove Lemma 5.5.

Lemma 5.6

For identity matrix, I , and PDS matrix D, there exists a PDS matrix D′ such that:

(I +D)−1 = I −D′. (C.3)

Proof:

From [ [105] pp. 151]:
(I +D)−1 = I − (I +D)−1D. (C.4)

Given that (I + D) is a PDS matrix, (I + D)−1 is also a PDS matrix. Also, since D is a PDS
matrix, then (I +D)−1D must be a PDS matrix, which is renamed D′ to prove Lemma 5.6.
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Lemma 5.7

For 2× 2 identity matrix, I , and 2× 2 PDS matrix, D, with (I −D) also a 2× 2 PDS matrix,
it follows that:

|I −D| < 1. (C.5)

Proof:

Let:

D =

[
d1 d2

d2 d4

]
, (C.6)

therefore:

|I −D|= (1− d1)(1− d4)− d2
2

= 1− d1 − d4 + d1d4 − d2
2, (C.7)

consider 0 < d1, d4 < 1, therefore:

d1, d4>d1d4 (C.8)

=⇒ 1> 1− d1 − d4 + d1d4 − d2
2

= |I −D|, (C.9)

thus proving Lemma 5.7.
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